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Abstract

Solving highly heterogeneous structural mechanic problems with a large number of degrees of freedom (HPC simulations) is a real issue in engineering work, because of the required time and memory. Non overlapping domain decomposition methods such as the Finite Element Tearing and Interconnecting (FETI) or Balanced Domain Decomposition (BDD) methods have been developed in order to allocate the problems on distributed memory clusters with a large number of processors and to make mechanical calculations parallel.

Two difficulties are encountered when applying domain decomposition methods. First, the mesh generation is most often a sequential process applied to the full domain. Second, the linear system resulting from the partitioning of the mesh may be poorly conditioned, leading to slow convergence. Recently developed techniques such as adapted coarse spaces (e.g. FETI-GenEO) or multipreconditioning (e.g. AMPFETI) enable to restore good convergence rate, at the cost of extra computations.

In this study, we try to mitigate these two difficulties by proposing a new hierarchical substructuring method which aims at making the mesh preprocessing step parallel and at improving the condition number of the linear system to be solved by generating regular interfaces adapted to the heterogeneity.
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1 Introduction

Non overlapping domain decomposition methods such as FETI (Finite Elements Tearing and Interconnecting) [1] or BDD (Balanced Domain Decomposition) [2] provide an advantageous framework to define iterative solvers for the resolution of linear and non-linear problems - derived from the discretisation of partial differential equations - adapted to the massively parallel architecture of recent supercomputers. They have been successfully applied to solve several challenging mechanical heterogenous problems such as homogeneous arterial walls
[3] or strongly heterogenous wind model [4]. An overview of these Schur complement based methods is available for instance in [5].

However, as any iterative solver, they are sensitive to the condition number of the linear system to be solved which has hindered their adoption in an industrial codes and even their use in industrial context.

Classically, solving a finite element problem with a domain decomposition approach can be sum up as follows (upper branch of Figure 2):

1. Mesh generation on the global structure, possibly of large size, with a sequential mesher (or possibly with its hard to implement parallel counterpart [6]);

2. Substructuring with a partitioning software of the associated connectivity graph (e.g. Metis [7], Scotch [8], Chaco [9]...) or with a Binary Space Partitioning tree of the position of elements (KD-tree [10], RP-tree, MM-tree...).

![Figure 1: Substructuring of a 2D mesh coming from Metis [7] graph partitioning software.](image)

For heterogeneous problems, frequently encountered in industrial framework, efficient preconditioning methods have been developed in the early 2000s [4, 11], in order to obtain good convergence properties if the heterogeneities do not cross the frontier between subdomains. Nevertheless, the use of automatic mesh partitioning software—for the load balancing and the minimization of cross-processes communication—leads to subdomains with slender and irregular shape and misplaced subdomains with respect to heterogeneities (see Figure 1).

Recent advances, such as algorithms of the family of AMPFETI (Adaptive Multipreconditioned-FETI) based on multipreconditioning [12, 13], or block Krylov based algorithm (Block FETI [13]), or even preliminarily solved generalized eigenvalues problem (GenEO (Generalized Eigenproblems in the Overlaps) [14]), lead to an improved robustness of these solvers on very heterogeneous and ill-conditioned linear systems but their use induce higher memory consumption (Block FETI, AMPFETI) or extra computation (GenEO) remains expensive in terms of memory consumption.

On the one hand, if it seems possible to produce homogeneous subdomains with an optimization of the position of interfaces with respect to heterogeneities by a weighting of graph edges. It appears impossible to guarantee a regular geometric aspect of these interfaces because the graph partitioner software does not take into account any geometrical features. A BSP-tree (such as a KD-tree) could generate spatially localized subdomains but it could not generate regular interfaces because the mesh is not regular at the location of the interfaces.
On the other hand, this traditional approach has another weakness: the mesh and subdomains generation stages are widely driven by sequential steps which may constitute significant part of the total computational time. Specifically, the conformal mesh generation of complex 3D structures from geometrical data is a process which can become very expensive and would benefit from a parallelisation. Parallel meshing techniques are not satisfying because the refinement of interface imposes either multiple exchanges across subdomains [15] or a re-partitioning of the mesh (which creates jagged interfaces) [15, 16]. Other parallel meshing methods can create regular interfaces between subdomains thanks to an initial coarse mesh generated sequentially (this kind of methods is similar to the one developed in this paper). These methods ensure the conformal of the interface by communications between subdomains [17, 18] or thanks to a hierarchical refining [19] which ensures a priori this conformity. However, the shape of outside boundary surfaces is not perfectly recovered because a quadratic shape functions interpolation, which does not take into account the underlying geometry, is performed. Moreover, this kind of parallel meshers seems not to respect the components of the structure and can not produce homogeneous subdomains.

The aim of the presented method is to avoid previously mentioned difficulties by obtaining automatically, and in the most parallel way as possible, a substructuration that presents regular interfaces and that is adapted to structural heterogeneities.

The condition number of the linear systems to be solve will be improved making it possible to avoid the use of the advanced and expensive techniques.

The proposed method—which appears to be completely original in solid computational mechanics—is schematically based on a reversal of meshing and substructuring steps associated with a possibly hierarchical discretisation.

![Diagram](image)

Figure 2: Domain decomposition computation approach: - Upper branch: classical method - Lower branch: developed hierarchical method.

As described on the lower branch of Figure 2, from a discrete geometry (i.e. CAD or discrete CAD), a first coarse mesh is generated. This coarse mesh does not represent the underlying geometry well but allow to define a partitioning which presents a compact shape
because the subdomains are defined as sets of coarse elements. Then, the subdomains are distributed on the calculation cores with the underlying subdomain CAD information. The fine mesh of the structure is then carried out in parallel while keeping the interface compatibility. Finally, the application of mesh morphing techniques allows to ensure that these fine meshes respect the underlying geometry as well as possible. The developments are performed using the Python interface of the finite element software Z-set [20, 21], in which the FETI algorithm is implemented.

This article is organized as follows: Section 2 gives a reminder about the FETI method for solving substructured problems resulting from the method described in the Section 3; then numerical results on heterogeneous case are provided in Section 4, Section 5 concludes the paper.

2 FETI in a nutshell

To begin, readers are reminded of the FETI method used within the context of this work (for further details about FETI, see for instance [1, 5]). Let us consider a linear mechanical problem set on domain \( \Omega \) discretised by means of the finite element method. The resulting symmetric positive definite problem \( Ku = f \) can be partitioned into \( N \) subdomains \( \Omega(s) \) conforming to the domain \( \Omega \) such that the associated problem writes

\[
\forall s \in \{1; N\}, K(s)u(s) = f(s) + t(s)^T B(s) \lambda,
\]

(1)

\[
\sum_s B(s)t(s)u(s) = 0,
\]

(2)

where \( t(s) \) are trace operators, \( B(s) \) are signed Boolean assembly operators and \( \lambda \) a set of Lagrange multipliers describing the traction field that connects subdomains.

Let us classically define the local primal Schur complement defined on \( \Omega(s) \), \( S_p(s) = K_{bb} - K_{bi} K_{ii}^{-1} K_{ib} \) (\( i \) stands for internal degrees of freedom and \( b \) for boundary degrees of freedom), the local dual Schur complement \( S_d(s) = S_p(s)^+ = t(s)K(s)^+t(s)^T \) (\( K(s)^+ \) is a generalized inverse of \( K(s) \)) and the basis of rigid body motions \( R(s) = \text{Ker}(K(s)) \). We also write:

\[
e = \begin{bmatrix} \ldots & f(s)^T R(s) & \ldots \end{bmatrix}^T,
\]

\[
G = \begin{bmatrix} \ldots & B(s)t(s)R(s) & \ldots \end{bmatrix},
\]

\[
b_d = \sum_s B(s)t(s)K(s)^+f(s).
\]

The system (2) leads to the classical FETI system:

\[
\begin{bmatrix} S_d & G^T \end{bmatrix} \begin{bmatrix} \lambda \\ \alpha \end{bmatrix} = \begin{bmatrix} -b_d \\ -e \end{bmatrix}.
\]

The \( G^T \lambda = -e \) constraint (this constraint is also called the coarse problem: it enables global communication between non-neighbouring subdomains) is handled by the introduction of the initial estimates \( \lambda_0 \) observing this condition (\( G^T \lambda_0 = -e \)) and a projector \( P \) on the
Algorithm 1: FETI Conjugate Gradient

Initialisation:

- Computation of the projector \( P = I - QG(G^TQG)^{-1}G^T \);
- Solution initialisation for projection: \( \lambda_0 = -QG(G^TQG)^{-1}e \);
- Residual initialisation: \( r_0 = -P^T(b_d + S_d\lambda_0) \);
- Preconditioning of the problem: \( z_0 = P\tilde{S}_p r_0 \) and \( w_0 = z_0 \);

while \( \sqrt{r_i^T z_i} < \varepsilon \) do

- \( p_i = P^T S_d w_i \);
- Optimal coefficient computation: \( \alpha_i = \frac{r_i^T z_i}{w_i^T p_i} \);
- Solution at iteration \( i + 1 \): \( \tilde{\lambda}_{i+1} = \tilde{\lambda}_i + \alpha_i w_i \);
- New residual computation: \( r_{i+1} = r_i - \alpha_i p_i \);
- Preconditioned residual computation: \( z_{i+1} = P\tilde{S}_p r_{i+1} \);

for \( 0 \leq j \leq i \) do

- Search basis reorthogonalisation: \( \beta_{i}^j = -\frac{z_{i+1}^T p_i}{w_i^T p_i} \);

end

New direction computation: \( w_{i+1} = z_{i+1} + \sum_{j=1}^{i} \beta_{i}^j w_j \);

end

Global solution computation:

\( \lambda = \lambda_0 + P\tilde{\lambda} \);
\( \alpha = (G^TQG)^{-1}G^TQ(-b_d - S_d\lambda) \);

orthogonal space to \( G (G^T P = 0) \). The \( \lambda \) unknown is searched as \( \lambda = \lambda_0 + P\tilde{\lambda} \) with:

\[
\lambda_0 = -QG(G^TQG)^{-1}e, \\
P = I - QG(G^TQG)^{-1}G^T, \tag{4}
\]

Then, \( \tilde{\lambda} \) is the solution of the following system:

\[
P^T S_d P\tilde{\lambda} = P^T (-b_d - S_d\lambda_0). \tag{5}
\]

The \( Q \) matrix in (4) is symmetric positive definite and can be chosen as the \( \tilde{S}_p \) preconditioner, the identity matrix or a scaling matrix [22].

The system (5), which is an equivalent of the system (3), is solved by an iterative pre-conditioned Conjugate Gradient method (Algorithm 1) for which the preconditioner \( \tilde{S}_p \) is an assembly of primal quantities, such as:

\[
\tilde{S}_p = \sum_s \tilde{B}^{(s)} \tilde{S}^{(s)}_p \tilde{B}^{(s)^T}, \tag{6}
\]

where \( \tilde{B}^{(s)} \) are scaling assembly operators such as \( \sum_s B^{(s)^T}B^{(s)} = I \) and where \( \tilde{S}^{(s)}_p \) can be local primal Schur complements \( S^{(s)}_p \) or their approximations \( K^{(s)}_{bb} \) or \( \text{diag}(K^{(s)}_{bb}) \). The chosen scaling in \( \tilde{B}^{(s)} \) can be based on the multiplicity of interface degrees of freedom for homogeneous problems or on the diagonal coefficients of \( K^{(s)}_{bb} \) for heterogeneous ones [4].
The FETI method attached with its coarse problem and the optimal preconditioner from the literature is theoretically scalable [23, 11]. The condition number $\kappa$—which is strongly related to the convergence rate—reads:

$$\kappa \simeq C \left(1 + \log \left(\frac{H}{h}\right)\right)^2,$$

where $H$ is the characteristic dimension of subdomains, $h$ the size of the mesh elements and $C$ is a constant only depending on the shape and the homogeneity of subdomains.

3 The hierarchical substructuring method

In this section, the developed substructuring strategy adapted to non overlapping domain decomposition methods is described. The aim is to produce a substructuration with the following proprieties:

- Each subdomain must be made of a single material (in case of complex geometry, this condition can be loosen).
- The interface between subdomains must be as regular as possible (it must follows the curvature of the interface between materials or must be large pieces of planar surfaces);

From a geometry (CAD/discrete CAD), a fine surface mesh and a very coarse volumetric mesh are extracted. The fine surface mesh is a shell mesh that has a similar description to that of STL format (Stereo-Lithography); it describes an object by its outside surface faceted by triangular elements. The coarse mesh—which does not represents the actual geometry—enables to define a substructuring with an interface made of large pieces of plane surfaces.

Let "physical edges" denote all the edges defined on the CAD geometry, and "physical surfaces" denote all the surfaces from CAD delimited by a closed lined formed by physical edges. Moreover, let sets of elements composed of the same material be called physical sets.

The whole process of the hierarchical decomposition can be sum up in three steps:

1. Coarse mesh generation representing physical entities (materials);
2. Parallel mesh refinement of subdomains keeping interfaces conformity;
3. Parallel mesh morphing of subdomains in order to regain the structure geometry.

3.1 First coarse and homogeneous decomposition

From the initial coarse mesh, physical sets of elements are extracted in independent meshes. Once they are isolated, a graph partitioning software is used for each of them. At this step, each subdomain is homogeneous and is an union of coarse elements.

From this point, each subdomain can be treated independently in a parallel way. Since the resulting meshes are too coarse for an acceptable finite element computation, it is necessary to generate finer meshes of subdomains. In a parallel context, the mesh generation is not a trivial task. Indeed, the conformity at the interface between subdomain is not guaranteed on both side of the interfaces of subdomains during a remeshing step. The hierarchical remeshing strategy
set up here enables to a priori guarantee this conformity with a parallel remeshing without any communications between subdomains. For this purpose, a hierarchical h-refinement—which consists in dividing existing elements into smaller ones—is performed in each subdomain in parallel to maintain automatically the conformity at interface. By construction, the new created elements are similar to the initial coarse element.

3.2 Subdomains deformation

At this stage, the resulting meshes do not respect the underlying geometry. Indeed, the boundary nodes are located on coarse elements faces and are not located on the entities they are supposed to represent. A mesh deformation step is necessary to ensure the mesh to be on the actual geometry.

Classically, the geometry recovery process is not performed exactly. Indeed, several approximate methods have been proposed. For instance, the new created nodes are repositioned on a very fine mesh describing the geometry using a KD-tree search algorithm [24]. Other methods [25, 26] based on a quadratic surface recovery technique ignore the underlying geometry to interpolate the new created nodes positions. This surface recovery methods are not satisfying because they do not keep sharp edges or they are approximative.

The deformation step is made of the two following main stages:

1. Projection of physical surfaces on the fine skin mesh;
2. Internal volume deformation using previous projections as "boundary conditions”.

The subdomain’s external surface is projected on the fine geometry with the Möller-Trumbore’s ray-triangle intersection algorithm [27] which consists in finding—for all nodes in the subdomain boundary—the triangle of the fine skin mesh which intersects the line passing through this node in a given direction. The physical edges (those which represent actual geometrical edges) are handled differently. Indeed, the nodes on the physical edge of subdomain are sent at the location of their curvilinear abscissa on the geometric edges of the fine surface mesh.

Then, the mesh deformation is performed with interpolation techniques built on Radial Basis Function (see RBF method in [28]). Each displacement field component \( u_i \) (\( i \) can be \( x, y \) or \( z \), one of the three space directions) at position \( X \) of the mesh nodes can be derived independently of other directions in terms of the \( X_{b_j} \) position of the \( n_b \) boundary nodes by the expression:

\[
    u_i(X) = \sum_{j=1}^{n_b} \alpha_j \phi \left( \| X - X_{b_j} \| \right) + p(X), \forall i \in \{1; 3\},
\]

(8)

with \( p \) a scalar polynomial function defined by its \( (\beta_i) \) coefficients, \( (\alpha_j)_{0 \leq i \leq n_b} \) unknown real coefficients and \( \phi \) a scalar radial basis function. The \( \phi \) functions are \( C^1 \) bell shape functions such as \( \phi(0) = 1 \) and \( \lim_{\xi \to \infty} \phi(\xi) = 0 \). The \( p \) polynomial is a degree-1 polynomial which enables to exactly recover rigid body motions. With the interpolation condition \( u_i(X_{b_j}) = u_{b_j}, \forall b_j \in \{1, n_b\} \), we can derive the following linear system (valid for each space directions):

\[
    \begin{bmatrix}
        M & P_b \\
        P^T_b & 0
    \end{bmatrix}
    \begin{bmatrix}
        \alpha \\
        \beta
    \end{bmatrix}
    =
    \begin{bmatrix}
        u_b \\
        0
    \end{bmatrix},
\]

(9)
where $\mathbf{M}$ is a $n_b \times n_b$ symmetric positive definite matrix (provided that $\phi$ is positive definite) defined by

$$M_{ij} = \phi \left( \| \mathbf{X}_{b_i} - \mathbf{X}_{b_j} \| \right), \quad (10)$$

$\mathbf{P}_b$ is a $n_b \times 4$ matrix such as $\mathbf{P}_{b_i} = [1 \mathbf{X}_{b_i}]$ and $\mathbf{X}_b$ is a $n_b \times 3$ matrix with the coordinates list of prescribed displacements boundary nodes. The radial basis functions $\phi$ are described by [29]. Once Equation (9) is solved, the displacement field is built following Equation (8) for each space directions and each interior nodes. This transformation enables to change the subdomain’s mesh (Figure 3a) into a deformed one with internal nodes which are spread out into the volume (shown on Figure 3b).

![Image of a subdomain before volumic interpolation](image1)

![Image of a subdomain after volumetric interpolation](image2)

Figure 3: Internal deformation of a subdomain (section view)

Since the decomposition is fully generated, the FETI strategy can be applied in order to solve the mechanical substructured problem over the newly created partitioned mesh in parallel.

### 4 Numerical assessments

The potential of the developed method is studied on the academical test case of a cubical structure of $H = 10$ side length (see Figure 4c) with an isotropic linear elastic behaviour. A rigid spherical inclusion made of a stiff material whose elasticity modulus is $E_1 = 200$ GPa and its radius is $H/4$. This inclusion is surrounded by a $E_2$ modulus soft matrix, such as $E_1/E_2 = 10^5$. This structure is clamped on one side and traction and shear Dirichlet boundary conditions are applied on the opposite face. The initial coarse mesh is made of 13 hexahedral coarse linear elements (six are located in the matrix and seven in the inclusion).

The problem here is defined with a decomposition coming from the developed hierarchical approach presented in section 3 (see Figure 4a) after five hierarchical refinements and with 13 subdomains The size of the problem is about 1.2 million degrees of freedom.

This computation is compared to a classical decomposition of the same mesh obtained by the mean of the Scotch software (see Figure 4b). Keeping the mesh coming from the hierarchical decomposition leads to the same global problem with the same mesh characteristics. It enables to show only the influence of the decomposition on the convergence rate.

The convergence criterion being set as $\| \mathbf{r} \|_{\tilde{S}_p} / \| \mathbf{r}_0 \|_{\tilde{S}_p} \leq 10^{-6}$, the evolution of this quantity over iterations is presented on Figure 5. The solver converges in only 34 iterations for
Figure 4: Example of a cube with a spherical rigid inclusion and sectional view of the decompositions with 13 subdomains and five hierarchical refinements.

Figure 5: Evolution of the normalized preconditioned residual $\sqrt{r^T z}/\sqrt{r_0^T z_0}$ (notations of Algorithm 1) over FETI iterations (decreasing of initial residual by a $10^6$ factor at convergence)

Hierarchical decomposition compared to 103 for classical decomposition, or an iteration saving of 67% on the considered case. Moreover, total CPU time to reach this criterion is 29.2 s for our approach compared with the 96.6 s of the classical approach with similar average CPU time per iteration (respectively 0.86 s and 0.94 s).

Other problems have been tested on the same case by varying from 1 to 5 the number of refinements and the number of subdomains from 2 to 13. Generally speaking, in most cases, the hierarchical decomposition gives iterations savings between 20 % et 60 % compared with classical decomposition computations. Furthermore, hierarchical decomposition leads to a convergence which is less dependent on the mesh size.

5 Conclusion

An original hierarchical substructuring strategy to obtain the most regular interfaces possible and homogeneous subdomains has been introduced and implemented using Python language interfaced with the Z-set finite element software. The entire process is achieved in a parallel
framework using mpi4py Python module. This strategy consists firstly in generating homogeneous coarse subdomains which are then refined in parallel. Finally, parallel mesh morphing techniques enable to respect the underlying geometry while keeping a priori the interface conformity between subdomains. The results seem to be promising even if the method has only been applied on simple geometry.

Thereafter, the properties (particularly the regularity of interfaces) of the obtained decomposition, will be harnessed in order to define optimized solving strategies based on Hybrid of Dual-Primal domain decomposition methods.
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