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Feature and structural learning of memory sequences with recurrent
and gated spiking neural networks using free-energy: application to

speech perception and production I

Alexandre Pitti1∗, Mathias Quoy1, Catherine Lavandier1 and Sofiane Boucenna1

Abstract— We propose a unified framework for modeling the
cortico-basal system (CX-BG) and the fronto-striatal system
(PFC-BG) for the generation and recall of audio memory
sequences; ie, sound perception and speech production. Our
genuine model is based on the neural architecture called
INFERNO standing for Iterative Free-Energy Optimization of
Recurrent Neural Networks. Free-energy (noise) minimization
is used for exploring, selecting and learning in PFC the
optimal choices of actions to perform in the BG network (eg
sound production) in order to reproduce and control the most
accurately possible the spike trains representing sounds in CX.
The difference between the two working memories relies in the
neural coding itself, which is based on temporal ordering in
the CX-BG networks (Spike Timing-Dependent Plasticity) and
on the rank ordering in the sequence in the PFC-BG networks
(gating or gain-modulation). We detail in this paper only the
CX-BG system responsible to encode the audio primitives at
few milliseconds order, while the PFC-BG system responsible
for the learning of temporal structure in sequences will be
presented in a complementary paper. Two experiments done
with a small and a big audio database show the capabilities
of exploration, generalization and robustness to noise of the
neural architecture to retrieve audio primitives.

I. INTRODUCTION

In order to make optimal choices out of many sensory
or motor options, brain networks have to be organized
hierarchically, but also flexibly, for retrieving and categoriz-
ing memory sequences from milliseconds order to seconds
order [1], [2]. Depending on the degree of novelty and
variability in incoming signals, top-down expectations help to
recognize any familiar patterns or to detect unfamiliar ones.
So, what are the neural mechanisms behind these bottom-
up and top-down processes to construct robust and coherent
behaviors?

A. Neural fundations

In different brain areas, working memories (WMs) are
hypothesized to embed neural processes with forward and
inverse models that can encode, anticipate and eventually
control incoming signals to be more robust and to overcome
their variability [3], [4], [5]. Two brain areas namely the
Basal Ganglia (BG) that selects actions with respect to cur-
rent states [6] and the Prefrontal Cortex (PFC) that represents
forthcoming actions with respect to current contexts [7], [2],
[8], are important for embedding these WMs. Being part
of two different loops but connected at the BG level, they
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realize reactive (BG) and proactive (PFC) control, processing
information differently and at different speed.

On the one hand, some evidences indicate that the striatum
in BG has a principal function in learning-related plasticity
associated with selecting one set of actions from many,
resulting in the acquisition of habitual behavior [9], [10]. On
the other hand, PFC achieves behavioral planning in terms of
the end result, rather than in terms of the movement required
to perform the task [11], [12].

Graybiel and Grafton suggest in [13] that proactive control
is associated with sustained and/or anticipatory activation of
lateral PFC, which reflects the active maintenance of task
goals. By contrast, reactive control should be reflected in
transient activation, along with a wider network of additional
brain regions such as the BG. Therefore, these two control
mechanisms differ in terms of the involvement during learn-
ing and retrieving tasks or sequences, with the BG dynamics
working at a faster pace than the PFC.

In Machine Learning, reactive and proactive control relate
to what is called model-free and model-based systems in
Reinforcement Learning (RL) [14], [15], [16], [6], having
one system for stimulus-response tasks doing greedy-like
optimization and the other learning distinct policies for pre-
diction, which serves for planning goal-directed behaviors.

These features are linked therefore to what is called now
the Bayesian theory of the brain [17], [18] and to the
paradigm of predictive coding for cognition [19], [20], [21].
These general theories describe how our expectations (as
well as our errors) on sensory inputs are used as attention
signals to adjust the prior expectations for the next events.
Brain areas are hypothesized to use error prediction as a core
information to control their dynamics from each others, not
just for binding them mutually.

Under this framework, two or more brain networks can
interact dynamically (eg Cortex CX with Basal Ganglia BG)
so that we have always one network (eg the controller) that
infers the reliability of another (eg the observer) with respect
to a specific context. Along with Bayes theory, predictive
coding has also its link with optimal control theory [22],
which we think interesting in terms of perspective for
modeling the corticostriatal system as it moves the problem
of learning and retrieving memory sequences into a control
problem.

Problem-solving tasks are good examples for understand-
ing the involvement of the BG-PFC loops in goal-directed
behaviors under uncertainty especially during infancy. These



goal-directed behaviors are also called task-sets in cognitive
and developmental sciences [23], [24], [25]. Task sets relate
to the novel capabilities acquired by twelve-months-old
babies such as tool-use, sustained attention, spatial memory,
asymmetric imitation and rule-based learning and are argued
to be linked to the maturation of the PFC [26], [27], [28],
[29], [30]. Other crucial examples during infancy are speech
production and the sequential organization of actions [31],
[32], [33]. These two important cognitive tasks presumably
involve the BG and PFC loops to adjust timely and orderly
motor primitives [34], [11] and [35], [36], [37].

This neural process has been particularly studied for
speech and language sequences because auditory modality
is the sense especially sensitive to temporal structure. In the
case of speech production, Romanski and colleagues propose
that the phonotopical level requires the implementation of
high-order models for encoding words or sentences as articu-
latory vocal tracks [38]. In other experiments with 3 months-
old children [31], [32], [33], the stronger activation of the
PFC has been observed for detecting temporal dissonance
in regular temporal structures of spoken sequences of totally
random syllabes such as the ABA structure in “tomato” or
“mifumi”, independent of the syllabes pronounced for the A
or B items [39], [40].

B. Proposal framework for feature extraction and sequence
learning

In line with these finding, we propose a neural architecture
to model the CX, BG and PFC systems that combines model-
free and model-based learning for retrieving and controlling
long-range memory sequences hierarchically at the signal
level and at the abstract level, see Figs. 1. The two working
memories are developped within the same framework of
predictive coding and reinforcement learning [20], [41], [42]
but each system is working differently to code information
and to minimize online error and external noise. The models
use spiking neural networks (SNN) in order to learn tem-
poral delays between pre- and post-synaptic firing neurons
with the mechanism of Spike Timing-Dependent Plasticity
(STDP) [43], [44], [45]. In line with the framework of free-
energy minimization [19], we exploit also intrinsic noise
within the system in order to realize stochastic descent
gradient and novelty detection.

We propose that these neural mechanisms can serve for
the learning of temporal delays between neurons in a self-
organizing manner and makes possible the discovery of
causes and effects necessary for active inference and pre-
dictive coding. This extends previous researches in which
we developped several models of WMs using SNNs corre-
sponding to different brain areas. These models exploited
noise or novelty to iteratively infer a model and minimize
error prediction either to control one system’s dynamics (eg
the hippocampus or BG-like model-free networks [46], [47])
or to select dynamically a better controller (eg a PFC-like
model-based network [48]).

In our BG-like network modeled in [47], we showed that
it is possible to control long-range memory sequences of

spikes –, above 1000 iterations without loss,– and to solve the
so-called credit assignment problem by infering causes and
effects, even with long-range delays. Because of its property
to optimize and control dynamics iteratively using noise or
free-energy, we named our network INFERNO, which stands
for Iterative Free-Energy Optimization for Recurrent Neural
Networks [47].

Our framework will be applied to speech learning (per-
ception and production). The global framework combines the
corticostriatal and prefrontal systems for the recognition and
generation of audio memory sequences, see Fig. 1. But in
this paper, only the model of the cortico-striatal (CX- BG)
system is developped in order to better describe the process
for retrieving audio primitives for a short time scale. The
model named INFERNO network is then used to solve the
credit assignment problem for retrieving the motor primitives
(articulatory motions) that cause specific sound signal (vocal
tracks). In a complementary paper, the combination with
the prefrontal system (PFC) will be presented, with the
use of Gain-Modulated neurons for learning the temporal
organization within memory sequences and for predicting the
next ones; the sensitivity of Gain-Modulated or gated neurons
to the items’ order within a sequence will serve for finding
structure within signals. Then, the use of this gated version
of the INFERNO network will make possible to retrieve long
range sequences through iterative optimization for long time
scale.

C. Neural model for corticostriatal system

In our comprehension of the free-energy optimization
strategy proposed by Friston [], it is similar to a reinforce-
ment learning process done between two or more learning
structures that attempt to minimize error prediction. To us,
it conveys the learning problem into the ones of optimal
control and predictive coding. We can apprehend the cortico-
striatal loop as two learning systems that attempt to perform
an optimal control and resolve error prediction among their
dynamics. In Fig. 2, we display our framework with the
Primary Auditory Cortex (PAC) system and the Intra-Parietal
Lateral (IPL) layer modeled with SNNs to encode incoming
inputs, the Striatum layer that categorizes the state of the
IPL dynamics and the Globus Pallidus that attempt to control
back the input dynamics of the PAC and IPL with a reentrant
loop. The error prediction is evaluated and minimized over
time by supervision of the STR units (critic) and by noise
generation and stochastic search done on the GP output layer
(actor).

This paper is organised as follows. In the section II,
the neural architecture and the learning mechanisms of
INFERNO network are presented. Two experimental setups
for sound sequences are presented in section III, respectively
for a limited learning database (only one speaker, 3 minutes
length) and for a larger database (several speakers of dif-
ferent genders, 30 minutes length). The results of these two
experiments are developped and discussed in section IV.



Fig. 1. Framework for sequence learning based on iterative optimization. Cortico-basal (CX-BG) and Fronto-striatal (PFC-BG) loops.

Fig. 2. Framework of the INFERNO architecture for audio primitive retrieving based on iterative optimization through cortico-basal ganglia loop (CX-BG).
The Primary Auditory Cortex (PAC) receives and categorizes the audio vectors as a first stage, the Intra-Parietal Lateral cortex (IPL) integrates over time
its output that are categorized at the end by the Striatum (STR) in the basal ganglia. The Globus Pallidus (GP) searches and retrieves the audio vectors that
best matches the IPL dynamics recognized by the striatal units. The iterative optimization process is done by minimizing noise with a temporal difference
reinforcement signal.

II. METHODS

We present here the neural architecture INFERNO used
for predictive coding associated with CX and BG. We

describe then the coding mechanism used for modeling the
spiking neurons and the learning mechanisms associated
with temporal order and rank coding. We define then the



Fig. 3. Stochastic descent gradient optimization used to control the neural
dynamics. Free-energy (noise) is injected as Input in the network. After a
period of time, the Output vector is read to recognize the state and its value
is compared to a goal vector. If the variationnal error E is decreasing, the
stochastic descent gradient keeps the current Input. After several cycles, the
Input converges to its optimal values that minimizes error and maximizes
the state recognition stage.

experimental setup and the parameters used in the context
of audio primitives retrieval for encoding the audio signals.

A. The recurrent network INFERNO

The neural architecture INFERNO [47] consists of two
coupled learning systems arranged as in Fig. 2. The first
network corresponds to one recurrent neural network of
spiking neurons (SNNs) and the second network consists on
one associative map. The SNN implements a forward model
of the incoming signals whereas the associative map imple-
ments an inverse model aimed at retrieving and controlling
those signals. The inverse-forward controller can be modeled
with the function Yout = f(I) for the SNN and with the
function I = g(Yout) for the associative map, in which I is
the input vector and Yout are the output dynamics.

In order to minimize error, the second network generates
intrinsic noise Inoise to control the dynamics of the first one
following a RL mechanism. The activity of the SNN Yout
is compared to one desired goal vector Ydes to compute the
error E between Ydes and Yout and the current input is kept
for the next step I(t + 1) = I(t) + Inoise, if and only if it
diminishes the gradient ∆E. Over time, I converges to Iopt
its optimum value, and Yout converges to Ydes the desired
vector. This scheme is in line with actor-critic algorithms
and predictive coding. Its organization is similar to novel
architectures combining two or more competitive neural
networks such as auto-encoders or the generative adversarial
networks.

We showed in [47] that this variational process is similar
to a stochastic descent gradient algorithm performed itera-
tively and can solve the temporal credit assignment problem
for delays above dizains of iterations. For instance, the
convergence to the desired goal after a certain delay can
be viewed as the retrieval of a memory sequence for such
duration. Furthermore, the free-energy minimization is gen-
erative in the sense that it can retrieve novel solutions I for

the same output Y . This can be viewed as a synchronization
process toward attractor memories [49].

B. Neuron model – Rank-Order Coding algorithm

We use the rank-order coding (ROC) algorithm to model
integrate-and-fire neurons [50]. For instance, ROC neurons
can translate ordered spatio-temporal patterns into ranked
weights, see Fig. 4. The more similar the sequence order
of the incoming signals, the higher the amplitude level of
the ROC neurons. Reversely, the less similar the sequence
order of the incoming signals, the lower the amplitude level
of the ROC neurons.

If we adopt an ordinal ranking sensitive to the amplitude
level of incoming units as displayed in Fig. 4, this coding
strategy retranscribes well the Hebbian rule of “neurons that
fire together wire together”. These units can model well the
properties of common neural populations in the neocortex.

Y IPL
i (t) = wiY

PSA
i (t) +

50∑
j=1

20∑
k=1

wIPL
jk rank(Y IPL

k (t− 1))

(1)
The equations of the rank-order coding algorithm that we

used are as follows. The neurons’ output Y is computed by
doing the dot product between the function rank() sensitive
to a specific rank ordering within the input signal vector I
and the synaptic weights w; w ∈ [0, 1]. As an example, one
possible rank function can be rank(i) = 1

1+i that decreases
monotonically with respect to the ith rank of one item. For
a vector signal of dimension M = 50 and for a population
of N = 14000 neurons (M afferent synapses), we have:

Y Str
n =

M∑
m

rank(Y IPL
m )wIPL−Str

nm ,∀n ∈ N (2)

The rank function rank() can be implemented classically
as a power law of the argsort() function normalized
between [0, 1] for modeling the STDP. This warranties that
the density distribution is bounded and that the weight matrix
is sparse, which makes the rank-order coding neurons similar
to radial basis functions. This attribute permits to use them
as receptive fields so that the more distant the input signal
is to the receptive field, the lower is its activity level. The
updating rule of the weights is similar to the winner-takes-all
strategy in Kohonen networks [51] with an adaptive learning
rate αn,∀n ∈ N . For the best neuron Yb, we have:

∆wIPL−Str
bm = αb(rank(Y IPL

m )− wIPL−Str
bm ),∀m ∈M(3)

αb = 0.9αb (4)

∆wStr−GP = β(Y Str − wStr−GP ).δ1 (5)

where δ1 = 1 if reinforcement, and 0 otherwise.

Y GP (t+ 1) = Y GP (t) + noise.δ∆E (6)

where δ∆E = 1 if ∆E > 0, and 0 otherwise.



Fig. 4. Rank-Order Coding principle [50]. This type of neuron encodes
the rank code of an input signal. Its amplitude is translated into an ordered
sequence and the neuron’s synaptic weights are associated to this sequence.
In our example, the neural activity is salient to this particular order, which
is seen in the line widths of the synaptic weights.

C. Experimental setup

The experimental setup for Experiment 1 in section III-
A consists on a small audio dataset of 2 minutes length
of a native french woman speaker repeating three times
five sentences. The audio .wav file is translated into MFCC
vectors (dimension 12) sampled at 25ms each and tested
either with a stride of 10ms and no stride. The whole
sequence represents 14.000 MFCC vectors for the case with
strides and 10.000 MFCC vectors for the case with no strides.

The number of Striatal and GP units are chosen so that
they correspond to the number of MFCC vectors, which
means 14000 units (10.000 units) for each layer. We do so in
order to test the reliability of our architecture to retrieve input
data with an orthogonal representation. The compression rate
is however low (1:1).

In contrast, Experiment 2 in section III-B will use a bigger
audio dataset of 27 minutes length from six native french
speakers, the same speaker as in Experiment 1 plus two other
women and three men, repeating the same sentences as in
the previous experiment. The audio .wav file is translated
into MFCC vectors (dimension 12) sampled at 25ms each,
which corresponds to 140.000 MFCC vectors for the case
with 10ms stride. The number of Striatal and GP units are
kept the same as for the first experiment (14.000 units),
which means that the size for the BG layers are now ten
times lower than the total number of MFCC to retrieve in
the sequence. The compression rate is this time high (1:10).
This second experiment will serve to test the generalization
capabilities of our architecture and its robustness to high
variabilities with respect to the inputs.

We provide a link to .wav files samples at https://
promethe.u-cergy.fr/alexpitt/inferno.

III. RESULTS

We perform two experiments in sections III-A and III-
B with both consisting on learning and retrieving audio
primitives considering the cortico-basal ganglia system, see
the CX-BG system in Fig. 2. The two use the same network
with the same number of units, the first experiment is
performed with a small audio dataset of 2 minutes length
whereas the second one is performed with a bigger audio
dataset of 27 minutes length, see section II-C for more
details.

In section III-A.1, we make to learn the Primary Auditory
Cortex (PAC), IPL and Striatum layers in an unsupervised
manner so that the three structures self-organize to sparse
distributions using Hebb law for the PAC and the Striatum
whereas the IPL learns the temporal dependencies across
time using the STDP learning mechanism; the direction of
the information flow is PAC→IPL→STR. In section III-A.2,
the GP layer learns audio primitives (the MFCC vectors)
through free-energy optimization; the direction of the in-
formation flow is STR→GP→PAC→IPL→STR. We study
the two cases when we let the system unsupervised (self-
organized regime) and when we control its dynamics (forced
regime), resp. section III-A.3 and III-A.4. We analyze the
performance of the inferno architecture in section III-A.5.

A. Experiment 1 – specialization capabilities in small audio
database

1) Striatal categorization of IPL states: In order to under-
stand the behavior of the system during the learning stage, we
display the raster plots of the different dynamics for the PAC,
IPL and Striatum layers for 1000 iterations respectively in
Fig. 5 a-c). While the PAC first receives at each iteration the
MFCC vectors, the IPL integrates with a temporal horizon of
20 iterations the different dynamics. Then, a third layer, the
Striatum, categorizes the current state of the IPL network in
a higher dimension. We justify the need to have a Striatum
network of dimension as big as the audio database in order
to separate orthogonally the MFCC vectors.

In so far, the learning stage is feed-forward from
PAC→IPL→STR and the categorization is done in an un-
supervised manner. The plasticity coefficient added to the
learning mechanism of the Striatal units in eq. 4 permits
to avoid any catastrophic forgetting after several weights
updating.

2) CX-BG Iterative free-energy exploration-optimization:
Once several passes are done over the complete audio
sequence, the neurons stabilize to certain representations. It
is possible then to perform an active exploration stage in the
other direction – which means STR→GP→PAC→IPL→STR
for retrieving the corresponding audio entries in GP through
reinforcement learning.

This stage corresponds to a motor babbling in which the
audio inputs are generated in GP and evaluated after a delay
in STR. The prediction error in STR is used to drive the
dynamics in GP using free-energy and to control the PAC
layer and IPL dynamics via an iterative optimization process.

https://promethe.u-cergy.fr/alexpitt/inferno
https://promethe.u-cergy.fr/alexpitt/inferno


a)

b)

c)

Fig. 5. Dynamics of the different structures during the learning stage. In
a), the PAC layer categorizes the MFCC vectors in a higher representation.
In b), this information is passed to the IPL layer that integrates over
time (20 iterations) the incoming information. In c), the final layer, the
STR, categorizes a second time the filtered information in a bigger neural
population.

Over time, each audio vector is reinforced for each GP-
Striatal pair whenever the GP auditory pattern makes to fire
its corresponding Striatal unit. The audio pattern converges
to an optimal MFCC vector for which the Striatal unit was
the most active. As proposed by several neuroscientists, the
GP layer may control indirectly the Striatal layer through

the cortical dynamics [9], [10], [42]. The prediction error
may drive the amount of noise within the system and the
ratio between exploration and exploitation. This scheme
corresponds to a predictive coding mechanism, which can
solve the temporal credit assignment problem between causes
(in GP) and delayed effects (in IPL).

We display in Fig. 6 three examples of retrieved GP
dynamics (middle chart) for which the prediction error in
Striatum is diminished over time (top chart) with respect
to the spatio-temporal patterns of the IPL layer (bottom
chart). The dashed line corresponds to a reset performed
on the GP dynamics in order to observe dynamically the
error minimization mechanism at work. The three samples
correspond to the optimization process for three different
Striatal units and for three GP vectors. During the free-energy
descent gradient, each GP vector converges to one audio
pattern for which the IPL activity is the most recognized
by the corresponding Striatal unit. As showed in the graphs,
the optimization process does not necessarily converge to the
same minima after the reset done on the GP vector but can
be stacked to another one. This means that different patterns
of activity in the GP layer can influence in a similar way
the activity in the IPL layer. Therefore, the categorization
done in STR is not perfectly orthogonal (sparse) and dif-
ferent solutions coexist to retrieve the IPL spatio-temporal
dynamics.

We analyze in Fig. 7 the learning performance of the
free-energy optimization stage on the GP-STR dynamics.
Fig. 7 a) presents the density distribution of the prediction
error minimization for all the Striatal units and Fig. 7 b)
presents the reconstruction error in the GP units with respect
to the MFCC vectors. In Fig. 7 a), the prediction error is
computed as the difference between the maximal activity of
neurons when triggered and their upper limit, which means
that for an error equals to zero, the STR neuron is firing
maximally whereas for an error equals to 1, the STR neuron
is not firing at all. The result in this graph shows that for
a majority of the GP-STR units (80% of the population),
the optimization process permits to minimize the prediction
error below a value of 0.3, which means that most the GP
neurons retrieved the optimal input vector that cause the
STR to fire. Instead, for a small proportion of them (20%
of the population), the error is above 0.4, which means that
the the optimization process was not effective. in this case,
the inferno architecture did not find the relationship between
auditory input and the striatal category.

In Fig. 7 b), the reconstruction error is computed as the eu-
clidean distance between the MFCC vectors presented in the
audio database with the nearest GP vectors retrieved through
free-energy optimization after normalization. The density
probability distribution normalized between [0, 1] shows that
the reconstruction process is good with an approximation
error centered at 4%. The GP layer has found most of the
MFCC vectors.

We present in Fig. 8 further statistical analysis on the
retrieved sound signals. In Fig. 8 a), we show a histogram
about the MFCCs reconstruction error over 4 periods pro-
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Fig. 6. Free-energy optimization. a-c), error minimization of three Striatal
units (top chart) using noise to retrieve GP vectors for which the Striatal
units fire maximally (middle chart). The IPL units display different spike
trains for which a solution is found (bottom charts). The dashed lines
correspond to a reset of the GP dynamics in order to show that the
minimization process is always present and that different solutions can be
retrieved dynamically.

cessing all over the audio sequence. The error is computed
with the euclidean distance between each GP vector with
the nearest MFCCs from the audio samples. The error is not
normalized between [0, 1] as in Fig. 7 b), the MFCCs vary

a)

b)

Fig. 7. Reconstruction analysis after free-energy optimization. In a), density
probability distribution of the Striatal units with respect to their prediction
error level . In b), density probability distribution of reconstruction error of
MFCC vectors by the GP layer. For most of the neurons within the STR
layer, the optimization process permits to construct MFCC vectors close
the real ones from the audio database. The error reconstruction follows a
central field distribution centered at 0.05 and standard deviation ± 0.05.

between [0 + 1200]. After each period, the error on each
sample follows a distribution with lower error mean and
narrower variance. The iterative optimization process goes
from a 12% error to a 2% error on average on the samples.
This shows the efficiency of the reinforcement learning stage
to reconstruct the input dynamics.

A different curve is plotted in Fig. 8 b) obtained from
an euclidean measure of the identity mismatch between the
retrieved MFCC indices and the correct one (ground truth)
and displayed ordered in time within the sequence. A low
level indicates that the index of retrieved MFCC vector
expected is near the real one and a high level indicates that
the indices do not match. As similar to the previous figure,
the error distribution diminishes gradually after each pass on
the sequence. We can observe also that at the beginning and
at the end of the sequence, the relative error is rather small
corresponding to background noise when the person did not
start speaking and when she ended up in advance.

When reconstituting the .wav file in Fig. 8 c) from the
retrieved MFCC vectors, we can observe a gradual refining



of the audio waveform from the four periods with respect to
the ground truth displayed at the bottom chart. The sequence
is showed for 11 seconds although the global test was
performed over two minutes length of the audio database.

After four exposures of the neural architecture to the audio
sequence, the retrieved signals are gradually converging to
the correct waveform. At period #0, the waveform is very
discrete with square-like pattern and the amplitude and the
wavelength are not respected. Gradually from period #1 to
#3, we can observe a refinement of the waveform matching
the ground truth curve1.

3) Self-supervised learning: The learning of the MFCCs
does not need to be done in a specific order. It can be done
in an unsupervised manner by testing dynamically different
sounds through cortico-basal recursion. This learning strat-
egy may be seen as a motor babbling stage with random
exploration. The resulting sequence is not necessarily coher-
ent but at each iteration, the optimization process is at work
to explore and improve the MFCC vectors found in GP. We
present in Fig. 9 a) the unsupervised learning of the GP units
combined with the information processing done in the STR
and IPL layers for two thousand iterations. Below a certain
error level (1st chart), the Striatal neurons have decharged
maximally and another exploration cycle is engaged with the
selection of a different Striatal unit (2nd chart). This second
cycle will modify the dynamics in the GP (3rd chart), the
PAC and the IPL layer till (4th chart) maximization of the
STR units. The recall is not instantaneous in the beginning
of the cycle and several iterations are necessary to make
the different layers to converge. The process is similar to a
greedy hill-climbing strategy although it is more visible in
Fig. 6.

4) Forced learning: As opposed to the unsupervised
learning strategy presented previously, we can force the recall
of the Striatal neurons in a specific serial order, see Fig. 9
b). This control is normally done by another structure, the
PFC, to retrieve an ordinal sequence.

The error minimization stage takes longer time to converge
to the optimum IPL dynamics in comparison to the unsuper-
vised learning strategy. However, the errors are smaller as
we can expect.

Comparing the two learning strategies, we found that the
unsupervised learning with self-organization could achieve
error minimization and control on the IPL dynamics but the
retrieving of longer sequences was not completely effective.
These results are similar to what we found previously in [47].
Using unsupervised learning, the search space is not fully
explored if the dimensionality is too big and the neural
architecture can be trapped into local minima even if we
use noise for descent gradient.

The learning stage can be very long and sub-optimal in
comparison to the forcing method performed in a supervised
manner. Over time, the supervised learning appeared more
efficient to tutor the INFERNO network by providing goals
and forcing the minimizing of errors till a certain threshold.

1We provide the link of the different .wav files at https://
promethe.u-cergy.fr/alexpitt/inferno.

a)

b)

c)

Fig. 8. Perforance analyse after several exposures and reconstruction
analysis of the audio signals. In a), euclidean distance between the MFCCs
retrieved and the ones from the audio database. In b), identity mismatch
between the predicted MFCCs and the correct one for the whole audio
sequence. in c), waveform reconstruction for the four learning periods.

This is in line with the idea that a goal-based approach
plays a structuring role in comparison with a random-
based approach, which will not take off if the dimension
space is too big. Such structuring role is maybe played
by the PFC and Hippocampus on the whole cortex during

https://promethe.u-cergy.fr/alexpitt/inferno
https://promethe.u-cergy.fr/alexpitt/inferno


Unsupervised motor babbling

a)
Forced STR activity

b)

Fig. 9. Self-supervised VS forced learning. We compare the two learning
strategies resp. in a) and b), in terms of convergence and dynamics. the
self-supervising strategy might correspond to a babbling stage in which
each audio unit is selected and tested at each cycle in a random fashion.
Instead, the forcing strategy permits to control the learning of each unit
separately till convergence.

development [52].

5) Retrieved MFCCs & audio primitives: We display in
Fig. 10 a) the reconstructed .wav signal (in red) with respect
to the real signal (blue) (2 minutes length) from the MFCC
retrieved in GP and realigned in the correct order, Fig. 10
b). The MFCC coefficient errors between the real signal and
the one reconstructed are displayed in Fig. 10 c).

We can observe that the overall waveform of the sound
signal is correctly reconstructed although some errors and
some delays are visible and hearable. The MFCC coefficient
errors in Fig. 10 c) show that error is bigger for the high
MFCC coefficients (high pitch) than for the small MFCC
coefficients (low pitch). As the smaller coefficients corre-
spond to low frequencies, it makes sense that the important
part of the signal, which is in the high frequencies, is harder
to retrieve.

Reconstructed MFCC

a)

b)

c)

Fig. 10. Reconstructed Waveform and MFCC comparison. In a), the
original waveform in blue and the reconstructed one in red. in b), the
reconstructed MFCC raster plot. In c), the raster plot of the MFCC error
between the original sequence and the retrieved one.

B. Experiment 2 – generalization capabilities in big audio
database

In this section, we present the experiment done on a bigger
audio database with an architecture of the same size as in
the previous section. As the ratio between STR units and
MFFCC to encode is now 1:10, we investigate here the
generalization and redundancy capabilities of the network.
The audio database of 27 minutes is also more difficult as



it consists of sentences pronounced by six different speakers
with equal number of gender.

We present in Figure 11 a-c) different analysis done after
the learning stage, resp. in a) the correspondance matrix
between STR units and MFCCs vector within the audio
database, in b) the correspondance matrix between the real
MFCC vectors and the ones retrieved from the STR units.
Fig. 11 d) displays a sample of the retrieved waveform.

The graph plotted in Fig. 11 a) corresponds to the mapping
between the STR units and the MFCC vectors in the audio
database. The euclidean distance is computed from the GP
vectors retrieved to have correspondance between the MFCC
and STR indices. The histogram in top chart indicates the
generalization within the STR network: the same STR unit
codes for several MFCC vectors. It shows the generalization
capabilities of certain STR units within the network. For in-
stance, certain STR units are clustering more than 100 MFCC
vectors. At reverse, the histogram in the right chart indicates
that the redundancy within the STR network: several STR
units code for the same MFCC vector. The population coding
is seen by the horizontal stripes. For instance, certain MFCC
vectors are coded by more than 100 STR units.

Using this mapping, it is possible to construct in Fig. 11
b) the correspondance matrix between the retrieved MFCC
vectors from the STR units and the ground truth MFCC
vectors. The diagonal indicates that the mapping is bijective
and that the network has retrieved the MFCC vectors from
the STR units. The horizontal stripes indicate the redundancy
and population coding within the network as well as the
reconstruction errors due to the big audio database.

These results describe how the network performs on a
large audio dataset, the discrepancy indicates that the number
of vectors to retrieve is high in comparison to the number
of units within the network. The reconstructed waveform
in Fig. 11 c) plotted in red in comparison of the real
waveform plotted in blue is one illustration of it: although
the wave enveloppe is mostly preserved, the sound details
are degraded. This is how the inferno network imposes a
dimensionality reduction and has attempted to limit discrep-
ancy and reconstruction errors.

IV. DISCUSSION

We have presented the neural architecture INFERNO
based on free-energy minimization using recurrent spiking
neural networks for modeling the CX-BG loop. This neural
architecture is used for learning temporal sequences and for
retrieving motor primitives by evaluating sensory feedback.

In [47], we have described this architecture for modeling
the CX-BG structure with random examples. Here, we have
showed its effectiveness in the more challenging tasks of
audio primitives recognition and generation. The BG network
explores and retrieves MFCC sound vectors by testing them
stochastically through the CX layer. The more the Striatal
units recognize and predict the CX output, the stronger it
reinforces its link with the discovered GP units. At the end
of this minimization process, the GP layer constitutes a sound
repertoire of MFCCs.

a)

b)

c)

Fig. 11. Different analysis done on STR reconstruction and MFCC
mapping. In a), the correspondance matrix between STR units and MFCCs
vector within the audio database. In b), the correspondance matrix between
the real MFCC vectors and the reconstructed ones based the correspondance
matrix in a). In c), an example of a retrieved waveform is provided.

The INFERNO network has two features, namely gen-
eralization and robustness to temporal delays. On the one
hand, the number of units in the Striatum layer imposes a
dimensionality reduction depending on the number of sound
primitives to be learned (eg the number of MFCC vectors).
On the other hand, the temporal chains in the CX layer
permits to solve the temporal credit assignment problem and
to link causes and effects thanks to STDP.

In the first experiments we have designed the network with
the same number of STR units as MFCCs to retrieve (14.000



units) in order to have an orthogonal representation with few
overlapping. These experiments were necessary to assess the
robustness of the network particularly in high dimensions.

Although we have showed that the CX-BG network was
capable to retrieve audio primitives in a self-organized
manner, its exploration phase takes longer time than in a
supervised manner. The exploration of the audio primitives
in a self-organized manner is similar to a motor babbling,
testing different sounds till convergence to the correct ones.
In comparison to [47], the precise recovery of the temporal
sequence was not possible due to the redundant sound
repertoire in GP which possessed too much similar MFCC
vectors. At reverse, it is aknowledged that the Basal Ganglia
possesses a limited number of motor primitives. This result
makes senses as we reconstruct audio MFCC vectors in
the GP layer and not motor primitives as we should have
with a robot or with a vocoder. Despite the dimensionality
problem, the BG-CX loop is known to encode conditioning
responses and its role is not devoluted to the control of
the precise serial recall of sequences. Instead, the PFC is
known to perform such executive control on the cortico-
basal ganglia system to realize a precise control of temporal
sequences. This second PFC-BG system will be presented in
a complementary article.

In the last experiment, we have performed the learning
of an audio sequence ten times longer than the previous
ones (30 minutes .wav) in order to assess the generalization
capabilities of INFERNO to higher dimensions. However,
the number of sound primitives was the same as in the
first experiment (14.000 units). Although the reconstruction
error was important in comparison to the first case, the
network was still capable to generalize correctly to this
larger temporal sequence. This underlies the capabilities of
inference of the architecture despite the large variability in
the database.

These attributes for generalization and inference appear
in line with what is happening during development. For
instance, infants appear to learn a dictionnary of prototypic
sounds and to know how to adjust in their mother tongue
different voices, different context [53]. One difficulty is to
know how speech is decomposed into distinct units to be
analyzed. At the end of the developmental stage, a large
number of sounds will seem similar to infants althought they
are different; eg “r” and “l” in japanese. This phenomenon
occuring from 6 month to 18 months is known as perceptual
categorization, in which the discriminating capabilities are
narrowing. during this period, infants appear to organize
a repertoire of prototypic sounds with which he can com-
pare and infer any sound he thinks to be the closest as
sort of ’perceptual magnet’ [54], [55]. This repertoire is
either perceptual, motor, or sensorimotor and the decision
making done seems to correspond to Bayesian inference in
speech [56], [57], [58].

In our present research, the sound repertoire encoded is
only perceptual as audio primitives as encoded in the GP
layer in the form of MFCC vectors. In future researches,
we can think to use a vocoder with an audio speaker in

place of the MFCCs in order to generate a real sound with a
microphone to retrieve the sound information from another
channel. That is, we think that having a robot that can
speak and listen will help to learn from itself and from its
social environment in a more ecological fashion following
a developmental process [59], [60]. We envision to extend
our framework also to visual information for audio-speech
recognition [61].
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