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This study is intended to the evaluation and improvement of instrumentation solutions for long term monitoring of new generation of transport infrastructures. A test site has been instrumented with thermocouples and an infrared thermographic system coupled with the monitoring of environmental parameters. A spatial reconstruction method is proposed. Measured data acquired on site and post-processed are analyzed through time. Finally, obtained results are commented and perspectives are proposed.

Introduction

Studies around new deicing or controlled temperature structures are conducted under the 5th Generation Road (R5G) project of IFSTTAR. In order to control such structures, new thermal monitoring solutions in-situ, low cost and robust are needed. The aim of this study is to evaluate and improve thermal instrumentation solutions for long-term monitoring. First studies on uncooled infrared cameras has been made on open traffic structures [4], with promising results. If thermocouples or even optics fibers meet the expectation of thermal monitoring, the instrumentation can be complex, with a risk of breaking during the operation. On the contrary, infrared thermography seems more simple to deploy and offers a temperature measurement on multiple points at the same time.

However, in such application context, additional measurements are needed in order to convert the radiative fluxes (in digital levels) to temperature. In fact, the computation of the temperature will depend on spatial and meteorological parameters and also on the own characteristics of the observed object. Therefore, a multi-sensor system has been instrumented in order to improve this conversion process [3]. Thanks to the development of new technologies and more efficient computation power (GPGPU), acquisition means enable the synchronization and the coupling of data in order to make the best use of infrared measurements. Nevertheless, camera positioning will have an impact on the temperature computation. Indeed, the projection of the 3D scene causes a non-constant resolution on the image. In such context, we study an infrared spatial calibration method by using the geometry of the scene which is applied to outdoors measurements. Then, thermographic infrared temperature measurements are compared with thermocouples measurements located at the structure’s surface. The comparison is analyzed and commented. Finally, we propose to quantify the difference between the two methods in dynamic state.

Test site and related instrumentation

An experiment has been conducted on an instrumented road concrete section. Our measurement system gathers the temperature from the surface thermocouples, a weather station and fluxes at small and large wavelength. In parallel, the whole section is monitored with a FLIR SC655 thermal infrared camera (640 X 480 LWIR FPA).
The flux received by the thermal camera depends on its surrounding environmental conditions and also the thermo-optics properties of the measurement scene [4, 6]. Furthermore, the camera is placed on a mast, leading to a non-constant spatial sampling of the surface of the monitored scene. In such configuration, the radiation flux attenuated by the atmosphere depends on the position of the measurement point in the scene (Fig. 1).

Prior to the experiment, a thermal calibration is performed in order to retrieve the temperature as a function of the digital level associated to the radiance for each pixel of the image, following the equation 2.

\[ T_{obj} = \frac{B}{\log \left( \frac{R}{L_{obj}} \right)} + F \]  

Where \( R \), \( B \) and \( F \) are calibration constants. Equation 1 shows the strong interaction between our measurement system and the environment.

The uncertainty due to the estimation of transmittance, emissivity and atmospheric radiances will influence the final result in a non-negligible way [2]. As shown by [8] in their simulation, solar flux, sky temperature or even rainfall are all parameters that can be a source of error when converting infrared measurements into temperature. Camera’s position will also influence the calculation of the temperature which depends on the angle and the distance between the camera and the observed object. In the following, we propose a method for calibrating the image in order to extract at best thermal data to make a comparison with the thermocouples measurements.

**Camera resectioning**

In order to solve the simplified radiometric equation, the knowledge of spatial parameters is needed. The Direct Linear Transformation (DLT) [5] algorithm has been used on the measurements on site. The objective is to get the correspondences between the original coordinates and the image coordinates (Fig. 2).

Prior to the experiment, a thermal calibration is performed in order to retrieve the temperature as a function of the digital level associated to the radiance for each pixel of the image, following the equation 2.
The points are in average around the unit ball in their space in euclidian norm. Therefore, two normalization matrices \((U \text{ and } V)\) are defined:

\[
\hat{x}_i = UX_i, \hat{v}_i = VX_i \tag{5}
\]

The Levenberg-Marquardt algorithm is used to minimize the geometric error (Eq. 6) \([1]\). In order to approach the solution, the algorithm is initialized with the result of a singular value decomposition.

\[
\min_{1\leq i \leq N} d(\hat{x}_i, MX_i) \tag{6}
\]

The jacobian matrix for the Levenberg-Marquardt algorithm is analytically calculated (Eq. 7)

\[
J_M = \frac{\partial(\hat{u} - u, \hat{v} - v, 1 - s)}{\partial(\alpha, c_x, c_y, s_k, t_x, t_y, t_z, w_x, w_y, w_z)} \tag{7}
\]

Where \(T = (t_x, t_y, t_z)\) and \(W = (w_x, w_y, w_z)\) are respectively the translation and the rotation matrices. \(W\) is obtained with the Rodrigues rotation formula.

Once calibrated, a distance map and an angle map are computed and can be injected to our computation model (Fig. 3). This distance map is not yet integrated into the computation of the atmospheric transmission but we can note that regarding our setup (12m at maximum) the distance has a low impact on the final result, compared to the environmental conditions (relative humidity evolution through time for example). Those two maps enable us to perform geometrical transformations on the images and compare them with the thermocouples measurements.

The result of image rectification is given in figure 4.

**Results analysis**

The Figure 5 shows a comparison of two measured signals, one with surface thermocouple and the other one by data extraction on the rectified image with the model presented in the previous section. After calibration, the thermocouples position on the image enables us to extract the temperature values on the image sequence to recreate the thermal signal for a given period. A statistical comparison of the two times signals shows that the signals can be relatively close (expected value of 0.70°C and standard deviation of 0.69°C), the difference is not null and can be important on specific periods of time (for example due to the presence of hydrometeors).

To analyze more deeply the differences and evaluate the robustness of the infrared measure, the Dynamic Time Warping (DTW) algorithm has been used \([7]\). This algorithm optimizes the alignment of two temporal observations by minimizing the distance between every points. The computed distance gives information on the similitude of the two signals. By computing the distance DTW locally between the thermocouple and infrared measure, we can see the impact of the outdoor conditions on the infrared measurement.

To do so, let \(X = (x_i)\) and \(Y = (y_j), 1 \leq i \leq N, 1 \leq j \leq M\) be our two observations. We initialize the matrix \(dtw\) such as:

\[
dtw(i, j) = \begin{cases} 
\infty & \text{if } i=0 \text{ or } j = 0 \\
0 & \text{if } i=j=0 
\end{cases} \tag{8}
\]
The distance DTW is then computed in dynamic programming by defining a cost function $c(x_i, y_j)$

$$dtw(i,j) = c(x_i, y_j) + \min\left\{ \begin{array}{l}
dtw(i-1,j-1) \\
dtw(i-1,j) \\
dtw(i,j-1)
\end{array} \right. \quad (9)$$

For $1 < i < N, 1 < j < M$ and $|i − j| < w$ where $w$ represents the maximum temporal tolerance between the two signals. In our case, the DTW distance has been computed by narrowing a region of interest with a sliding window. We have defined a six hours observation window and admitted a maximal offset between the signals ($w$) of ±2 hours. The cost function chosen was the euclidian distance. Finally, the final value was divided by the size of our observation window in order to get an average value. This method helps us to quantify the difference between the different methods for a given period, and close experimental conditions.

![Figure 6. Comparison between the infrared thermogram and the related thermocouple signal with the DTW algorithm](image)

Therefore, we can observe that the similitude between the two signals will be more or less important depending on the considered period (Fig. 6). The peaks that we can observe on this figure correspond to rainfall episodes for which the impact has to be considered in the correction process for outdoors infrared thermographic measurements.

**Conclusion**

A conversion in temperature from digital levels for infrared thermography coupled to a rectification algorithm has been presented in this study. The computed temperatures has been compared to measurements made with thermocouples on the concretes’ surface. The rectification algorithm enabled us to extract thermal profiles of interest and to correct some projection errors. If differences exist between the two methods, the results are encouraging. In fact, infrared cameras can measure the temperature in multiple points on the scene, which is difficult to reproduce with thermocouples. This study highlighted issues with long-term thermal monitoring with spatial and temporal resolutions that are different than airborne or satellite systems (due to scale difference). Some improvements are possible for the computation model we use. Indeed, our experiment enabled us to collect and synchronize numerous data, thermal, meteorological and solar. We will pursue the study of those data in order to refine our model and take into account different meteorological conditions.
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