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1 Introduction

Within the satellite communications innovation trend, some key issues, such as:

- usage of increasingly high frequency bands (e.g., from X, Ku, up to Ka and Q);.
- the higher frequency reuse achievable with multi-beam satellite antenna technology;
- the increasing satellite RF power becoming available thanks to the platform technology improvement;
- the exploitation of capacity boosting Adaptive Coding and Modulation (ACM) techniques in addition to power
  control to reduce the static link margin and matching the physical layer to the location and time dependent SNIR
  [1], [2]

are shifting the focus from classical satellite modulation schemes, such as QPSK, to higher order M-ary modulation
schemes. The latter can provide a higher spectral efficiency and thus the data rate required for either multi-media
applications or for applications such as point-to-point high data rate backbone connectivity, and future Earth
Observation missions requiring down-link data rates exceeding 1 Gb/s.

Usage of the higher frequency bands, while providing improved bandwidth and clear sky link budget for a
given user station antenna dish size, implies the need to cope with an increased depth of fading events as well as a
higher level of local oscillators’ phase noise. The above mentioned problems can be mitigated by the exploitation of
Fade Mitigation Techniques (FMT) such as gateway site diversity, ACM for physical layer, power control etc...) and
robust demodulator synchronisation techniques possibly inserting pilot symbols. Notwithstanding the above
 technological improvements, satellite RF power still represents the key cost driver of satellites and calls for efficient

---

1 The present contribution describes the achievements obtained within the ESA funded MHOMS program (Modems for High-Order Modulation Schemes Contract No. 16593/02/NL/EC) led by Alenia Spazio as prime contractor.
on-board high-power amplification. To achieve the required power efficiency, highly efficient coding shall be associated with a wide range of (high-order) modulation schemes, optimised for the non-linear satellite channel operation. On the demodulator side, the challenge is to cope with the high-speed link requirements and to extract synchronisation and channel estimation accurate enough to avoid impairing the data recovery process even in presence of challenging phase noise disturbances\(^2\), at the low E\(_s\)/N\(_0\) imposed by the state of the art coding solutions.

This paper reports some very satisfactory outcomes of the Modem for Higher Order Modulation Schemes (MHOMS) project funded under the Technology Research Program of the European Space Agency (ESA). The MHOMS program is aimed at the research, design development and demonstration of an innovative high-rate, very high-speed, on-the-fly re-configurable satellite digital modem prototype, with maximum bit rate of 1Gbps supporting a wide range of spectral efficiencies (from 0.5 to 5.4 bps/Hz). The modem performance requirements for all operational modes (spectral efficiencies) are set to a very small distance from the Shannon capacity bound (about 1 dB at a 10\(^{-5}\) FER). Furthermore, specified losses for modem operation over a typical Ka-band satellite non linear channel shall be low calling for innovative modulation/demodulation schemes design. One of the goals of the activity is to demonstrate feasibility of core HW section of the physical layer, which requires highly innovative design approach, since it is expected to achieve unprecedented throughput/efficiency maximisation in the satellite communication link. This is particularly true for the demodulator/decoder sub-system that will require truly innovative high-speed architectures. The current contribution focuses on the results of the study phase 1 which aimed at the specification of a flexible yet power and spectral efficient (de)coding, (de)modulation, synchronisation techniques able to satisfy the challenging requirements set forth. Phase 2 will lead to detailed design, implementation and test of the demonstrator. Comprehensive details of the modem are presented in [3].

The envisaged MHOMS modem application scenarios will encompass as a minimum:
- High-speed Distributed Internet Access;
- Trunk Connectivity (Backbone/Backhaul);
- Earth Observation high-speed down-link;
- Point-to-multipoint applications (e.g. high-speed multicasting/broadcasting).

Among the above application scenarios, particular commercial interest is expected for the broadcasting/multicasting and Internet access applications. Since this application is the main target of the DVB-S2 (Digital Video Broadcasting, Standard No.2) standardisation group, the team has actively contributed to DVB-S2 definition [4]. With respect to the DVB-S2 (limited to the forward link) the MHOMS work is also encompassing more advanced functionalities such satellite beam hopping requiring a different frame structure and enhanced reverse link compared to the current DVB-RCS (Return Link over Satellite). Furthermore, the high throughput required has led to selection of less complex (but more efficient) code solutions endowed with performances similar to those offered by the DVB-S2 LDPC (Low Density Parity Check Codes) codes.

2 Modulation schemes and signal detection/synchronisation techniques

Together with state-of–the art coding, soon addressed, new approaches to the issue of modulation and signal detection / synchronisation have been taken into account. Two main aspects were considered in this respect; namely, non-linear distortions introduced by the High-power Amplifier (HPA) on-board the satellite on one hand and low-SNIR robust synchronisation on the other. We remind that the MHOMS demonstrator discussed in this paper is devoted to the forward link (from a gateway to many user stations), and the high rate TDM (Time Division Multiplexing) signal subject of the transmission is assumed to be amplified individually by a TWTA (Travelling Wave Tube Amplifier). This is the basis for the addressed pre-distortion techniques applicability.

2.1 Modulation formats selection and digital pre-distortion

\(^2\) The phase noise used for the design and throughout the performance simulations is the commercial user equipment mask defined in the DVB-S2 standard [2].
Concerning non-linear distortions, two basic approaches were investigated. The first one is proper design of the constellations to be used. Traditional square- or cross-QAM (Quadrature Amplitude Modulation) constellations in fact have a high peak-to-average power ratio, that cause non-negligible AM/AM and AM/PM distortions (Amplitude to Amplitude and Amplitude to Phase conversion) when the signal is amplified by the HPA. This remark led to the “rediscovery” and optimisation of different multi-level Amplitude- and Phase-Shift Keying (APSK) constellations based on concentric “rings” of equi-spaced points, such as the 4-12 APSK (a inner 4PSK constellation surrounded by an outer 12PSK) shown in Figure 1 and so on for 32 APSK and 64 APSK [5]. In 4-12 APSK for instance, the modulation symbols bear two different amplitudes only, thus minimising envelope fluctuations in the transmitted signal. This in turn results in lower distortion onto the HPA-amplified received signal. By proper Minimum Euclidean distance-based APSK constellation parameters optimisation, APSK showed superior performance over non-linear satellite channels and almost identical performance compared to QAM over linear AWGN channel. The 16 APSK and 32 APSK constellations proposed by the authors have been retained by the DVB-S2 standard [4]. The second approach to minimise the effect of non-linearity is adaptive constellation (data) pre-distortion in the transmitter. Pre-distortion means intentionally modifying the location of the data symbols on the complex plane with respect to their nominal position. Such a technique only calls for a modification of the transmitted constellation points, without the need to resort to analogue devices. This is particularly straightforward and effective for circular constellations such as APSK. Details are discussed in [6].

Different pre-distortion schemes were investigated, based either on “instantaneous” evaluation of the distortion at the receiver (adaptive static pre-distortion), or on the consideration of a certain amount of “memory” in the combined phenomenon of non-linear distortion plus matched filtering at the receiver (so called adaptive dynamic pre-distortion) [7].

The set of tested modulation schemes for MHOMS includes “conventional” QPSK or 8-PSK modulations, two-ring 16-ary, three rings 32-ary and four ring 64-ary APSK constellations (see fig. 1). Thanks to the coded APSK constellation and pre-distortion techniques, in single-carrier mode the HPA can be operated remarkably close to saturation. This is particularly true for 16 APSK which can optimally operate at Input Back-Off (IBO) very close to 0 dB. It turns out that with pre-distortion, the HPA can be operated remarkably close to saturation, e.g. down to 1.5 dB average Output Back-Off in the case of 16-point constellations with highly-efficient channel coding (Turbo or LDPC). The interested reader is referred to [3].

![Figure 1: Multi-ring APSK constellations: a) Euclidean distances, b) 16-points 4-12 APSK; c), 32-points 4-12-16 APSK; d) 64-points 4-12-20-28 APSK.](image)

### 2.2 Synchronisation techniques

As for signal synchronisation, the receiver has to be able to work with powerful channel coding (turbo with large block length) with an operating $E_b/N_0$ ratio considerably lowered with respect to more conventional coding schemes.
with shorter code blocks and/or smaller coding gains. Also, consumer grade terminal equipment are considered as assumed in DVB-S2 [4], which implies particularly strong phase noise. The best that a synchronisation unit can do in this respect is given by the performance of data-aided algorithms, that can only be applied on pilot symbols known to the receiver in advance. On the other hand, insertion of pilot symbols decreases the efficiency of the link, reducing the net $E_b/N_0$ ratio on information bits.

Novel techniques especially for blind carrier phase recovery (which is needed to perform coherent detection and channel decoding) were also investigated. In particular, by exploiting the Expectation Maximisation (EM) algorithm [8], soft-decision-directed iterative phase estimation combined with iterative channel decoding (the so-called turbosync approach) was shown to be applicable both to continuous- and to burst-mode operation of the modem, even in the presence of large amounts of oscillator phase noise. With long codewords, the phase noise has relevant variations over the channel code block. This means that correcting the carrier phase using a constant term over the entire frame is useless. One of the most efficient approaches is subdividing the block in $L$ sub-blocks, each one encompassing a pilot symbol field and a “payload” section. The pilot section is needed for “pre-compensating”, with a data aided estimate, the overall phase error in the subsequent payload section, so that the fine phase tracking algorithm can operate within its phase acquisition range (about [-30, 30] degrees). The resulting framing structure is shown in figure 2, where it is worth noting that a further pilot symbol field is placed at the end of the frame.

Obviously, the performance depends on the pilot symbol density $\mu$, defined as

$$\mu = \frac{N_p}{N_p + N_o}$$

where $N_o$ symbols is the data field length and $N_p$ is the pilot section length. For each constellation, we found an optimal value of $\eta$ represents the best trade off between two opposite constraints. First, it is necessary to minimise the loss in power efficiency due to the insertion of pilot symbols (need to have a short pilot section); second, we want to achieve an estimate of the carrier phase as accurate as possible (need to lengthen the pilot section).

![Frame Marker (FM) + Frame Acq. (FA)](image-url)

**Figure 2 – Pilot distribution scheme.**

The overhead for each frame field is finally assumed as follows:

Frame Marker (FM) plus frame acquisition (FA): 256 symbols.

Pilot overhead: $N_p = 18$ pilot symbols every $N_D = 405$ data symbols for QPSK (overhead 4.25%) and $N_p = 12$ pilot symbols every $N_D = 405$ data symbols otherwise (overhead 2.87%). The size of each code word (in channel symbols) is fixed at 8,100 symbols and the number of sub-blocks is equal to $L=20$.

Finally, we report the outline of the baseline synchronisation procedure, which is particularly suitable for ACM mode.

**a) Coarse Carrier Frequency Acquisition**

In consumer-grade terminal equipment, the initial frequency error can be as large as 5 MHz at cold start-up, i.e. up to 50% of the minimum signalling rate (10 Mbaud). This prevents clock recovery from being the first synchronisation task to carry out, and dictates that at least a coarse frequency offset compensation be performed first. Initial frequency estimation is accomplished by means of a digital oversampled AFC loop [9]. The relevant frequency discriminator is a two-samples-per-symbol delay-and-multiply (D&M) FED (Frequency Error Detector). With QPSK modulation, at $E_b/N_0 = -1.85$ dB operating point, the D&M loop allows to correct the symbol-rate normalised RMS frequency to about $10^{-3}$ remaining error. This is achieved in approximately 5 Msymbols, i.e., 500 ms or less with the lowest signalling rate equal to 10 Mbaud. This complies with DVB-S2 recommendations for cold start-up, acquisition and re-acquisition after a deep fade.
b) Symbol Timing Synchronisation

Once the normalized frequency offset is brought down to around $10^{-3}$, the next task to be carried out is symbol timing synchronisation. The selected scheme for timing acquisition and tracking is a two-samples-per-symbol first-order timing with Gardner’s timing error detector (TED) [10] and cubic interpolation that provides a symbol-synchronous output sequence.

c) Coarse Digital Automatic Gain Control

In order to recover the amplitude of the received symbols to the average one of the ideal constellation, the symbol-synchronous sequence at the interpolator output is processed by a slow non-coherent pseudo-ML NDA Digital Automatic Gain Control (DAGC) [11].

d) Start-of-Frame (SoF) detection

The symbol sequence at the DAGC output undergoes further processing for SoF detection, which can be easily carried out with a 128-symbol FM in a quasi-coherent mode in view of the very low residual frequency offset.

e) Fine Carrier Frequency Adjustment

As next step, fine frequency estimation is achieved by means of the Luise & Reggiannini [L&R] algorithm over the FA field [12]. This exhibits a low complexity but also a narrow acquisition range, which is to be compatible with the residual frequency offset after coarse frequency compensation.

f) Joint Fine Amplitude Tracking and Carrier Phase Acquisition and Tracking

Phase Noise tracking is accomplished by performing conventional open-loop data-aided phase estimation on the pilot fields of the frame, and then performing a (modified) linear interpolation between two consecutive pilot fields to track the phase variation on the data fields, similarly to the approach presented in [13]. Then, we resort to a modified weighted decision directed digital 2nd order phase locked loop (MWDD-DPLL) or to a code-aware synchronisation process, the so-called “Hard Turbo Synch” (HTS) [8], to perform fine phase tracking and, at the same time, fine amplitude adjustment, according to the well-known EM (Expectation Maximisation) algorithm framework.

The overall final performance of the modem with synchronisation loss and with the lowest code rate is represented in Figure 3.

It is worth noting that, depending on the modulation order, with MWDD-DPLL and HTS the above mentioned losses are equal to 0.25±1.1 and 0.1±0.6 dB in terms of signal-to-noise ratio, respectively.
Figure 3 - Performance with overall synchronisation loss: HTS vs MWDD DPLL with sub-block length $N_D=405$
3 Code design trade-off

Parallel Concatenated Convolutional Codes (PCCC), Serially Concatenated Convolutional Codes (SCCC), and Low Density Parity Check codes (LDPC) have been investigated. All the pre-selected schemes allow to achieve the desired flexibility and maintain excellent performance, very close to the sphere packing lower error bound.

3.1 Serial Concatenated Convolutional Codes

For SCCC, the innovative pragmatic scheme depicted in Figure 4 has been designed. It consists of an outer and inner encoders stemming from the same 4-state, rate ½, recursive, systematic encoder shown in the same figure. For all the SCCC rates but ¼ the outer encoder is punctured to a rate 2/3 through the optimal puncturing reported in the figure. In order to obtain the desired SCCC rate, we perform puncturing at the output of the inner encoder, according to the scheme shown in Figure 4. The upper register at the output of the inner encoder contains the N+2 inner systematic bits, which coincide with the interleaved outer code word plus the 2 bits terminating the inner trellis. The lower register, instead, contains the N+2 parity-check bits generated by the inner encoder. Two different puncturing algorithms are used to puncture bits in the upper and lower registers. Puncturing in the upper register is performed on the N inner systematic bits (excluding the 2 inner code terminating bits that are always transmitted) according to a puncturing pattern periodic with period 200 trellis steps, which correspond in our case to 300 outer coded bits. The systematic bits of the inner encoder correspond to the code word generated by the outer encoder, so that the puncturing pattern on these bits has been designed to maximise the free distance of the outer encoder, and take into account that puncturing occurs after interleaving. Aiming also at high code rates, it is computationally complex to exhaustively optimise the puncturing patterns for the outer encoder. Thus, we used a slightly sub-optimal, yet manageable, searching algorithm that works incrementally, in a rate-compatible fashion, so that the punctured positions for a given outer rate are also punctured for all higher rates. Optimisation of the upper register puncturing pattern involves both the number of bits to be punctured, and their position. A design procedure for the outer code puncturing yielding outer code rates in the whole range $200/300 \leq R_o \leq 200/201$ has been developed for this purpose.

Figure 4: Block diagram of the SCCC scheme

Puncturing bits in the lower register, which contains the parity-check bits generated by the inner encoder, is obtained by applying a rate matching algorithm. The simulation results show that the newly proposed scheme offers good performance in a large range of code rates, including very high ones.
3.2 Low Density Parity Check Codes

For LDPC, a new class of “modular” parity check matrices has been investigated. These codes have a linear encoder complexity and are particularly suited for parallel implementation of the decoder algorithm. The codes have been optimised for high SNR performance, since FER as low as $10^{-7}$ are required by most considered applications.

For limiting encoding complexity, we impose the following structure on the parity check matrix $H$ of the designed LDPC codes $C(n=k+m,k)$:

$$H = \left[ H^0 | H^d \right]$$

where $H^0$ is an $m$ by $k$ matrix, and $H^d$ is a dual diagonal $m$ by $m$ matrix just as chosen for the DVB-S2 standard code. This allows encoding complexity reduction.

The random part of the matrix, $H^d$ have been designed by properly distributing smaller square sub-matrices $l$ by $l$, a structure which helps parallel decoder architectures. Each of them can be:

- An all-zero matrix
- A matrix obtained by cyclically shifting the $l$ by $l$ diagonal matrix

The position of the non-zero matrices and their respective cyclic shift are chosen using the Progressive Edge Growth (PEG) algorithm [14]. This algorithm guarantees that every time a non-zero matrix is added, its position and cyclic shift are chosen so that the girth (length of minimal cycles) of the graphs is as large as possible.

The performance of the designed LDPC are very good, showing limited penalty with respect to theoretical lower bounds. The decoding complexity of the designed coding schemes, which is essential for proper comparisons, has been deeply analysed and discussed [15] and [3]. This aspect is indeed fundamental for our applications, due to very high data-rates and required flexibility.

3.3 Parallel Concatenated Convolutional Codes

A flexible turbo has been devised for the adaptive coding and modulation scheme of MHOMS. This code, called Turbo$\Phi$, is derived from the extension of the DVB-RCS turbo code [16] to 16 states [3]. Replacing the DVB-RCS 8-state turbo code by a 16-state code leads to a gain in performance of up to 1.5 dB at a FER of $10^{-6}$. Figure 5 shows the structure of the Turbo$\Phi$ encoder for coding rates greater than 0.5.

![Figure 5. Block diagram of the TURBO$\Phi$ PCCC encoder (R ≥ 1/2).](image)

The encoding of a data block involves encoding information data with the convolutional encoder in the natural order (switch in position "1"), and then encoding it again in the permuted order (switch in position "2"). Information or systematic data are transmitted only once.

The natural coding rate $R$ of the turbo encoder described in figure 5 is equal to 0.5. In order to obtain greater values for $R$, a regular puncturing is performed at the output of each constituent encoder. For coding rates lower than 1/2, the encoder in figure 5 can be modified following two possible solutions:

- Either input B is not used, thus transforming the “double-binary” convolutional code into a classical binary code,
Either a second redundancy symbol is generated each time. The former technique was applied to obtain the performance curves displayed in figures 6 and 7 for $R = 1/3$. Both constituent encoders call for the tail-biting termination technique [17] that allows the trellis of the convolutional code to be viewed as a circle, thus transforming it into a block code. This termination technique presents several advantages in comparison with the classical trellis termination technique using tail bits to drive the encoder to the all-zero state. In particular, no extra bits have to be added and transmitted; thus there is no rate loss and the spectral efficiency of the transmission is not reduced. Moreover, when classical trellis termination is applied for turbocodes, a few codewords with input Hamming weight 1 may appear at the end of the block (in both coding dimensions) and can be the cause of a marked decrease in the minimum Hamming distance of the composite code.

The permutation function $\Pi$ is based on the so-called Almost Regular Permutation (ARP) principle described in [18]. It is built from a regular permutation calling for circular shifting [19]. Regular permutation is appropriate for error patterns with input weight 2 or 3, and more generally for non-decomposable error patterns. In ARP permutations, some disorder has been carefully instilled, so as to avoid low-weight composite error patterns and to obtain large minimum Hamming distances. Furthermore, this algorithmic permutation law is simple to implement with a few dozen logic gates, and the parameters can be changed on-the-fly for adaptive encoding and decoding. Moreover, as explained in [18], massive parallelism, allowing several processors to run at the same time without increasing the memory size, can be exploited. As an example, implementing parallelism allows data to be decoded at a rate equal to 200 Mbit/s by a CMOS 0.18µm ASIC decoder performing 8 decoding iterations. Such a decoder implementation requires approximately 180,000 to 200,000 logic gates. The same decoder can also be implemented on a Xilinx Virtex2-4000 FPGA, and can decode at a rate equal to 70 Mbit/s. Increasing parallelism can lead to higher data rate, at the price of a raised complexity.

3.4 Coding schemes trade-off

In previous sections we have described candidate coding schemes drawn from the class of PCCC, SCCC and LDPC codes. In this section, we will propose a few criteria used as “goodness” measures to rank the proposed schemes and draw some preliminary conclusions. We have used the following criteria to compare and rank the described codes:

1. **Performance**. We will use as performance measure the $E_b/N_0$ required to achieve a $FER=10^{-6}$; QPSK modulation has been adopted and both short and long codewords have been considered. The information block size is either 428 or 16,384 and code rates 1/3, 5/6 and 9/10 have been used for both. As a matter of fact, it has been demonstrated during the study that if a code performs well with QPSK, it will also do it with higher order modulation schemes. In Figure 6 and Figure 7 we report the FER for the three candidate coding schemes with QPSK modulation, rates 1/3, 5/6, and 9/10 with short and long block sizes. The results have obtained by simulating at least 10 million frames. Whenever the curve stops at a FER above $10^{-6}$ no errors have been found for the corresponding $E_b/N_0$. This is not true only for the case of PCCC with rate 9/10 and long block size that exhibits an error floor.

2. **Complexity**. As complexity measure we will use the numbers of elementary operations (arithmetic complexity) per decoded bit and memory requirements (memory complexity).

3. **Flexibility**. We will comment on the flexibility of the proposed schemes as their ability to cope with the stringent requirement of modifying the rate, block size and modulation on a per frame basis.

4. **Number of iterations required**. This number impacts on the complexity parameter, essentially as a multiplicative parameter of the estimated arithmetic complexity. We prefer, however, to keep it as a separate item in this preliminary stage, since its effect on the overall complexity depends on the chosen decoder architecture.

5. **Maturity**. We will comment on the maturity of the proposed schemes in terms of existing implementations and general industrial acquaintance with them.

The FER performance of the three coding schemes with QPSK modulations are compared in Figg. 5 and 6.
Figure 6: FER performance of PCCC, SCCC and LDPC for the short block size and all three code rates.

Figure 7: FER performance of PCCC, SCCC and LDPC for the long block size and all three code rates.

In Table 1, we summarise the comparison criteria for the three classes of codes. The table reports for the short and long block codes the required $E_b/N_0$ for the target FER, the $E_b/N_0$ loss with respect to the best code in dB, the minimum distance and the number of nearest neighbours when available. In terms of complexity, we report for the short and long block codes the RAM (Random Access Memory) and ROM (Read Only Memory) memory.
occupations, the number of sums and MAX/AX operator\(^3\) per decoded bit (in case of MAX, also the LUT complexity has to be accounted for), the number of iterations, and, finally, the evaluation of the other comparison criteria.

### 3.4.1 The performance comparison

For the short block size, the PCCC scheme offers the best performance. It yields a gain from 0.3 dB (rate 1/3) to 1.05 dB (rate 9/10) over SCCC, and from 0.5 dB (rate 1/3) to 1 dB (rate 9/10) over the LDPC.

For the long block size, the LDPC scheme offers the best performance but is close to those of the SCCC and PCCC (gains from 0.15 to 0.25 dB), except for PCCC rate 9/10, that has greater losses for SNR greater than 4.3 dB. None of the schemes show the presence of error floors, except for rate 9/10 PCCC; for rate 5/6 this PCCC phenomenon is milder, showing only a slight slope change. For the rate 1/3, PCCC loss is less than 0.1 with respect to LDPC and 0.25 for SCCC with respect to LDPC. For R=5/6, SCCC and PCCC loss with respect to LDPC behaves differently but is approximately 0.15 dB for both. For rate 9/10 it is difficult to state the PCCC loss in absence of the results at FER=10\(^{-6}\), while the worst SCCC loss is only 0.25 dB.

The extrapolation of the last two points of the curves in Figure 7 (4.3 dB) for SCCC and LDPC to reach 10\(^{-6}\) is "conservative"; this means that the next point has been simulated for at least 10 million frames without finding an error. For PCCC, the above mentioned point at 4.3dB – for the rate 9/10 case – can be conservatively extrapolated to a FER of about 3.10\(^{-6}\).

---

3 The MAX* operator on two arguments consists in taking the MAX plus an additive correction term implemented as a look-up table [20].
### 3.4.2 The complexity comparison

In terms of complexity, the SCCC scheme is the simplest in terms of RAM occupation for all block sizes and rates. On the other hand, the PCCC scheme only requires a little amount of ROM to store the permutation parameters. The LDPC is by far the most complex, this is due to the fact that the number of edges is much larger than the interleaver size of SCCC and PCCC. As to the arithmetic complexity, the SCCC scheme is by far the simplest. It is roughly 2-3 times less complex than the PCCC. The LDPC schemes are from 2 to more than 6 times more complex (depending on the specific case considered), this stems from the larger number of edges and of required iterations for the LDPC schemes, which is not compensated by the lower complexity of the check nodes operation with respect to the SISO processor. Notice also that for high data rates requiring a highly parallel architecture, the differences in terms of area due to the arithmetic operations becomes even more evident.

<table>
<thead>
<tr>
<th>Code</th>
<th>PCCC - Turbo</th>
<th>SCCC</th>
<th>LDPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eb/N0 @ Target FER</td>
<td>2</td>
<td>5.4</td>
<td>6.7</td>
</tr>
<tr>
<td>Loss to best</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>dmin, Nmin</td>
<td>36-107</td>
<td>5-324</td>
<td>4-337</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code</th>
<th>Short</th>
<th>Long</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eb/N0 @ Target FER</td>
<td>0.8</td>
<td>3.4</td>
</tr>
<tr>
<td>Loss to best</td>
<td>0.05</td>
<td>0.15</td>
</tr>
<tr>
<td>dmin, Nmin</td>
<td>66-1366</td>
<td>11-1365</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Performance</th>
<th>Short</th>
<th>Long</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eb/N0 @ Target FER</td>
<td>2</td>
<td>12 840</td>
</tr>
<tr>
<td>Loss to best</td>
<td>0</td>
<td>64</td>
</tr>
<tr>
<td>dmin, Nmin</td>
<td>180</td>
<td>1730</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Complexity</th>
<th>Short</th>
<th>Long</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eb/N0 @ Target FER</td>
<td>2</td>
<td>163 840</td>
</tr>
<tr>
<td>Loss to best</td>
<td>0</td>
<td>64</td>
</tr>
<tr>
<td>dmin, Nmin</td>
<td>180</td>
<td>1730</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 1: Summary of complexity and performance comparison for the three classes of PCCC, SCCC, and LDPC.

### 3.4.3 The flexibility comparison

Flexibility refers here to the possibility (and the related complexity/performance consequences) of the co-decoder to adapt to different code rates, modulation schemes, and block sizes on a per frame basis. All schemes can adapt...
easily to variations in the modulation schemes, as they are pragmatic schemes, i.e., all make use of a binary encoder whose output bits are mapped to all modulation schemes. These schemes are also known as bit-interleaved coded modulations. The SCCC scheme adapts very easily to different code rates. The same is true for the PCCC scheme. Adaptation to different code rates requires for the LDPC codes to work in general with different codes, which have to be stored. Also, the decoding engine, although general in terms of elementary and repetitive operations, must be able to work with possibly different number of edges entering into and exiting from variable and parity nodes.

3.4.4 The maturity comparison

PCCC have been already implemented in numerous cases, and accepted as standards in several system applications. The only novelty concerns the parallel architectures. SCCC have seen less cases of implementations, but their technology should not pose any further problems. LDPC are relatively newer in terms of applications, although their acceptance in the new DVB-S2 standard should accelerate the full comprehension and solution of implementation problems.

4 Performance of MHOMS modulation and coding scheme

As a result of the previous analysis on performance and complexity, the authors decided to implement, for the forward link, the coding solution based on the SCCC scheme. The choice with respect to PCCC is due to the better behavior in terms of error floor for all rates and lower complexity. With respect to the LDPC, which exhibits slightly better performance for all rates and block sizes, the choice has been dictated by the much lower complexity. Indeed, the SCCC scheme seemed to be the only one viable for implementation using FPGA (Field Programmable Gate Array) devices to reach data rates as high as 1 Gbit/s.

In Table 2 we report the set of encoding-modulation configurations supported by the MHOMS. The rationale for the construction of this table is as follows:

- The working $E_s/N_0$ of each configuration must be in steps of roughly 1dB
- The maximum rate of the encoder was set to $R_c=9/10$.
- The maximum spectral efficiency was set to 5.4, obtained with rate 9/10 and 64-APSK
- The spectral efficiency, obtained with the unconstrained capacity formula for complex signals
  \[ \eta = \log_2 \left( 1 + \frac{E_s}{N_0} \right) \]

  together with the maximum rate constraint determine the used modulations:

  \[ m = \left\lceil \frac{10}{9 \eta} \right\rceil \]

- The number of modulation symbols in a codeword is fixed to 8,100 and imposed by the framing structure. This leads to a variable number of encoded bits $N$ in the SCCC encoder.

- The previous constraints then fix the nominal values of the SCCC encoder (the information block size $K$, the interleaver length $I$, and the codeword size $N$)
- Constraints imposed on the interleaver lengths that depend on the architecture and parallelism slightly change the interleaver size $I$ to a close value ($I'$ in the table). As a consequence, also the information block size $K$, the spectral efficiency and the $E_s/N_0$ (coming from the capacity expression) slightly change. The resulting $E_s/N_0$ step is reported in the last column.
- This approach defines the main 19 ACM formats in Table 2, reported with regular font.
- The two highest spectral efficiencies for each modulation scheme have also been included with the modulation scheme with higher cardinality. This overlap is necessary because the coded-modulator performance can be different depending on the channel impairments so that the best ACM solution cannot be determined a-priori. The 8 resulting additional ACM formats are reported with italic font in the table.
<table>
<thead>
<tr>
<th>Nominal values</th>
<th>Interleaver constrained</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Es/N0</td>
</tr>
<tr>
<td>QPSK</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-1.85</td>
</tr>
<tr>
<td>2</td>
<td>-0.85</td>
</tr>
<tr>
<td>3</td>
<td>0.15</td>
</tr>
<tr>
<td>4</td>
<td>1.15</td>
</tr>
<tr>
<td>5</td>
<td>2.15</td>
</tr>
<tr>
<td>6</td>
<td>3.15</td>
</tr>
<tr>
<td>7</td>
<td>2.15</td>
</tr>
<tr>
<td>8</td>
<td>3.15</td>
</tr>
<tr>
<td>9</td>
<td>4.15</td>
</tr>
<tr>
<td>10</td>
<td>5.15</td>
</tr>
<tr>
<td>11</td>
<td>6.15</td>
</tr>
<tr>
<td>12</td>
<td>7.15</td>
</tr>
<tr>
<td>13</td>
<td>6.15</td>
</tr>
<tr>
<td>14</td>
<td>7.15</td>
</tr>
<tr>
<td>15</td>
<td>8.15</td>
</tr>
<tr>
<td>16</td>
<td>9.15</td>
</tr>
<tr>
<td>17</td>
<td>10.15</td>
</tr>
<tr>
<td>18</td>
<td>9.15</td>
</tr>
<tr>
<td>19</td>
<td>10.15</td>
</tr>
<tr>
<td>20</td>
<td>11.15</td>
</tr>
<tr>
<td>21</td>
<td>12.15</td>
</tr>
<tr>
<td>22</td>
<td>13.15</td>
</tr>
<tr>
<td>23</td>
<td>12.15</td>
</tr>
<tr>
<td>24</td>
<td>13.15</td>
</tr>
<tr>
<td>25</td>
<td>14.15</td>
</tr>
<tr>
<td>26</td>
<td>15.15</td>
</tr>
<tr>
<td>27</td>
<td>16.15</td>
</tr>
</tbody>
</table>

Table 2: Available configurations for the MHOMS encoder

As a result, MHOMS provides a total of 27 ACM formats, guaranteeing about 20 dB of dynamic in the link budget.
The performance of this 27 ACM formats on the Gaussian channel are reported in fig.7. The data rate labelling the curves refer to the transmission of 2 Mega symbols per second.

Figure 7: Simulated BER performance of the 27 ACM formats of the MHOMS.

5 Conclusions and outlook

The paper presented preliminary results from the Phase 1 of the ESA funded MHOMS project aiming at the study design and development of a ultra high-speed, high-performance and fully reconfigurable digital modem. The MHOMS modem will be able to cover future needs of telecommunications and Earth Observation missions and will feature state-of-the-art coding, modulation, demodulation, synchronisation and decoding algorithms. The MHOMS technological development will also lay the foundation (building blocks) of a new class of modems able to exploit adaptive coding and modulation for a variety of different applications. During the remaining part of phase 1 activity, the trade-off among the described candidate coding, modulation, pre and demodulation/synchronisation techniques will be finalised and complemented by architectural design considerations. Also possible physical layer improvements for the return link of interactive satellite networks covered by the current DVB-RCS standard will be proposed.

During phase 2 of the activity the MHOMS prototype will be designed, assembled and tested in laboratory set-up inclusive of a satellite channel simulator, aiming at demonstration of the most challenging modem operating modes.
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