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Abstract

Uncertainties are inherent in the fabrication and operation of mechanisms. In terms of the four-bar linkage, uncertainties in the geometric parameters result in non-exact solutions for the coupler point. A design description which accounts for bounded uncertainties is termed an appropriate design. Appropriate analysis routines are analysis routines for guaranteeing that specific requirements will be satisfied, which is applicable to mechanisms described by an appropriate design. These routines rely on interval analysis to provide reliable results and are able to handle the uncertainties present in a mechanism. An appropriate analysis routine which is able to determine the worst-case bounds of the coupler curve resulting from uncertainties is proposed. As well, routines are introduced for evaluating the classification and assembly of mechanisms with uncertainties. Examples are presented to demonstrate the coupler curves of four-bar linkages described by an appropriate design which corresponds to each linkage classification, including folding linkages.
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1. Introduction to Linkage Design

The four-bar linkage is a planar mechanism consisting of four rigid members: the frame, the input link, the output link, and the coupler link. These members are connected by four revolute pairs forming a closed-loop kinematic chain of 1-degree-of-freedom. A point on the coupler, known as the coupler point, traces a path as the input link is rotated. This path is known as the coupler curve, which is, in general, an algebraic curve of degree six. Useful coupler curves can be generated when the geometric parameters of the linkage are properly selected.
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The performance of a linkage cannot be reliably reported using conventional analysis techniques, as these techniques are unable to account for the uncertainties inherent in mechanisms. The issue of uncertainties plays a significant role in the actual performance of a mechanism. In the four-bar linkage, uncertainties make it no longer possible to obtain an exact solution for the coupler point. Instead, the coupler point can only be determined to lie within some region, which is a function of the uncertainties.

Several works appear in the literature for analyzing the designs of mechanisms while accounting for uncertainties. Ting et al. [1] present an approach for identifying the worst-case positioning errors due to uncertainties in the joints of linkages and manipulators. Chen et al. [2] studied the accuracy performance of general planar parallel manipulators due to input uncertainties and joint clearances. Ting et al. [3] studied the effect of joint uncertainties in linkages containing revolute and prismatic joints. In [4], Merlet and Daney consider the error analysis problems applied to a Gough platform. The authors determine the extremal positioning errors corresponding to some specific geometrical parameters which contain uncertainties. In [5], Hao and Merlet present an approach to synthesize the complete set of design solutions which satisfy multi-criteria requirements. The term appropriate design was introduced by Merlet and Daney [6] for the analysis and synthesis of parallel manipulators with bounded uncertainties, which take into account any uncertainties present in the mechanism (e.g., manufacturing, assembly, sensors) and satisfy some desired characteristics of the mechanism.

An appropriate design will be used to describe a mechanism whose description contains uncertainties. This description allows any uncertainties due to the manufacturing, assembly, sensors, and control to be accounted for. The analysis or synthesis of an appropriate design are then fittingly termed appropriate analysis and appropriate synthesis, respectively. In this work, the appropriate analysis of the four-bar linkage described by an appropriate design is primarily considered.

The contributions of this work are as follows. The kinematic equations are formulated using a coordinate representation, such that the system is well suited for interval analysis. Linkage classification and linkage assembly routines are proposed which are applicable to appropriate designs. An appropriate analysis routine for obtaining the coupler curves of four-bar linkages described by an appropriate design is proposed. This routine determines a region, which will be a union of boxes, that is guaranteed to contain all possible coupler curves of the appropriate design, whatever the design parameters. The routine is used to obtain the associated coupler curves for each classification of four-bar linkage, including folding linkages.

The outline of the paper is as follows. First, in Section 2, fundamental concepts and tools in interval analysis are briefly presented. More specifically, the interval framework, including notation and methods, that are utilized throughout this work are presented. Throughout the remainder of the work, it will be assumed that the reader has a working knowledge of interval analysis (see [7, 8, 9, 10]). The description of the four-bar linkage and accompanying kine-
matic equations are provided in Section 3. As well, the linkage classification and linkage assembly routines are presented. Then an appropriate analysis routine is presented in Section 4 for computing an outer approximation of the coupler curve associated with a given appropriate design, and associated coupler curves for each classification of four-bar linkage are presented. Finally, the work is concluded in Section 5.

2. Fundamentals of Interval Analysis

Interval arithmetic and interval analysis provide a means of performing reliable computations on computers. It is a well-known issue that the floating point representation used by computers has a finite set of values that can be represented exactly. All other values can only be approximated. An insightful quote regarding interval analysis was made by Hayes [11]: “give a digital computer a problem in arithmetic, and it will grind away methodically, tirelessly, at gigahertz speed, until ultimately it produces the wrong answer”. Interval arithmetic does not directly improve the accuracy of the calculation, but rather provides a certificate of accuracy by providing guaranteed bounds on the solutions. That is, parameters are represented by intervals (e.g., \([x] = [\underline{x}, \overline{x}]\)), where interval computations then provide guaranteed bounds on the solution over the domain of each of the parameters. An additional benefit of interval arithmetic on conventional digital computers is that uncertainties in the representation of the parameters can automatically be taken into account.

Allow the width of an interval to be given by

\[
\text{width}([x]) = \overline{x} - \underline{x}
\]

The midpoint of an interval is given by

\[
\text{mid}([x]) = \frac{\underline{x} + \text{width}([x])}{2}
\]

Let \([x]\) denote an interval vector. The interval evaluation of a function \(f([x])\) yields the inclusion function \([f]\), such that \(f([x])\) is contained inside of \([f]\). That is,

\[
f([x]) = \{ f(x) \mid x \in [x] \} \subseteq [f].
\]

The bounds of \([f]\) may be inflated due to two well-known properties of interval analysis. First, the wrapping effect is a result of the axis-aligned representation of intervals. The inclusion function \([f]\) will always be an axis-aligned box which contains \(f([x])\) and therefore introduces overestimation to the solution domain. For example, the smallest interval which can represent a circle using Cartesian coordinates is the axis-aligned square with edges tangent to the circle. Overestimation is inherent in such a representation but may change according to the representation (e.g., there is no wrapping of a circle in polar coordinates). Second, the dependency problem is a result of multiple occurrences of a variable appearing in the equation. This causes additional expansion of the solution domain since interval arithmetic considers each occurrence as independent. That
is, from the point of view of interval arithmetic, $xx$ is the same as $xy$. As such, if $x = [-1, 1]$, then $xx = [-1, 1] \cdot [-1, 1] = [-1, 1]$. Alternatively, if the same operation is represented as $x^2$, there is only a single occurrence of $x$ and the computation is now $x^2 = [-1, 1]^2 = [0, 1]$. It is possible to reduce the effects of the dependency problem by properly writing the equation in a form best suited for interval analysis. For example, the equation $x^2 + 2x + 1$ may be changed to $(x+1)^2$ to remove an occurrence of $x$. It is important to note that the amplitude of the overestimation of $[f]$ decreases with the width of $[x]$ due to the inclusion isotonicity of interval arithmetics (see [7]).

An interval analysis solving routine generally contains three phases evaluated in a loop: simplification, existence, and bisection. Let $[k]$ denote the known variables and $[u]$ denote the unknown variables in a problem and let $f([u],[k]) = 0$ be the system being solved. The following subsections elaborate on each of the three phases and how an interval solving routine incorporating all three can be formulated.

2.1. Simplification

In the simplification phase, various heuristic routines (e.g., 2B and 3B filtering [12], HC4 [13], ACID [14], Newton [7]) can be applied to attempt to reduce the width of the unknowns $[u]$, such that they become more consistent with the knowns $[k]$ for the system $f([u],[k]) = 0$. Consistency is described by the tightness of the unknowns to the actual solution.

As an example, consider solving the equation $3x^2 + x + 1 = 0$ with $x \in [-3, 3]$. The 2B filtering method considers rewriting the equation as $x = -3x^2 - 1$ which gives the interval $[-28, -1]$ for the right-hand side. The value of $x$ is simplified by taking $[-3, 3] \cap [-28, -1] = [-3, -1]$. Using this new value for $x$ and the same process leads to the right-hand side interval $[-28, -4]$ which has no intersection with $[-3, -1]$ so that the equation has no solution for $x \in [-3, 3]$.

An unknown $[u_i]$ is considered to be simplified if the width is reduced. If any unknown is simplified to an empty set, then no solution exists for the unknowns. A simplification procedure returns the outcome of the simplification as:

- $-1$ : no solution exists in $[u]$;
- $1$ : $[u]$ has been simplified;
- $0$ : $[u]$ has not been simplified.

A function $\text{SIMPLIFICATION}([u],[k])$ applies one or more simplification methods to the unknowns $[u]$ together with the evaluation of $f([u],[k])$. Simplification may be repeated as many times as desired, usually until significant simplification can no longer be achieved.

2.2. Existence

In the existence phase, existence methods (e.g., Interval Newton [15], Krawczyk [7], Newton-Kantorovitch [16]) are applied to determine if a unique solution $[u^*]$ exists within the domains of the unknowns $[u]$ which correspond to the
knowns \([k]\) for the system \(f([u], [k]) = 0\). Associated to these methods are solving algorithms, using either only the Jacobian matrix of the system or both the Jacobian and Hessian matrices, that are guaranteed to converge to the unique solution, where a unique solution corresponds to a region of non-separable solutions. The existence methods may also return that no solution exists. An existence method returns the outcome of the existence test as:

- \(-1\) : no solution exists in \([u]\);
- \(1\) : a unique solution \([u^*]\) is found;
- \(0\) : otherwise (additional bisection/analysis is required)

A return value of 0 means that interval analysis is unable to safely determine if there are solutions or not and may be a consequence of the wrapping effect and dependency problem. The function EXISTENCE([u],[k]) applies an existence method to the unknowns [u].

2.3. Bisection

In the bisection phase, the range of one of the unknowns \([u_i]\) is bisected such that the original unknowns \([u]\) are split into two subintervals \([u_1]\) and \([u_2]\). The union of the two subintervals results in the original interval, thus no combination of unknowns are skipped. A common stopping criteria is to exit when the width of all unknowns are less than a desired threshold \(\beta\). It is required, however, to maintain a list of the bisected interval vectors, denoted \(L_u\). Many methods have been proposed for choosing the variable whose range will be bisected, and while there is currently no optimal technique, the following techniques are usually selected and are used in this paper.

- Largest-first – \([u]\) is bisected along dimension \(i\) such that \([u_i]\) is the interval which has the largest width. The bisection usually splits \([u]\) along the midpoint of the interval \([u_i]\). This technique suffers when the unknowns contain different units and therefore may require the parameters to be non-dimensionalized.
- Smear function (introduced by Kearfott [17]) – let \(J_{ji}\) be the \(j\)th row and \(i\)th column of the Jacobian evaluated over \([u]\). The smear value \(s_i\) is evaluated for each unknown \(i\) as

  \[
  s_i = \max(|J_{ji}|[u_i]) \quad \forall j \in [1, \ldots, n] \quad (4)
  \]

  The unknown \([u_i]\) with the largest smear value is selected for bisection, as it is considered as the more sensitive parameter comparatively.

The bisection of an unknown \([u_i]\) is only applied when \(\text{width}([u_i]) > \beta\). The function BISECTION([u], \(\beta\)) attempts to apply a bisection technique to the unknowns \([u]\). A successful bisection returns the two subintervals, while an unsuccessful bisection returns nothing. Alternatively, the original interval of an unsuccessful bisection may be saved for later processing.
2.4. Interval Analysis Solving Routine

It is quite straightforward to create a general interval analysis solving routine. The initial domain of each of the unknowns is added to a list \( L_u \). Given the system \( f([u], [k]) = 0 \), the simplification, existence and bisection phases are applied to each element in the list \( L_u \). This creates a loop since the bisection phase is able to add new boxes to \( L_u \) while the original box is eliminated from \( L_u \). To avoid memory issues due to a large number of boxes, a depth-first search is preferable, where new boxes are pushed to the front of list \( L_u \) and the next box is always the first box in the list. The size of \( L_u \) remains quite small so that memory is not an issue. The loop repeats until the list \( L_u \) is empty.

It is theoretically possible that in a floating point implementation a box is never eliminated. Indeed if an interval is reduced to \( [a, \bar{a}] \) where \( a \) and \( \bar{a} \) are the closest floating point values, then such an interval cannot be further bisected. This case denotes a generically ill-conditioned case and cannot be solved without going to multi-precision arithmetic and are flagged as such. In practice, the algorithms always complete properly. The goal is to determine the list of unique solutions \( L_u^* \) for the unknowns. The known variables \([k]\) are simply considered as fixed during the solving routine. The method is summarized in Algorithm 1.

### Algorithm 1: General solving routine

```plaintext
function GENERAL_SOLVE ([u], [k], \( \beta \));
    Input : unknowns [u], knowns [k], and desired bisection resolution \( \beta \)
    Output: the list of solutions \( L_u^* \) for the unknowns
    \( L_u \leftarrow [u] \); /* Add unknowns to list \( L_u \) */
    while \( L_u \) is not empty do
        Pop unknowns [u] from \( L_u \);
        simp = SIMPLIFICATION([u], [k]); /* Apply simplification routines */
        if simp = -1 then
            exist = EXISTENCE([u], [k]); /* Apply existence routines */
            if exist == 1 then
                \( L_u^* \leftarrow [u] \);
            else if exist == 0 then
                \( L_u \leftarrow BISECTION([u], \beta) \); /* Apply bisection routine */
```

3. Four-bar Linkage Description

The four-bar linkage and its associated design parameters are provided in Figure 1. The fixed base location \( O_A \) is located at coordinates \((u, v)\) with respect to the reference frame. The location \( O_B \) is located at coordinates \((p, q)\) with respect to \( O_A \) or \((u + p, v + q)\) with respect to the reference frame. Link \( O_A A \) will always be assumed to be the input link with an input angle \( \theta \) and length \( r \). Link \( O_B B \) is the output link, which has an output angle \( \psi \) and length \( s \). The coupler point is denoted \( C = (C_x, C_y) \), where the coupler link is triangle \( ABC \) with edge lengths \( a, b, \) and \( c \). The parameters \( e \) and \( h \) are used to describe the location of \( C \) relative to segment \( AB \). The signs of \( e \) and \( h \) are important to describe a unique assembly of the linkage.
The equations describing the kinematics of the four-bar linkage can be formulated by solving a set of distance equations \( f_1 \) through \( f_5 \). The vertex \( A = (A_x, A_y) \) of the coupler triangle lies on the circle centred at \( O_A \) with radius \( r \). The vertex \( B = (B_x, B_y) \) of the coupler triangle lies on the circle centred at \( O_B \) with radius \( s \). The points \( A \) and \( B \) are separated by distance \( c \). The points \( A \) and \( B \) are functions of the design parameters and input and output angles \( \theta \) and \( \psi \) \( (f_6 \) through \( f_9 \)). The edge lengths \( a \) and \( b \) of the coupler link are functions of the design parameters \( c, e, \) and \( h \) \( (f_{10} \) and \( f_{11} \)). The equations \( f_3, f_4, f_5 \) alone cannot specify a unique assembly of the linkage and it is therefore necessary to add the constraints \( f_{13} \) and \( f_{14} \) which take into account the signs of \( e \) and \( h \). For example, in Figure 1, the assembly of the coupler link is constrained by positive \( e \) and \( h \). Changing the sign of \( h \) will flip the coupler link and result in a different assembly without changing the link geometry. Finally, let \( g \) be the distance between points \( O_A \) and \( O_B \) \( (f_{12}) \).
Manufacturing uncertainties for the design parameters are described by the interval vector \[
\begin{bmatrix}
A_x & A_y & B_x & B_y & C_x & C_y
\end{bmatrix}^T
\]
The interval domains of the parameters account for bounded uncertainties. The equations with 11 variables. That is,
\[
f_1 := ||O_xA||^2 = (u - A_x)^2 + (v - A_y)^2 = r^2
\]
\[
f_2 := ||O_xB||^2 = ((p + u) - B_x)^2 + ((q + v) - B_y)^2 = s^2
\]
\[
f_3 := ||AB||^2 = (A_x - B_x)^2 + (A_y - B_y)^2 = e^2
\]
\[
f_4 := ||AC||^2 = (A_x - C_x)^2 + (A_y - C_y)^2 = b^2
\]
\[
f_5 := ||BC||^2 = (B_x - C_x)^2 + (B_y - C_y)^2 = a^2
\]
\[
f_6 := A_x = u + r \cos(\theta)
\]
\[
f_7 := A_y = v + r \sin(\theta)
\]
\[
f_8 := B_x = (p + u) + s \cos(\psi)
\]
\[
f_9 := B_y = (q + v) + s \sin(\psi)
\]
\[
f_{10} := b = \sqrt{e^2 + h^2}
\]
\[
f_{11} := a = \sqrt{(c - e)^2 + h^2}
\]
\[
f_{12} := g = \sqrt{p^2 + q^2}
\]
\[
f_{13} := C_x = A_x + 1/c ((B_x - A_x)e + (A_y - B_y)h)
\]
\[
f_{14} := C_y = A_y + 1/c ((B_y - A_y)e + (A_x - B_x)h)
\]

The equations \(f_1 \) through \(f_{12} \) in (5) may be simplified leaving a system of 3 equations with 11 variables. That is,
\[
||AB||^2 = (r \cos(\theta) - p - s \cos(\psi))^2 + (r \sin(\theta) - q - s \sin(\psi))^2 = e^2
\]
\[
||AC||^2 = (u + r \cos(\theta) - C_x)^2 + (v + r \sin(\theta) - C_y)^2 = c^2 + h^2
\]
\[
||BC||^2 = (p + u + s \cos(\psi) - C_x)^2 + (q + v + s \sin(\psi) - C_y)^2 = (c - e)^2 + h^2
\]

This results in a more compact description of the system. However, this compact form is not ideal for interval analysis since there are repetitions of variables in each equation. The dependency problem with interval analysis will overestimate the solution to the system. It is preferable to model the system as (5) since the equations are simpler and yield more efficient simplification procedures and therefore interval analysis methods will be more effective (interval analysis requires a trade-off between the number of equations and their complexity). The Jacobian and Hessian matrices generated from equations in (5) are notably simpler, which also have an impact on the efficiency of the existence procedures.

### 3.1. The Design Parameters

The design parameters of the four-bar linkage given by system (5) are described by the interval vector \(\mathbf{d} \):
\[
\mathbf{d} = ([u], [v], [p], [q], [r], [s], [c], [e], [h])^T
\]
The interval domains of the parameters account for bounded uncertainties. The manufacturing uncertainties for the design parameters are described by the vector \(\Delta \mathbf{d} \) as
\[
\Delta \mathbf{d} = (\Delta u, \Delta v, \Delta p, \Delta q, \Delta r, \Delta s, \Delta c, \Delta e, \Delta h)^T
\]
If an exact design $d$ is considered, the appropriate design which accounts for manufacturing uncertainties is given as

$$[d] = d \pm \Delta d \quad (9)$$

Note that using intervals for describing the uncertainties is more realistic than using a statistical distribution that is not related to the physics of the system. Interval analysis is also able to manage the worst-case, which is critical for a failure-safe system.

### 3.2. Classifications

Four-bar linkages can be sorted into two categories, **Grashof-type** and non-Grashof-type linkages. Grashof linkages satisfy the Grashof condition, which states that if the sum of the shortest and longest link is less than or equal to the sum of the remaining two links, then the shortest link can rotate fully with respect to a neighbouring link, whereas the links of a non-Grashof linkage cannot rotate fully. Grashof-type linkages and non-Grashof-type linkages each have four different classifications which describe the ranges of the input and output angles. The term **crank** denotes a link which is able to rotate fully, while the term **rocker** denotes a link that cannot rotate fully. A **double-crank/double-rocker** is a linkage whereby both the input and output links are cranks/rockers. For non-Grashof linkages, the input and output links will rock through $0$ or $\pi$.

McCarthy and Song Soh [18] describe a routine for classifying a four-bar linkage based only on the length of the links. Their routine may be extended to accept interval design parameters so that uncertainties in the design parameters can be managed. Three interval parameters ($[T_1]$, $[T_2]$, and $[T_3]$) may be used to identify the possible classifications and are evaluated as

$$T_1 = g - r + c - s$$
$$T_2 = g - r - c + s$$
$$T_3 = -g - r + c + s \quad (10)$$

The classification of the linkage is determined from the sign of the three parameters as

<table>
<thead>
<tr>
<th>$\text{sgn}([T_1])$</th>
<th>$\text{sgn}([T_2])$</th>
<th>$\text{sgn}([T_3])$</th>
<th>Classification</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>+</td>
<td>+</td>
<td>crank-rocker</td>
<td>Grashof</td>
</tr>
<tr>
<td>+</td>
<td>-</td>
<td>-</td>
<td>rocker-crank</td>
<td>Grashof</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>+</td>
<td>double-crank</td>
<td>Grashof</td>
</tr>
<tr>
<td>-</td>
<td>+</td>
<td>-</td>
<td>double-rocker</td>
<td>Grashof</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>00-double-rocker</td>
<td>Non-Grashof</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td>-</td>
<td>0\pi-double-rocker</td>
<td>Non-Grashof</td>
</tr>
<tr>
<td>+</td>
<td>-</td>
<td>+</td>
<td>$\pi$0-double-rocker</td>
<td>Non-Grashof</td>
</tr>
<tr>
<td>-</td>
<td>+</td>
<td>+</td>
<td>$\pi$\pi-double-rocker</td>
<td>Non-Grashof</td>
</tr>
</tbody>
</table>

A folding linkage occurs when any one of the interval parameters ($[T_1]$, $[T_2]$, or $[T_3]$) includes zero. Such a linkage may be able to take on a configuration
where points $O_A$, $O_B$, $A$ and $B$ lie on a line. This is nearly impossible to achieve physically without flexible links or play in the joints, as the uncertainties prevent such a scenario. Additionally, uncertainties in the design parameters may result in uncertainty in the linkage classification. Therefore, it is necessary to account for uncertainties in the design parameters to ensure that a mechanism will always have a correct classification and be able to perform as desired.

### 3.3. Branches and Circuits

The description for circuits and branches are adopted from Chase and Mirth [19]. For a given assembly of a four-bar linkage, the coupler point will follow what is referred to as a circuit. In order to change the circuit being followed, the linkage would need to be disassembled and reassembled. The term *toggle position* can be used to describe positions which result in collinearity of the coupler and output links. At a toggle position, the linkage is able to change its branch (a branch is defined by a transmission angle, the angle between the coupler and output links, in the range of $[0, \pi]$ or $[-\pi, 0]$) and the branch that will be followed is unpredictable as it depends on the dynamics of the system.

Schröcker et al. [20] describe the number of circuits corresponding to a particular classification of linkage. The ranges of the input and output angles corresponding to a particular classification are given by McCarthy and Song Soh [18]. Note that the vector $O_AO_B$ is used as a reference for the angles in [18]. Here, the angles must be shifted such that

$$
\theta' = \theta - \arctan(2(q,p)) \\
\psi' = \psi - \arctan(2(q,p))
$$

The limits on the angles are determined as follows

$$
\theta'_{\text{min}} = \cos((g^2 + r^2) - (c - s)^2)/(2rg) \\
\theta'_{\text{max}} = \cos((g^2 + r^2) - (c + s)^2)/(2rg) \\
\psi'_{\text{min}} = \cos((c + r)^2 - (g^2 + s^2))/(2sg) \\
\psi'_{\text{max}} = \cos((c - r)^2 - (g^2 + s^2))/(2sg)
$$

A branch is identified from the transmission angles. Let $T_1$ and $T_2$ denote transmission angles in the ranges $[0, \pi]$ and $[-\pi, 0]$ respectively. The conditions for each branch consider the sign of the cross product of the coupler link and output link as

$$
T_1 := \cos(\psi)(r \sin(\theta) - q) + \sin(\psi)(-r \cos(\theta) + p) > 0 \\
T_2 := \cos(\psi)(r \sin(\theta) - q) + \sin(\psi)(-r \cos(\theta) + p) < 0
$$

The circuit and branch conditions are described as follows.

- **crank-rocker** (2 circuits, each with 1 branch):
  1. $\theta' \in [0, 2\pi]$, $\psi'_{\text{min}} \leq \psi' \leq \psi'_{\text{max}}$, $T_1$ or $T_2$
2. \( \theta' \in [0, 2\pi], -\psi'_{\text{max}} \leq \psi' \leq -\psi'_{\text{min}}, T_1 \) or \( T_2 \)

- **rocker-crank** (2 circuits, each with 2 branches):
  1. \( \psi' \in [0, 2\pi], \theta'_{\text{min}} \leq \theta' \leq \theta'_{\text{max}}, T_1 \)
  2. \( \psi' \in [0, 2\pi], \theta'_{\text{min}} \leq \theta' \leq \theta'_{\text{max}}, T_2 \)
  3. \( \psi' \in [0, 2\pi], -\theta'_{\text{max}} \leq \theta' \leq -\theta'_{\text{min}}, T_1 \)
  4. \( \psi' \in [0, 2\pi], -\theta'_{\text{max}} \leq \theta' \leq -\theta'_{\text{min}}, T_2 \)

- **double-crank** (2 circuits, each with 1 branch):
  1. \( \theta' \in [0, 2\pi], \psi' \in [0, 2\pi], T_1 \)
  2. \( \theta' \in [0, 2\pi], \psi' \in [0, 2\pi], T_2 \)

- **double-rocker** (2 circuits, each with 2 branches):
  1. \( \theta'_{\text{min}} \leq \theta' \leq \theta'_{\text{max}}, \psi'_{\text{min}} \leq \psi' \leq \psi'_{\text{max}}, T_1 \)
  2. \( \theta'_{\text{min}} \leq \theta' \leq \theta'_{\text{max}}, \psi'_{\text{min}} \leq \psi' \leq \psi'_{\text{max}}, T_2 \)
  3. \( -\theta'_{\text{max}} \leq \theta' \leq -\theta'_{\text{min}}, -\psi'_{\text{max}} \leq \psi' \leq -\psi'_{\text{min}}, T_1 \)
  4. \( -\theta'_{\text{max}} \leq \theta' \leq -\theta'_{\text{min}}, -\psi'_{\text{max}} \leq \psi' \leq -\psi'_{\text{min}}, T_2 \)

- **00-double-rocker** (1 circuit with 2 branches):
  1. \(-\theta'_{\text{max}} \leq \theta' \leq \theta'_{\text{max}}, -\psi'_{\text{max}} \leq \psi' \leq \psi'_{\text{max}}, T_1 \)
  2. \(-\theta'_{\text{max}} \leq \theta' \leq \theta'_{\text{max}}, -\psi'_{\text{max}} \leq \psi' \leq \psi'_{\text{max}}, T_2 \)

- **0\pi-double-rocker** (1 circuit with 2 branches):
  1. \(-\theta'_{\text{max}} \leq \theta' \leq \theta'_{\text{max}}, \psi'_{\text{min}} \leq \psi' \leq 2\pi - \psi'_{\text{min}}, T_1 \)
  2. \(-\theta'_{\text{max}} \leq \theta' \leq \theta'_{\text{max}}, \psi'_{\text{min}} \leq \psi' \leq 2\pi - \psi'_{\text{min}}, T_2 \)

- **\pi0-double-rocker** (1 circuit with 2 branches):
  1. \( \theta'_{\text{min}} \leq \theta' \leq 2\pi - \theta'_{\text{min}}, -\psi'_{\text{max}} \leq \psi' \leq \psi'_{\text{max}}, T_1 \)
  2. \( \theta'_{\text{min}} \leq \theta' \leq 2\pi - \theta'_{\text{min}}, -\psi'_{\text{max}} \leq \psi' \leq \psi'_{\text{max}}, T_2 \)

- **\pi\pi-double-rocker** (1 circuit with 2 branches):
  1. \( \theta'_{\text{min}} \leq \theta' \leq 2\pi - \theta'_{\text{min}}, \psi'_{\text{min}} \leq \psi' \leq 2\pi - \psi'_{\text{min}}, T_1 \)
  2. \( \theta'_{\text{min}} \leq \theta' \leq 2\pi - \theta'_{\text{min}}, \psi'_{\text{min}} \leq \psi' \leq 2\pi - \psi'_{\text{min}}, T_2 \)

To determine the circuit, it is also necessary to know which side of the line \( AB \) the coupler point is on. That is, \( h \geq 0 \) corresponds to one circuit, whereas \( h < 0 \) corresponds to another circuit. Therefore, depending on the assembly and classification of the linkage, there may be at most two circuits and each circuit may have at most two branches. In the following sections, each circuit and branch pair are identified with unique colours.
3.4. Solving the Kinematics

To solve the kinematics of the four-bar linkage in this work, a problem, termed the forward problem, may be considered for appropriate analysis:

- **Forward problem:** Determine a solution for the coupler point \((C_x, C_y)\) for a fixed value for \([\theta]\) and an allowable range for \([\psi]\). For this problem, a fixed value for \([\theta]\) is given and \([\psi]\) is given as an allowable range. The goal is to compute all solutions for \((C_x, C_y)\) and \([\psi]\) which correspond to the fixed value of \([\theta]\).

The forward problem is useful for computing the coupler curve associated with an appropriate design. To solve this, an existence test can be formulated from Equations \(f_2 - f_5\). This gives a square system in unknowns \(B_x, B_y, C_x,\) and \(C_y\). The Jacobian matrix \(J\) and Hessian matrix \(H\) of the corresponding system with these unknowns are

\[
J = \begin{pmatrix}
-2p - 2u + 2B_x & -2q - 2v + 2B_y & 0 & 0 \\
-2A_x + 2B_x & -2A_y + 2B_y & 0 & 0 \\
0 & 0 & -2A_x + 2C_x & -2A_y + 2C_y \\
2B_x - 2C_x & 2B_y - 2C_y & -2B_x + 2C_x & -2B_y + 2C_y
\end{pmatrix}
\]

\[
H = \begin{pmatrix}
2 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 2 & 0 & -2 & 0 \\
0 & 2 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 2 & 0 & -2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & -2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & -2 & 0
\end{pmatrix}
\]

The elements in the Jacobian matrix do not have repeated variables, making the formulation ideal for interval analysis. Furthermore, the optimal evaluation of the Jacobian elements allows one to check the monotonicity of an equation with respect to the variables. If an equation is monotonic it allows for a better interval evaluation of the equation. As well, the Hessian matrix is constant and therefore does not need to be recomputed. To create various solving routines, a bisection phase may safely bisect the input and/or output angles \([\theta]\) and \([\psi]\).

4. Coupler Curve

The coupler curve may be obtained for an appropriate design using an appropriate analysis routine. Given an appropriate design of a linkage, it is desirable to determine the set of boxes which tightly contain the coupler curve. This provides a description of the worst-case error in the coupler curve. If the set of boxes, pertaining to some portion of the coupler curve are contained inside a desired response, then it is possible to state that the linkage design satisfies the desired response. Thus, appropriate analysis may be used for the certification of mechanisms.

The appropriate analysis routine in Algorithm 2 solves for the set of coupler point intervals \((C_x, C_y)\) using the forward problem formulation. Let \(\Delta \theta\) represent the desired resolution of the input angle. A loop iterates over all values
of $[\theta]$ in the range $[0, 2\pi]$. Inside this loop, the general solving routine returns the list of solution coupler points which correspond to $[\theta]$ (boundary points may also be saved). The unknowns and knowns inside the general solving routine are $[u] = ([B_x], [B_y], [C_x], [C_y])$ and $[k] = ([d], [A_x], [A_y])$. The solving routine returns the list of solutions and boundaries as $L_{u^*}$. These solutions may correspond to different assemblies.

### Algorithm 2: Coupler curve routine

```plaintext
function COUPLER_CURVE ([u], [k], $\Delta\theta$, $\beta$):
    Input : unknowns $u$, knowns $k$, angle resolution $\Delta\theta$, and desired bisection resolution $\beta$
    Output: the list of solutions $L_{u^*}$ for the unknowns
    $[\theta] = [0, \Delta\theta]$;
    while $[\theta] < 2\pi$ do
        $L_{u^*} \leftarrow$ GENERAL SOLVE($[u], [k], \beta$); /* Call the general solving routine */
        $[\theta] = [\theta] + \Delta\theta$
```

Normally, the Kantorovitch existence method would be applied to identify unique solutions; however, an improvement may be made to the existence routine in the general solving procedure in Algorithm 2 when obtaining the coupler curve. Each input angle $[\theta]$ yields two solutions, corresponding to the two branches. The existence test may be replaced by calls to Newton’s method, where the uniqueness guarantee provided by Kantorovitch is not necessary. If Newton’s method is able to determine two non-intersecting solutions for the unknown parameters, then each solution is unique and corresponds to a coupler point associated with the input angle. If a single solution is found, then Kantorovitch may be used in order to ensure that the solution is unique. If unique solutions cannot be determined, then the remaining boxes are not able to be classified. This improvement is able to increase the number of solutions found in near-singular regions.

The coupler curve for the design parameters given in (16) is plotted in Figure 2a for $\Delta\theta = 0.001$ rad. An uncertainty of $\rho = [-0.0001, 0.0001]$ is added to each design parameter, such that $\rho$ is a vector of uncertainties. For contrast, the coupler curve for the linkage without uncertainties (i.e., the exact design) is plotted in Figure 2b. The appropriate design yields a set of coupler point boxes with larger width than the exact design boxes which demonstrates the greater variation of performance due to the uncertainties. The linkage is classified as a $0\pi$-double-rocker non-Grashof linkage. It has a single circuit containing two different branch assemblies, identified by different colours. Coupler points in the neighbourhood of the toggle position (the transition between branch assemblies) do not yield unique solutions due to the existence method not being able to guarantee solutions. These regions are simply considered as unknown in terms of coupler point solutions. It is important to note that the size of these regions are proportional to the size and number of uncertainties modelled. The set of intervals provides an outer approximation for the actual coupler curve, i.e., the actual coupler curve is contained inside the union of the set of intervals.
\[ \mathbf{d} = ([u], [v], [p], [q], [r], [s], [c], [e], [h])^T \]
\[ \mathbf{d} = ([0.0], [0.0], [0.4], [0.24], [0.24], [0.2517], [0.12585], [0.15534])^T + \mathbf{\rho}^T \]

Figure 2: The coupler curve corresponding to the design (16).

The effect of the uncertainties on the design parameters may be further explored through the coupler curves generated by several exact designs. Here the exact designs are selected as the lower bound, midpoint, and upper bound of the design parameters. The exact coupler curves corresponding to these exact designs are plotted in Figure 3. These coupler curves may also be obtained using Algorithm 2 with the initial \([\theta]\) equal to \([0]\). The solutions are a set of points and the curves are approximated by connecting these points. The generated coupler curves may change position with respect to one another, and in fact, due to the non-linearity of the problem, the vertices from the design space are not guaranteed to yield boundaries for the coupler curve. This is an interesting result which demonstrates the difficulties of accounting for uncertainties. It is difficult to know which exact design produces a boundary of the coupler curve of the appropriate design. Even if this design could be determined, it would likely change with the input angle. Thus, determining exactly the coupler curve of an appropriate design proves to be a difficult task.

The method used here allows to bound the worst-case performance of the appropriate design. It is able to compute a tube for the coupler curve that is guaranteed to include all the coupler curves obtained for all specific instances of the design parameters. This simply means that extremal coupler curves (i.e., the ones lying on the boundary of the tube) may be obtained for parameters that are not all on the boundary of the intervals. Interval analysis is guaranteed to

\footnote{In this case a point is an interval with minimal width such that it is accurately represented in floating point format.}
identify the worst case bounds, whereas alternative methods such as statistical sampling cannot.

To further explore the concept of coupler curves of appropriate designs, appropriate design parameters are selected which correspond to each type of linkage classification, as well as folding linkages. The resulting coupler curves are then presented. For each linkage design, an uncertainty of $\rho = [-0.0001, 0.0001]$ is assumed.

1. A crank-rocker linkage is obtained by selecting the appropriate design parameters as:

$$[d] = ([0.0], [0.0], [0.2517], [0.15534])^T + \rho^T$$

which yields the following values for classification:

$$[T_1] = [0.15130, 0.15211]$$
$$[T_2] = [0.44790, 0.44871]$$
$$[T_3] = [0.15129, 0.15210]$$

The corresponding coupler curves are given in Figure 4a.

2. A rocker-crank linkage is obtained by selecting the appropriate design parameters as:

$$[d] = ([0.0], [0.0], [0.2517], [0.15534])^T + \rho^T$$

$$[d] = ([0.0], [0.0], [0.2517], [0.15534])^T + \rho^T$$

Figure 3: A detailed view showing the exact coupler curves corresponding to the lower bound, midpoint, and upper bound of the design parameters from the appropriate design plotted on the coupler curve corresponding to the appropriate design.
which yields the following values for classification:

\[ T_1 = [0.15130, 0.15211] \]
\[ T_2 = [-0.15210, -0.15129] \]
\[ T_3 = [-0.44871, -0.44790] \]

The corresponding coupler curves are given in Figure 4b.

3. A double-crank linkage is obtained by selecting the appropriate design parameters as:

\[ \mathbf{d} = ([0.0], [0.0], [0.1], [0.0], [0.4], [0.4], [0.2517], [0.12585], [0.15534])^T + \rho^T \]

which yields the following values for classification:

\[ T_1 = [-0.44870, -0.44789] \]
\[ T_2 = [-0.15210, -0.15129] \]
\[ T_3 = [0.15129, 0.15210] \]

The corresponding coupler curves are given in Figure 4c.

4. A double-rocker linkage is obtained by selecting the appropriate design parameters as:

\[ \mathbf{d} = ([0.0], [0.0], [0.4], [0.0], [0.4], [0.4], [0.2517], [0.12585], [0.15534])^T + \rho^T \]

which yields the following values for classification:

\[ T_1 = [-0.08040, -0.07959] \]
\[ T_2 = [-0.20040, -0.19959] \]
\[ T_3 = [-0.20041, -0.19960] \]

The corresponding coupler curves are given in Figure 4d.

5. A 00-double-rocker linkage is obtained by selecting the appropriate design parameters as:

\[ \mathbf{d} = ([0.0], [0.0], [0.4], [0.0], [0.4], [0.4], [0.2517], [0.12585], [0.15534])^T + \rho^T \]

which yields the following values for classification:

\[ T_1 = [-0.08040, -0.07959] \]
\[ T_2 = [-0.20040, -0.19959] \]
\[ T_3 = [-0.20041, -0.19960] \]

The corresponding coupler curve is given in Figure 4e.

6. A 0π-double-rocker linkage is obtained by selecting the appropriate design parameters as:

\[ \mathbf{d} = ([0.0], [0.0], [0.4], [0.0], [0.24], [0.24], [0.2517], [0.12585], [0.15534])^T + \rho^T \]

which yields the following values for classification:

\[ T_1 = [-0.08040, -0.07959] \]
\[ T_2 = [-0.20040, -0.19959] \]
\[ T_3 = [-0.20041, -0.19960] \]
which yields the following values for classification:

\[
\begin{align*}
[T_1] &= [0.17130, 0.17211] \\
[T_2] &= [0.14790, 0.14871] \\
[T_3] &= [-0.14871, -0.14790]
\end{align*}
\]

The corresponding coupler curve is given in Figure 4f.

7. A $\pi 0$-double-rocker linkage is obtained by selecting the appropriate design parameters as:

\[
[d] = ([0.0], [0.0], [0.4], [0.0], [0.24], [0.24], [0.41], [0.12585], [0.15534])^T + \rho^T
\]

which yields the following values for classification:

\[
\begin{align*}
[T_1] &= [0.32960, 0.33041] \\
[T_2] &= [-0.01040, -0.00959] \\
[T_3] &= [0.00959, 0.01040]
\end{align*}
\]

The corresponding coupler curve is given in Figure 4g.

8. A $\pi \pi$-double-rocker linkage is obtained by selecting the appropriate design parameters as:

\[
[d] = ([0.0], [0.0], [0.4], [0.0], [0.33], [0.44], [0.3], [0.12585], [0.15534])^T + \rho^T
\]

which yields the following values for classification:

\[
\begin{align*}
[T_1] &= [-0.07040, -0.06959] \\
[T_2] &= [0.20960, 0.21041] \\
[T_3] &= [0.00959, 0.01040]
\end{align*}
\]

The corresponding coupler curve is given in Figure 4h.

If the input link is a crank and the linkage is non-folding, then the current existence methods are able to effectively solve for each coupler point interval which corresponds to a given input angle range. If the input link is a rocker, which includes all non-Grashof classifications, then the linkage contains a toggle position which provides a change of branch. The uncertainties present in the linkage make it difficult to guarantee the evaluation of the coupler points near a toggle position using the current existence methods. It may not be possible to identify a unique branch of the linkage near toggle positions. In fact, due to the uncertainties, it is very likely that multiple branches are achievable for certain pairs of input angles and output angles. In addition, the linkage is considered to be singular near toggle positions, and therefore the coupler point becomes extremely sensitive to the input angle. A small input angle will generate a large coupler point box which will cause the existence methods to fail. Note that it is possible to identify the singular region of the coupler curve by adding an
additional constraint that the determinant of the Jacobian of the system is 0. Then the set of input angles and output angles associated with singular regions can be identified.

The sensitivity of the coupler points near toggle positions is witnessed in the coupler curves of Figures 4b, 4d, and 4e to 4h. As the input angle approaches a value which produces a toggle position, the resulting coupler curve interval grows in width. The existence methods are able to accommodate this growth in width to an extent, but eventually the coupler curve interval width exceeds the capabilities of the existence methods. At this point, the remaining portions of the coupler curve can only be approximated and cannot be guaranteed. The input angle may be reduced in width to attempt to obtain additional coupler curve solutions, but limited performance improvements can be achieved by this.

Figure 4: The coupler curves corresponding to appropriate designs with different classifications.

The coupler curve of folding linkages may also be considered. For example:

1. A folding linkage which generates a crank-rocker linkage and a $0\pi$-double-
rcker linkage is obtained by the selecting the appropriate design parameters as:

$$[d] = ([d_1], [d_2], [d_3], [d_4], [d_5], [d_6], [d_7], [d_8], [d_9], [d_{10}])^T + \rho^T$$

which yields the following values for classification:

$$[T_1] = [0.11960, 0.12041]$$
$$[T_2] = [0.11960, 0.12041]$$
$$[T_3] = [-0.00041, 0.00046]$$

The corresponding coupler curves are given in Figure 5a.

2. A folding linkage which generates a crank-rocker linkage, a rocker-crank linkage, a 0π-double-rocker linkage, and a π0-double-rocker linkage is ob-

Figure 4: Continued. The coupler curves corresponding to appropriate designs with different classifications.
tained by the selecting the appropriate design parameters as:
\[
[d] = ([0.0, 0.0, 0.4, 0.0, 0.24, 0.24, 0.4, 0.12585, 0.15534])^T + \rho^T
\]
which yields the following values for classification:
\[
[T_1] = [0.31960, 0.32041] \\
[T_2] = [-0.00040, 0.00041] \\
[T_3] = [-0.00041, 0.00040]
\]

The corresponding coupler curves are given in Figure 5b.

For folding linkages, each coupler point solution has two or more associated classifications. Near the toggle position, the linkage may change from one classification to another, which may be desirable or undesirable given the usage of the linkage. In terms of manufacturing, the manufacturing uncertainties limit the ability to manufacture a linkage to exact specifications. That is not to say that a folding linkage is not possible, as the introduction of other sources of uncertainties (i.e., uncertainties in the joints and flexibility in the links) can indeed generate a folding linkage. The performance of the folding linkage resulting from uncertainties cannot be determined from exact specifications as the toggle position will no longer be a point, but rather an area. This issue demonstrates the need for linkages described by appropriate designs and analyzed with appropriate analysis routines. For example, Figure 6a shows a zoomed-in view of the singular region of the folding linkage (25). For contrast, Figure 6b shows the coupler curve for the same linkage without uncertainties. As the proximity to the singular region increases, the existence methods become unable to determine a valid coupler point box which is guaranteed to contain all associated coupler points for some input angle interval and output angle interval. Instead,
the output angle is repeatedly bisected and simplification routines are applied. The union of the resulting unknown boxes (i.e., the yellow boxes) will still contain the coupler curve through the singular region, but the existence of a unique coupler point box cannot be verified. It can be noted that the unknown boxes may better approximate the boundaries of the coupler curve. This is because the union of the coupler point boxes associated with a set of small output angles will be smaller than the coupler point box associated with the union of small output angles. At the expense of additional computational time, applying this technique to coupler point solution boxes can allow the boxes to be further reduced in size so that the coupler curve is better approximated.

5. Conclusion

The concept of appropriate design has been presented in this work and methods for the appropriate analysis of the four-bar linkage have been developed. The proposed appropriate analysis techniques provide a new and robust way of accounting for uncertainties present in the geometric parameters of linkages. These techniques rely on interval analysis and are able to provide reliable results. Methods of evaluating the classification and assembly of four-bar linkages described by appropriate designs were introduced, and an appropriate analysis routine for determining the associated coupler curve was proposed. The coupler curves of each classification of linkage, as well as for folding linkages, were presented and the effectiveness of the existence methods near toggle positions was discussed. The performance of the proposed appropriate analysis routine may be further improved by introducing more efficient simplification, existence, and bisection techniques.

This work primarily serves to explore the concept of appropriate design and to introduce relevant appropriate analysis routines which can be applied to study mechanisms. While the four-bar linkage is of primary focus in this work,
the methodology can be extended to study many mechanisms. Many complexities (e.g., link flexibility, joint clearance) can be handled by modelling these complexities as uncertainties applied to the kinematic model of the mechanism.

The next portion of this work will focus on the appropriate synthesis of the four-bar linkage when provided with a description of a desired response. Appropriate synthesis will allow the entire continuous design space to be explored in order to determine the complete set of allowable design solutions which accomplish a desired response.
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