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Abstract

We investigated the time evolution of pressure in the plume generated by laser ablation with ultraviolet nanosec-
ond laser pulses in a near-atmospheric argon atmosphere. These conditions were previously identified to produce a
plasma of properties that facilitate accurate spectroscopic diagnostics. Using steel as sample material, the present
investigations benefit from the large number of reliable spectroscopic data available for iron. Recording time-resolved
emission spectra with an echelle spectrometer, we were able to perform accurate measurements of electron density
and temperature over a time interval from 200 ns to 12 µs. Assuming local thermodynamic equilibrium, we computed
the plasma composition within the ablated vapor material and the corresponding kinetic pressure. The time evolution
of plume pressure is shown to reach a minimum value below the pressure of the background gas. This indicates that
the process of vapor-gas interdiffusion has a negligible influence on the plume expansion dynamics in the considered
timescale. Moreover, the results promote the plasma pressure as a control parameter in calibration-free laser-induced
breakdown spectroscopy.

Keywords: Kinetic pressure; Particle diffusion; Plasma modeling; Spectra simulation; Calibration-free LIBS.

1. Introduction

In pulsed laser ablation under conditions typically
applied during material analyses via laser-induced
breakdown spectroscopy (LIBS), the plasma generated
at the sample surface is characterized by a temperature
of several eV and a density close to solid density during
the initial stage of expansion [1]. The plume undergoes
a rapid explosion-like expansion until it reaches a
pressure equilibrium with the surrounding compressed
gas. On a longer timescale, the processes of heat
and particle diffusion take place and contribute to the
further evolution of plasma properties [2]. The precise
scenario of the LIBS plasma development depends
naturally on the laser irradiation conditions and the gas
environment. Compared to short pulse laser excitation,
nanosecond laser ablation takes advantage from the in-
teraction of the laser beam with the vaporized material.
This process changes the thermodynamic pathway of
the laser-heated matter and leads to larger degrees of
atomization and excitation [3]. In the case of ultraviolet
(UV) radiation, laser heating occurs exclusively in
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a tiny volume close to the sample surface where the
plasma density is high enough. This leads to an
increased laser energy coupling towards the sample for
the short-wavelength radiation. Plasma screening via
laser energy absorption by the surrounding atmosphere
is negligible and the background gas is heated by the
shock wave and the interaction with the ablated vapor
plume only [4].
The background gas has a strong influence on the
properties of the laser-produced vapor plasma. In a
molecular gas, such as ambient air, inelastic collisions
play a significant role in the vapor-gas interaction. The
energy loss at the vapor-gas contact front leads to the
formation of a cold peripheral layer within the vapor-
ized material [5]. The situation is different for ablation
in an inert gas. Because of the large excitation energy,
the plasma electrons interact with the background gas
atoms mainly through elastic collisions, conserving
thus their energy. This suppresses the formation of the
cold border within the ablated vapor plume. The plasma
appears uniform and diagnostics are easy to handle as
they do not require space-resolved measurements. If
furthermore the assumption of local thermodynamic
equilibrium (LTE) is valid, the laser-produced plasma
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can be considered as an “ideal“ radiation source for
which the emission spectrum is accurately described by
the simple model of a uniform LTE plasma [6].
In the present paper, we explore the unique prop-
erties of the ideal radiation source to ascertain an
aspect of crucial interest for the understanding of
LIBS fundamentals: the pressure-evolution within the
laser-produced vapor plasma that is correlated to the
expansion dynamics and the vapor-gas interdiffusion
process. In fact, many authors reported diagnostics
of LIBS plasmas with values of temperature T and
electron number density ne that indicate a pressure
below the ambient gas pressure for a time of several
microseconds after the laser pulse. For example,
Gornushkin and Kazakov [7] reported ne = 1016 cm−3

and T = 8000 K for a delay of several microseconds
during laser ablation of aluminum in air. Assuming
local thermodynamic equilibrium, the vapor pressure
would be of more than one order of magnitude below
the ambient pressure, if no vapor-gas mixing occurred.
The authors concluded that rapid diffusion of air into
the vapor plume ensured the pressure equilibrium at
P � 1 atm. This explanation seems to be in contra-
diction to the expansion dynamics of LIBS plasmas
predicted by computer-simulations that indicate a well-
defined vapor-gas contact front for the investigated
time interval until 1 µs [8]. Similar values of electron
density and temperature were reported for delays
of some microseconds under different experimental
conditions [9, 10, 11, 12]. The existence of equilibrium
is often discussed, but the questions of pressure and/or
vapor-mass interdiffusion were mostly ignored [13].
Because of the high complexity of the involved mech-
anisms, modeling of nanosecond laser ablation into a
background gas at atmospheric or near-atmospheric
pressure is challenging. Calculations being based on
simplifying assumptions, they enable only a qualitative
description that is helpful in the identification and
understanding of the phenomena [1]. Most com-
puter simulations were performed for laser ablation
in vacuum or low-pressure gas environment [14].
Calculations for ablation in air or other background
gases at atmospheric pressure are mostly limited to the
early stage of expansion where the pressure within the
vapor plume still exceeds the ambient background gas
pressure [15, 16, 8]. As an exception, Ershov-Pavlov
et al. [17] calculated the expansion dynamics dur-
ing Nd:YAG laser ablation of aluminum in air on a
timescale up to 10 µs. The self-consistent calculations
based on a two-dimensional Euler hydrodynamic model
show that the pressure within the vapor plasma reaches
a minimum for a delay of several microseconds, and

that the minimum pressure is significantly lower than
the ambient gas pressure.
The aim of the present work is to contribute to a
better understanding of the later expansion stage of
the LIBS plasma via the evaluation of the plasma
pressure through accurate plasma diagnostics. Using
steel as sample material, the present investigations
take advantage of (i) reliable spectroscopic data that
enable accurate measurements of plasma temperature
and electron density, and (ii) the atomic structure of Fe
and Fe+ species that favor the establishment of local
thermodynamic equilibrium.

2. Experiment

The plasma was generated by UV (266 nm) laser
pulses of 4 ns duration from a frequency-quadrupled
Nd:YAG laser source (Quantel, model Brilliant). The
pulse energy was attenuated to 6 mJ by turning the
beam polarization with a half-wave plate and crossing
through a polarization analyzer. Focusing the laser
beam with a lens of 150 mm focal length to a spot
diameter of 100 µm, a laser fluence of about 80 J cm−2

was incident on the sample surface. The stainless
steel sample (see Table 1) was placed on a motorized
sample holder in a vacuum chamber of 10−4 Pa residual
pressure. During the experiments, the chamber was
filled with argon at 5 × 104 Pa pressure.

Optical emission spectroscopic measurements were
performed by imaging the plasma with two lenses of
150 and 35 mm focal lengths onto the entrance of an
optical fiber of 600 µm core diameter. According to the
image magnification 1:5, the entire plasma volume was
observed. The fiber was coupled to an echelle spec-
trometer of 0.4 m focal length with two optical paths
for the UV and visible/near infrared spectral ranges
(LTB, model Aryelle Butterfly). Using an intensified
charge-coupled device (ICCD) matrix detector for

Table 1: Composition of steel sample: mass fractions measured via
inductively coupled plasma atomic emission spectroscopy CICP and
values deduced from the spectra analysis CLIBS .

Element CICP(%) CLIBS (%)
Fe 70.0 69.5
Cr 18.4 18.8
Ni 9.5 9.7
Mn 0.94 0.94
Si 0.67 0.67
Ti 0.46 0.46
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photon detection, a resolving power of 1.4 × 104 and
9.4 × 103 is obtained for the UV and visible spectral
ranges, respectively.
The spectral resolution of the apparatus was measured
as a function of wavelength using a low-pressure
argon-mercury lamp. An intensity calibration of the
spectroscopic apparatus was performed in the visible
and UV spectral ranges using calibrated tungsten and
deuterium lamps, respectively.
The spectra were recorded for different delays of the
detector gate tg with respect to the laser pulse, setting
the gate width ∆tg small enough so that the variations
of temperature and electron density during the time
of observation were small compared to their absolute
values. Typically we applied ∆tg ≤ tg/2. To enhance the
signal-to-noise ratio, data acquisition was performed
by averaging over 200 ablation events, applying 10
pulses on 20 different irradiation sites. The sites were
separated by a distance of 150 µm.
Fast imaging of the expanding plume was performed
with a focusing objective coupled to an ICCD detector.
Each image was acquired by accumulating the signal
over 5 ablation events on a single irradiation site.

3. Calculation details

3.1. Simulation of emission spectrum
We have recently shown [6] that the plasma produced

by UV nanosecond laser ablation in near-atmospheric
argon can be considered as an “ideal” radiation source
as it combines two properties that are usually not found
together: the plasma is uniform and in local thermody-
namic equilibrium. In this case, the spectral radiance
can be calculated by [18]

Bλ = Uλ(1 − e−τ), (1)

where Uλ is the blackbody spectral radiance and τ the
optical thickness. The optical thickness is given by
τ =

∫
α(z)dz = αL, where α and L are the absorp-

tion coefficient and the plasma size along the line of
sight, respectively. Considering all relevant transitions
between bound and free excitation levels, the absorption
coefficient writes

α(λ) =
∑

i

α(i)
line(λ) + αion(λ) + αIB(λ), (2)

where the sum includes the absorption coefficients α(i)
line

of transitions between bound levels. The terms αion(λ)
and αIB(λ) account for absorption through radiative ion-
ization and inverse bremsstrahlung, respectively. The

absorption coefficient of transitions between bound lev-
els is given by [19]

αline(λ) = πr0λ
2 flunlP(λ)

(
1 − e−hc/λkT

)
, (3)

where r0 is the classical electron radius, h is the Planck
constant, c is the vacuum light velocity, k is the Boltz-
mann constant, flu and nl are the absorption oscillator
strength and the lower level population number density
of the transition, respectively.

3.2. Spectral line profile

The normalized line profile P(λ) is calculated consid-
ering Doppler and Stark broadening that are the domi-
nant mechanisms of spectral line broadening in strongly
ionized laser-produced plasmas [20]. Depending on
the relative values of Doppler and Stark widths, the
line shapes are described by Gaussian, Lorentzian or
Voigt profiles. The Doppler width is calculated ac-
cording to plasma temperature and atomic mass. The
Stark width of each spectral line is obtained using Stark
broadening parameters w and assuming a linear de-
pendence of the Stark width with the electron density
[21]. For ne-measurements via Stark broadening of the
Fe I 538.33 nm transition, the temperature dependence
of the Stark width was taken into account using [22]

∆λS tark = w
ne

nre f
e

( T
T re f

)m

. (4)

Here, nre f
e and T re f are the reference values of ne and

T for which w is tabulated (Appendix A, Table A.3).
For the transitions other than Fe I 538.33 nm, the
T -dependence was unknown and therefore ignored.
The laser-produced plasma being characterized by a
strong variation of ne and a moderate variation of T , the
disregard of the T -dependence of ∆λS tark is expected to
have a small influence on the calculated spectral line
profiles [21, 12]. Since the Stark broadening parameters
were not known for most transitions, we measured
them in a separate experiment [23, 11]. The Stark shift
is obtained from Eq. (4) replacing w by the Stark shift
parameter.

3.3. Plasma composition

For the calculation of the plasma composition in lo-
cal thermodynamic equilibrium, we refer to previous
work [24, 25]. Once the number densities of all plasma

3



5000 10000 15000 20000

Temperature (K)

1×10
14

1×10
15

1×10
16

1×10
17

1×10
18

1×10
19

N
u

m
b

er
 d

en
si

ty
 (

cm
-3

)

n
e

Ni

Ni
+

Ni
2+

Cr

Cr
+

Cr
2+

Fe

Fe
+

Fe
2+

Mn Mn
+

Mn
2+

Si

Si
+

Si
2+

Ti

Ti
+

Ti
2+

Co

Co
+

Figure 1: Number densities of species vs temperature computed for a
plasma in LTE at atmospheric pressure with the elemental composi-
tion of the steel sample (see Table 1).

species are known, we compute the kinetic pressure us-
ing

P =

ne +
∑

A

zmax∑
z=0

nz
A

 kT − ∆P. (5)

Here, nz
A are the number densities of species from ele-

ment A with charge z, ∆P is the Debye pressure correc-
tion that accounts for the potential energy of charged
species in the plasma. The sum includes all atomic
species until a maximum charge zmax. Molecular species
are ignored as their abundance is negligible in the con-
sidered temperature range [14].

The number densities of the most abundant species
are presented in Fig. 1 as functions of temperature.
The calculations were performed assuming a plasma
at atmospheric pressure. It is shown that the num-
ber densities of neutral atoms undergo a monotonic de-
crease. The densities of singly charged ions increase
until T ≈ 10000 K. For T > 10000 K the ionic species
dominate the plasma composition but their number den-
sities decrease to satisfy the pressure condition. Dou-
bly charged ions have negligible number denisites for
T < 15000 K. They dominate the plasma composition
for T > 20000 K.
For practical applications, Eq. 5 can be written as

P = ne

(
1 +

1
δion

)
kT − ∆P, (6)

where δion is the ionization degree of the plasma. Thus,
an approximate evaluation of pressure is possible from
the measurements of ne and T and the estimation of
the ionization degree. Neglecting the Debye pressure
correction, we obtain for a completely ionized plasma
(δion = 1) the simplified expression P � 2nekT .

3.4. Plasma size along the line of sight

The plasma size along the line of sight can be de-
duced from the intensity ratio of optically thin and thick
transitions. In the optically thin case (τ << 1), Eq. (1)
becomes

Bthin
λ = ελL, (7)

where the emission coefficient ελ is related to the ab-
sorption coefficient via Kirchhoff’s law of thermal radi-
ation ελ/α = Uλ. In the opposite case of large optical
thickness (τ >> 1), Eq. (1) simplifies to

Bthick
λ = Uλ. (8)

The spectral radiance becomes independent of the
plasma size and depends on temperature only. The
plasma size L can be deduced from the ratio Bthin

λ /Bthick
λ

of appropriate spectral lines. In practice, we first adjust
the intensity of the measured spectrum to the computed
radiance of the optically thin line. Then, we vary the
plasma size until the computed radiance of the optically
thick line matches the measured intensity.

3.5. Calculation loop and line selection

To compare the measured spectrum to the spectral
radiance computed according to Eq. (1), Bλ was con-
voluted with the apparatus spectral profile. Moreover,
instead of calculating the absorption coefficients due
to ionization and inverse bremsstrahlung [see Eq. (2)],
the amount αion(λ) + αIB(λ) was adjusted so that the
intensity of computed continuum radiation equals the
measured continuum intensity.
The spectral radiance of a uniform plasma in local
thermodynamic equilibrium [Eq. (1)] depends on
n + 2 parameters: T , ne, L and the n − 1 fractions
of elements. We deduce all parameters applying the
iterative measurement algorithm presented previously
[25]. In the present work, the iterative loop includes
an additional procedure of line selection according to
their optical thickness and their interference with other
transitions. Thus, lines with τ > 1 are excluded from
the measurements of T , ne, and elemental fractions.
An additional criterion applies to the selection of
lines used for electron density measurements: their
Stark width must be large enough to enable accurate
ne-measurements.
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4. Results and discussion

4.1. Plasma diagnostics
4.1.1. Electron density measurement

The measured and computed profiles of the tran-
sitions used for ne-measurements are displayed in
Fig. 2 for different recording times. According to the
relative large Stark width (Appendix A, Table A.3),
the Fe I 538.33 nm transition (a) enables accurate
electron density measurements for t > 2 µs, when
ne < 1017 cm−3. For this transition, reliable Stark
broadening parameters are available in literature for
various values of plasma temperature [26]. We com-
puted the Stark width using Eq. (4) with the values of
w and m taken from Zielinski et al. [22]. The validity
of ne-measurements is proved by the linear correlation
between measured Stark shift and Stark width shown in
the inset of Fig. 2(a). The experiments being performed
in a temperature-stabilized laboratory environment,
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Figure 2: Measured (black lines) and computed (red lines) spectral
radiances in the ranges selected for ne-measurements. The electron
density was deduced from Stark broadening of Fe I 538.33 nm and
Fe I 382.78 nm for t ≥ 2500 ns (a) and t ≤ 2500 ns (b), respectively.
The linear correlation between Stark width and shift proves the high
accuracy of ne-measurements (see insert).
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t = 0.23 µs (squares), 0.33 µs (triangles up), 1.25 µs (circles), 2.5 µs
(triangles down), and 6.0 µs (diamonds) .

the shift measurements are of particular interest as
they improve the ne-measurement accuracy in the low
electron density range (see error bars in the insert).
At early times, the strongly broadened Fe I 538.33 nm
transition interfers with other transitions and the width
measurement becomes inaccurate. Thus, the electron
density is deduced for t < 2 µs from Stark broadening of
the Fe I 382.78 nm transition (b). This transition has a
relatively large Stark shift (see Appendix A, Table A.2)
that was explored to reduce the ne-measurement uncer-
tainty.

4.1.2. Temperature measurement
The temperature was deduced from the intensity ratio

of spectral lines from atoms and ions as illustrated by
the Saha-Boltzmann plot in Fig. 3. Here, the emission
coefficient of each line is deduced from the measured
spectrum using ε = εcomp Bmeas/Bcomp, where Bmeas and
Bcomp are the measured and computed line-integrated
spectral radiances, respectively. The accurate descrip-
tion of spectral lines from both atoms and ions by a
unique slope supports the hypothesis of a spatially
uniform plasma. As a consequence of the variations
of optical thickness and line interferences, the lines
selected for T -measurements depend on the recording
time. Typically, transitions of small Stark broadening
parameter are used at early times, whereas strongly
broadened lines are selected in priority at large delays.

4.1.3. Time evolution of ne and T
The electron density and plasma temperature are dis-

played in Fig. 4 as functions of time. To characterize
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Figure 4: Electron density (circles) and temperature (squares) vs
time. The vertical error bars represent the measurement uncertain-
ties, whereas the horizontal error bars indicate the time interval of
observation (gate width).

the decrease of T and ne, we approximate the mea-
sured data by functions ne,T = AtB (continuous lines)
with the parameters A and B deduced from the best
fit. We obtain ne(t) = 1.49 × 1020 t−1.02 and T (t) =

5.41 × 104 t−0.23, where t, ne and T are in units of ns,
cm−3 and K, respectively. Combining both expressions,
we obtain the electron density as a function of tempera-
ture ne(T ) = 0.152 T 4.435.

4.2. Characterization of pressure evolution
4.2.1. Determination of kinetic pressure

The expression ne = f (T ) deduced from the mea-
surements presented in Fig. 4 is now used as a boundary
condition for the calculation of the LTE plasma compo-
sition. Compared to the observations at constant atmo-
spheric pressure (see Fig. 1) significant changes occur
in the temperature dependence of plasma species when
the ne = f (T )-condition is applied (see Fig. 5). In op-
position to the monotonic decrease at constant pressure,
the temperature evolution of number densities of neu-
tral atoms exhibits a minimum for T ≈ 12000 K. More-
over, the number densities of doubly charged ions re-
main moderate, even for the largest considered temper-
ature value. Both observations are supported by the ex-
periment. Indeed, strong transitions from neutral atoms
are detected since the early expansion stage over the
entire time of observation. Contrarily, lines of doubly
charged ions are rarely observed in the emission spec-
tra recorded under experimental conditions typically ap-
plied in LIBS analyses [27].
In addition to the number densities of plasma species,

the calculated kinetic pressure [Eq. (5)] is displayed in
Fig. 5. The pressure is shown to reach a minimum value
for a temperature of about 7000 K. The pressure mini-
mum is the consequence of the explosion-like expansion
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Figure 5: Number densities of species vs temperature computed for
a plasma in LTE with the elemental composition of the steel sample
(see Table 1). The calculations were performed for the ne = f (T )-
dependence deduced from the measurements (see Sec. 4.1.3). The
pressure computed according to Eq. (5) is presented with respect to
the secondary y-axis.

dynamics of the laser-produced plasma. Initially char-
acterized by large values of density and temperature, the
plume rapidly expands until the internal pressure equals
the pressure of the surrounding compressed gas. As a
result of further cooling due to energy loss via radia-
tion, the pressure decreases to a minimum value below
the ambient gas pressure.

4.2.2. Pressure evolution and plasma expansion
Inserting the measured time evolution of temperature

(see Fig. 4) into the P = f (T )-dependence displayed in
Fig. 5, we obtain the time evolution of the kinetic pres-
sure. As shown in Fig. 6, P(t) decreases monotonically
until it reaches a minium value for t ≈ 10 µs. The time
when the minimum pressure is observed coincides with
the time for which the plasma size along the line of sight
[deduced from the intensity ratio between optically thin
and optically thick spectral lines (Sec. 3.4)] is reached.
The L-value equals the plasma size deduced from the
plume images exposed in Fig. 7. The images illustrate
the fast expansion dynamics during a time interval of
several tens of nanoseconds, followed by a much slower
evolution. Despite a small imperfection that is attributed
to the laser energy distribution, the plume is character-
ized by a well defined expansion front until a time of
several hundreds of nanoseconds. At later times, diffu-
sion processes take places, rendering the plume shape
symmetric with a leveled intensity distribution.

Although the deduced pressure evolution coincides
with the plasma expansion dynamics, the observed min-
imum value of about one order of magnitude below the
ambient gas pressure is questionable. In literature, it is
difficult to find information on the properties of laser-
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produced plasmas in the late expansion stage. The ex-
perimental investigations are challenging. The elec-
tron density measurements have large uncertainties as
Stark broadening becomes small compared to other line
broadening mechanisms. According to the reduced tem-
perature, the observed spectral lines mostly belong to
electronic levels of low excitation energy and their emis-
sion intensities are affected by self-absorption. More-
over, the plasma runs out of equilibrium as the colli-
sional rates decrease with ne and T . Consequently, the
late expansion stage of laser-produced plasmas is also
challenging for theoretical investigations. The timescale
covered by numerical modeling is typically smaller than
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Figure 7: Plasma images recorded for different times. The incoming
laser beam and the sample surface location are indicated for t = 10 ns
by the arrow and the horizontal line, respectively. The color scale is
adjusted to the maximum intensity for each image.

a microsecond [28, 8]. Only Ershov-Pavlov et al. per-
formed calculations on a longer timescale [17]. Con-
sidering ablation of aluminum with infrared nanosec-
ond laser pulses in ambient air, the calculations predict
a minimum pressure below the atmospheric pressure for
a delay of several microseconds, in agreement with our
observations.
The pressure decrease below the ambient pressure
∆Pmin = Pmin − Pamb < 0 is characteristic for classical
explosions [29]. In that case, the amplitude |∆Pmin| is
small compared to the ambient pressure (< 10%). The
larger amplitude |∆Pmin| in the laser-produced plasma
may be explained by the processes of rapid radiative
cooling and recombination related to the small plume
size.
In a previous work on LIBS analyses of glass [25], the
pressure minimum below the ambient gas pressure was
not observed. However, due to the presence of oxy-
gen, the plasma was shown to run out of equilibrium
for times t > µs. This leads to an overestimation of the
number densities of oxygen species and consequently to
an overvaluation of the kinetic pressure.
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The blue lines represent the blackbody spectral radiance.
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4.3. Model validation through spectra simulation
The measured and computed spectral radiances

are displayed in Fig. 8 for a range of several strong
Fe+-transitions. More than 300 lines were considered
in the calculation. The most intense transitions are
listed in Table A.4 (see Appendix A). Among them,
several lines are shown to saturate at the same Bλ-value.
This behavior is predicted for optically thick lines
that are expected to saturate at the blackbody spectral
radiance according to Eq. (8). The spectral radiance
of these lines is independent of the plasma dimension.
Contrarily, the spectral radiance of optically thin tran-
sitions increases linearly with L according to Eq. (7).
The difference in the L-dependence was explored to
measure the plasma size along the line of sight. Thus,
we adjusted the intensity of the measured spectrum
to the computed spectral radiance for the strongest
optically thick transitions. Then, we adjusted L so
that the measured intensity of optically thin transitions
(i.e. Fe I 382.78 nm) equals their computed radiance.
Applying this procedure to the spectra recorded for
t < 1 µs, we obtain L-values in agreement with the
plasma diameter deduced from the plume images
(see Fig. 7). The plasma emission spectrum is thus
well described by the spectral radiance of a uniform
plasma in local thermodynamic equilibrium according
to Eq. (1).

5. Conclusion

The present analyses demonstrate that laser ablation
of solid materials in appropriate conditions generates
a uniform plasma in local thermodynamic equilibrium.
For a clear demonstration, we irradiated stainless steel
with UV nanosecond laser pulses under argon back-
ground gas. The rich spectrum of iron was explored us-
ing both optically thin and optically thick spectral lines.
Transitions of negligible optical thickness were used for
accurate measurements of temperature, electron density
and plasma composition. The knowledge of the plasma
properties was then used to calculate the spectral radi-
ance of strongly self-absorbed lines. These lines were
shown to saturate at the blackbody spectral radiance in
agreement with the radiation model of the uniform LTE
plasma. The accurate plasma diagnostics allowed us to
deduce the time evolution of the kinetic pressure within
the ablated vapor plume. The pressure was shown to de-
crease monotonically until it reaches a minimum value
for a delay of a few microseconds. The minimum pres-
sure was found to be smaller than the ambient gas pres-
sure, in agreement with the computational predictions

of Ershov-Pavlov [17]. The precise knowledge of the
pressure evolution in the laser-produced ablation plume
is of interest for the validation of plasma modeling. It
may play the role of a control parameter in material
analyses via calibration-free laser-induced breakdown
spectroscopy.
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Appendix A. spectroscopic data

The spectroscopic data were taken in priority from
the NIST database [30]. For spectral lines for which no

Table A.2: Fe-transitions used for ne and T measurements: wave-
length λ, transition probability Aul, energy E and total angular mo-
mentum quantum number J of upper (index u) and lower (index l)
excitation levels, Stark width w and shift d for ne = 1 × 1017 cm−3.

λ Aul El Eu w d
(nm) (µs) (eV) (eV) Jl Ju (pm) (pm)

Fe I 302.064 75.90 0.00 4.10 4 4 4 0
Fe I 322.206 86.50 2.40 6.25 5 5 54 -10
Fe I 322.579 118.00 2.40 6.24 5 6 54 -10
Fe I 328.675 59.90 2.18 5.95 3 3 20 5
Fe I 344.061 17.10 0.00 3.60 4 3 5 2
Fe I 346.586 11.90 0.11 3.69 1 1 5 2
Fe I 347.545 9.75 0.09 3.65 2 2 5 2
Fe I 349.057 6.14 0.05 3.60 3 3 5 2
Fe I 353.656 99.50 2.88 6.38 2 3 60 0
Fe I 354.108 86.50 2.85 6.35 4 5 60 0
Fe I 354.208 95.10 2.87 6.36 3 4 60 0
Fe I 355.492 140.00 2.83 6.32 5 6 60 0
Fe I 360.668 82.90 2.69 6.13 5 6 15 3
Fe I 365.147 58.30 2.76 6.15 3 4 10 3
Fe I 370.557 3.21 0.05 3.40 3 3 5 0
Fe I 371.993 16.20 0.00 3.33 4 5 5 0
Fe I 372.256 4.97 0.09 3.42 2 2 5 0
Fe I 373.332 6.48 0.11 3.43 1 1 5 0
Fe I 373.486 90.10 0.86 4.18 5 5 6 0
Fe I 373.713 14.10 0.05 3.37 3 4 7 0
Fe I 374.556 11.50 0.09 3.40 2 3 7 0
Fe I 374.826 9.15 0.11 3.42 1 2 7 0
Fe I 374.948 76.30 0.91 4.22 4 4 8 0
Fe I 375.823 63.40 0.96 4.26 3 3 8 0
Fe I 376.554 95.10 3.24 6.53 6 7 11 2
Fe I 381.584 112.00 1.48 4.73 4 3 13 5
Fe I 382.042 66.70 0.86 4.10 5 4 9 3
Fe I 382.430 38.07 3.30 6.54 4 4 8 0
Fe I 382.444 2.83 0.00 3.24 4 3 6 0
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Table A.3: Additional Fe-transitions used for ne and T measurements:
wavelength λ, transition probability Aul, energy E and total angular
momentum quantum number J of upper (index u) and lower (index l)
excitation levels, Stark width w and shift d for ne = 1 × 1017 cm−3.

λ Aul El Eu Jl Ju w d
(nm) (µs) (eV) (eV) (pm) (pm)

Fe I 382.588 59.70 0.91 4.15 4 3 9 3
Fe I 382.782 105.00 1.56 4.80 3 2 13 5
Fe I 385.637 4.64 0.05 3.27 3 2 6 0
Fe I 385.991 9.69 0.00 3.21 4 4 6 0
Fe I 387.857 6.17 0.09 3.28 2 1 6 0
Fe I 388.628 5.29 0.05 3.24 3 3 6 0
Fe I 388.705 3.52 0.91 4.10 4 4 9 3
Fe I 389.566 9.39 0.11 3.29 1 0 6 0
Fe I 392.291 1.08 0.05 3.21 3 4 6 0
Fe I 404.581 86.20 1.48 4.55 4 4 15 3
Fe I 419.909 49.20 3.05 6.00 4 5 12 2
Fe I 420.203 8.22 1.48 4.43 4 4 12 3
Fe I 422.743 52.90 3.33 6.26 5 6 100 25
Fe I 425.079 10.20 1.56 4.47 3 3 20 0
Fe I 426.047 39.90 2.40 5.31 5 5 50 20
Fe I 438.354 50.00 1.48 4.31 4 5 15 3
Fe I 441.512 11.90 1.61 4.42 2 3 15 3
Fe I 492.050 35.80 2.83 5.35 5 4 40 20
Fe I 526.954 1.27 0.86 3.21 5 4 7 2
Fe I 538.337 78.10 4.31 6.61 5 6 185 -21
Fe I 538.948 12.76 4.42 6.72 3 3 150 30
Fe I 539.146 6.86 4.15 6.45 3 2 30 10
Fe II 292.659 5.10 0.99 5.22 7/2 9/2 6 0
Fe II 294.440 35.00 1.70 5.90 3/2 1/2 8 4
Fe II 294.765 20.10 1.67 5.88 5/2 3/2 8 4
Fe II 298.483 43.00 1.67 5.82 5/2 5/2 13 4
Fe II 300.264 17.90 1.70 5.82 3/2 5/2 8 4
Fe II 307.717 14.00 4.08 8.10 13/2 11/2 13 0.0
Fe II 315.420 20.60 3.77 7.70 9/2 9/2 7 -2
Fe II 316.785 16.00 3.81 7.73 7/2 7/2 7 -2
Fe II 317.753 17.40 3.90 7.80 7/2 7/2 7 -2
Fe II 322.774 8.90 1.67 5.51 5/2 7/2 15 0

transition probability was given by NIST, the Aul-values
were taken from the Kurucz database [31].
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