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Abstract—In fixed PV installations, the azimuth and tilt of the panels are normally chosen with the objective of maximizing the plant capacity factor. In this paper, we show that when considering distribution networks with densely clustered PV plants, there exist installation criteria other than the conventional that achieve higher net PV production without violating distribution network constraints. In particular, we formulate an optimization problem to determine the siting, sizing, azimuth and tilt of all panels across a residential area in order to maximize the PV production over a year while respecting the power grid voltage and line ampacity constraints. As a case study, we consider a Swiss distribution network and synthetic irradiance data for the considered area generated by using a clear-sky model. We use the case study to compare the conventional method of installing PV panels to the proposed method, and show that the latter can achieve an almost 6% increase in total solar electricity production.

Index Terms—PV systems, Power System Planning.

I. INTRODUCTION

Solar Photovoltaic (PV) technologies experienced a substantial increase in installed capacity in 2014 worldwide (+40 GW with respect to the previous year) and are gaining a prominent role in the generation mix, with a global total of 177 GW, compared to 377 GW of wind [1]. The constantly decreasing price of panels and the potential further development of promising technologies, such as organic PV [2], encourage the vision that solar generated electricity can gradually displace conventional generation in the long run.

As known, there are two problems associated with PV generation: the intrinsic variability (requiring more severe ramping duties from conventional generation units) and the fact that PV panels are connected to low-voltage (LV) distribution networks. In fact, distribution networks were not designed to accommodate significant levels of production, and in the absence of expensive network reinforcements, excess PV generation can cause voltage levels and line ampacity violations.

Solutions to these problems that are envisaged in the existing literature include the development of self-consumption programs for absorbing production peaks, communication-based curtailment strategies, and the installation of electrochemical storage, as proposed in, e.g. [3]–[6].

In this paper, we investigate an augmented set of installation criteria for fixed PV plants\(^1\). In particular, we develop an optimization problem with the objective of siting, sizing and determining the installation characteristics of PV plants (panel azimuth and tilt) in order to maximize PV penetration while respecting network constrains. Our methodology uses a Geographical Information System (GIS) database to retrieve information on the electrical grid and availability of solar resources. In the context of the existing literature, the proposed planning procedure can be regarded as a method to achieve safe PV operation by design, therefore without requiring the deployment of any communication and control infrastructure, or implementing network reinforcements.

The paper is organized as follows. Section II provides a detailed problem description. In Section III the particulars of the case study are outlined. Section IV presents the most important results, and conclusions are given in Section V.

II. PROBLEM STATEMENT AND FORMULATION

We consider the general task of siting and sizing fixed PV installations in order to maximize the total electricity generation over a year while respecting network constraints. Given \( j = 1, 2, \ldots, N \) eligible locations for PV installations, the objective is to determine the following quantities for each of them:

- \( C_j \in \mathbb{R}^+_0 \), the total PV capacity to install. It is measured in kilowatt-peak (kWp). As known 1 kWp is the installation capacity that generates 1 kW of electrical power under standard test conditions (STC, 25 °C of cell temperature and 1 kWm\(^{-2}\) of normal irradiance with given specific spectrum). When \( C_j = 0 \), no PV is installed in the location \( j \);

\(^1\)Fixed PV plants refers to ground or roof-mounted PV installations that do not implement any sun tracking system.
the azimuth, i.e. the orientation of the panel. It is denoted by \( \alpha_j \in A = \{90^\circ, 135^\circ, 180^\circ, 225^\circ, 270^\circ\} \). It is discretized into five possible values corresponding to east (E), south-east (SE), south (S), south-west (SW), west (W) facing;  
- the tilt, i.e. the inclination of the panel with respect to the horizontal plane. It is also discretized into the following set, \( \theta_j \in T = \{0^\circ, 20^\circ, 35^\circ, 50^\circ, 65^\circ\} \).

Let the positive scalar value

\[
I(j, k, \alpha, \theta) \in \mathbb{R}_0^+
\]

be the solar irradiance (in kW m\(^{-2}\)) for a given geographical location \( j \), discrete time instant \( k \), azimuth \( \alpha \) and tilt \( \theta \). The value of PV electricity production in a time interval of duration \( T_s \) (10 minutes) for a given value of nominal capacity and irradiance is modelled by scaling the capacity \( C_j \) by the factor \( I \) and \( T_s \):

\[
C_j I(j, k, \alpha, \theta) T_s.
\]

By doing this, we assume that the cell temperature is always equal to STC. In other words, we neglect the dependency between temperature and PV conversion efficiency according to STC. In other words, we neglect the dependency between temperature and PV conversion efficiency according to STC. In other words, we neglect the dependency between temperature and PV conversion efficiency according to STC. In other words, we neglect the dependency between temperature and PV conversion efficiency according to STC.

The objective function (3) is the sum of the PV production (2) over the entire solar time series (expressed by the discrete time index \( k = 1, \ldots, n \)) and all the possible locations. The functions \( g(\cdot) \) and \( h(\cdot) \) in (4) and (5) denote the power flow equations to determine the line currents \( I_{lk} \) (\( l \) is the line index and \( L \) is the total number of lines), the complex node voltages \( V_{bk} \) and active power \( P_{bk} \) (\( b \) is the bus index and \( B \) is the total number of buses). Normally, they are a function of the slack bus voltage, net nodal power injections and network topology, although these are omitted in the notation for the sake of simplicity. The power flow problem is solved using the Matpower library. More details on the network and power flow are given in Section III-A.

The inequality constraint (6) is to assure that the absolute value of the power injection \( P_{bk} \) at bus \( b \) and time \( k \) is smaller than the bus capacity \( P_{k, max} \) (typically, the rate of the MV/LV substation transformer). The inequality (7) states that the voltage magnitude at the buses should be within the allowed bounds, while (9) is to avoid line ampacity violations. Clearly the variables of (6)-(8) are all functions of the PV power injections, which again is omitted to keep the notation simple. The last constraint (9) is to bound the installed nominal power capacity in each location according to a predefined \( C_{j, max} \) value designed by the planner according to, for example, the availability of space for the installation. In our case it is as:

\[
C_{j, max} = 500 \text{ kW} \quad j = 1, \ldots, N \tag{10}
\]

B. Configuration 1

In this configuration, the azimuth and tilt of the panels are also variables in the optimization problem. Indeed, this more involved problem consists of determining the PV capacity, azimuth and tilt of the installations in order to maximize the total PV generation while respecting network constraints. It can be formally stated as:

\[
\begin{bmatrix}
C_1^\alpha, \ldots, C_N^\alpha \\
C_1^\theta, \ldots, C_N^\theta
\end{bmatrix}
= \arg \max_{C_1, \ldots, C_N \in \mathbb{R}_0^+} \sum_{k=1}^{n} \sum_{j=1}^{N} C_j I(j, k, \alpha, \theta) T_s \tag{11}
\]

subject to:

\[
g(I_{lk}, V_0) = 0 \quad l = 1, \ldots, L \quad k = 1, \ldots, n \tag{12}
\]

\[
h(V_{bk}, P_{bk}, V_0) = 0 \quad b = 1, \ldots, B \quad k = 1, \ldots, n \tag{13}
\]

\[
-P_{k, max} \leq P_{bk} \leq P_{k, max} \quad b = 1, \ldots, B \quad k = 1, \ldots, n \tag{14}
\]

\[
V_{min} \leq |V_{bk}| \leq V_{max} \quad b = 1, \ldots, B \quad k = 1, \ldots, n \tag{15}
\]

\[
-I_{nom} \leq |I_{lk}| \leq I_{nom} \quad l = 1, \ldots, L \quad k = 1, \ldots, n \tag{16}
\]

\[
C_j \leq C_{j, max} \quad j = 1, \ldots, N \tag{17}
\]

Both the optimization problems in (3)-(9) and (11)-(17) are non-convex because the nonlinear power flow equations and the PV power injections, which involve nonconvex trigonometric relationships of the optimization variables \( \alpha \) and \( \theta \). The optimization problems are solved by using the mixed integer genetic algorithm (GA) of Matlab [8]. We report in Table I the selected options for running the GA algorithm: as usual

\[2\] We refer to locations in the Northern Hemisphere.
for GAs, the parameters are chosen empirically and should be tuned when changing the configuration of the problem in order to guarantee the best performance.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of decision variables</td>
<td>1143</td>
</tr>
<tr>
<td>Crossover probability</td>
<td>0.5</td>
</tr>
<tr>
<td>Maximum number of generations</td>
<td>3000</td>
</tr>
</tbody>
</table>

## III. Case Study

We consider a suburb/rural area that extends over approximately 70 km² in the south west of Switzerland. The area is served by a MV/LV network, has a southerly exposition and lacks significant topographical shading. It therefore has potential for the large scale deployment of PV installations.

### A. Electrical Network

The electrical network consists of 58 MV/LV nodes. The details of the network topology, geolocated nodes, line lengths and types (aerial or buried), ampicity and kinds of cable are available from the local distribution system operator. This allows the complete characterization of the network, modelled using its direct sequence equivalent. Only the MV backbone is modelled in detail. The LV feeders are modelled in terms of the capacity of the MV/LV transformers. A diagram sketching the geographical distribution of the considered network and its topology is shown in Fig. 1.

![Figure 1. Geolocated diagram of the considered MV electrical network. The circles denote the MV buses (or nodes). Irradiance time series are available for each pixel of the geographical domain, that has a resolution of 84 m × 84 m.](image)

In order to solve the power flow problem and evaluate the set of inequality constraints in (6)-(9) and (14)-(17), the power injections at the buses are required. For each bus and time step, the power injection is given by the difference between the nodal aggregated PV generation and nodal aggregated demand. The nodal aggregated demand is chosen in order to represent typical consumption patterns. As the power transit from one MV node is known from measurements, the power consumption at each bus is given by the measured quantity scaled according to the node capacity plus an additional normal i.i.d. noise.

As far as the nodal aggregated PV generation is concerned, we assume that the PV generation of each pixel in the grid of Fig. 1 feeds into the MV node with the lowest mutual Euclidean distance. In order to reduce the complexity of the problem, we consider only the pixels adjacent to the MV nodes. As will be seen in the following, even this reduced set of locations is already enough to saturate the PV hosting capacity of the network.

### B. Irradiance data

1) The r.sun function in GRASS: The irradiance data (1) are obtained using the r.sun routine of the open source geographical information system (GIS) GRASS [9]–[11]. A GIS is a computer-based tool that enables calculation, combination and visualization of spatial information of various kinds. The aforementioned routine calculates the surface-incoming global clear-sky radiation under consideration of local conditions. Based on a digital elevation model (DEM), the computation takes into account the slope and aspect of each grid cell as well as self-shading and shading from the surrounding terrain. The DEM is computed from the NASA Shuttle Radar Topography Mission, which mapped nearly the entire globe at high resolution (http://gdem.ersdac.jspacesystems.or.jp). Each of the grid cells represents one of the N points in the optimization procedure and is assigned an individual panel orientation. The solar radiation that reaches the top of the atmosphere can be modelled deterministically as a function of time, date, and geographical coordinates. It is solely determined by the relative position of the earth and the sun. For the transmission through the earth’s atmosphere however, additional parameters need to be taken into account. Perturbations from the atmosphere are included through the Linke turbidity factor. It indicates how strongly the incoming solar radiation is attenuated by water vapor and aerosols before reaching the surface. We downloaded monthly averaged Linke turbidity factors for the considered location from the HelioClim–1 database of Solar Irradiance (v4.0, http://www.soda.is.com), and interpolated in time to get daily values. The clear-sky data also account for the terrain shading, that is derived from 12 horizons. This means that for each grid cell, the trajectory of the sun across the sky is calculated for every day of the year at 30° intervals and any incidence of topography blocking out the solar radiation is noted by setting incoming direct beam radiation to zero. Especially in mountainous terrain like our study site, shading from nearby mountains and ridges can considerably shorten the time of solar irradiance during the day. A natural alternative to using clear-sky data is to use real-sky radiation from measurements. In this case, the former are used because they are available for virtually any location, and are therefore more suitable for a power system planning methodology. As a final observation, note that global clear-sky data do not always correspond to the best case PV production scenario. For example, under hazy sky conditions,
the contribution from refracted radiation might be so large that the total irradiance actually exceeds its equivalent clear-sky value. If one wishes to analyze the impact of the largest possible amount of PV generation, a factor of 1.3 of the clear-sky irradiance should be considered (see for example [12]).

2) Irradiance data scenarios: In order to have an estimate of the potential PV production over a complete one-year period, we consider four days of hourly irradiance values for the spring, summer, autumn and winter. Therefore, with reference to Eq. (1), the irradiance time series for a given location \( j \), azimuth \( \alpha \) and tilt \( \theta \) corresponds to a time series composed of \( n = 24 \times 4 \) data points.

IV. RESULTS AND DISCUSSION

The results of the optimization problem for Configuration 0 are summarized in Fig. 2, which shows the amount of nominal power installed in each location, \( C_{o1}, \ldots, C_{oN} \). As mentioned previously, Configuration 0 emulates the current standard planning approach, in which PV plants are installed in such a way as to maximize total generation over the year. Hence all the installations face south and have a tilt angle of 35°.

![Figure 2. Results for Configuration 0. Each pixel is coloured according to the amount of nominal power installed.](image)

The results for Configuration 1 are shown in Fig. 3. In this case, the output of the optimization problem is given by the installed nominal capacity for each location \( C_{o1}, \ldots, C_{oN} \) (shown in Fig. 3a) as well as the azimuth \( \alpha_{o1}, \ldots, \alpha_{oN} \) and tilt \( \theta_{o1}, \ldots, \theta_{oN} \) of the panels (figures 3b and 3c).

By comparing figures 2 and 3a, it is clear that Configuration 1 achieved a larger installed PV capacity than Configuration 0, as also confirmed by Table II. In the former case, PV panels are facing east and west, as shown in Figure 3b. The most important aspect of Table II is that Configuration 1 achieves a 5.7% increase in the total PV energy production compared to Configuration 0, with a substantial increment in the summer, a decrease in the winter and comparable levels in the spring and autumn. Given the quite marked seasonal variation, it is natural to question whether persistent seasonal weather patterns might increase the PV production of Configuration 1.

Table III shows the production value after being corrected according to seasonal clear-sky index, averaged over a period of 1 year. The clear-sky index (CI) provides information on how much radiation actually reached the Earth’s surface compared to the clear-sky global radiation. Formally, it is given by:

\[
CI = \frac{\text{measured global real-sky irradiance}}{\text{global clear-sky irradiance}}.
\]

For the considered locality, it was computed using information
TABLE II

PV PRODUCTION IN IDEAL CLEAR-SKY CONDITIONS.

<table>
<thead>
<tr>
<th>Value</th>
<th>Unit</th>
<th>Configuration 0</th>
<th>Configuration 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total PV installed</td>
<td>MWp</td>
<td>4.42</td>
<td>7.18</td>
</tr>
<tr>
<td>Spring production</td>
<td>MWh/day</td>
<td>33.71</td>
<td>33.67</td>
</tr>
<tr>
<td>Summer production</td>
<td>MWh/day</td>
<td>38.10</td>
<td>51.90</td>
</tr>
<tr>
<td>Autumn production</td>
<td>MWh/day</td>
<td>33.52</td>
<td>33.76</td>
</tr>
<tr>
<td>Winter production</td>
<td>MWh/day</td>
<td>17.85</td>
<td>11.13</td>
</tr>
<tr>
<td>Total</td>
<td>MWh/4day</td>
<td>123.19</td>
<td>130.46</td>
</tr>
</tbody>
</table>

from a nearby Meteoswiss weather station. Table II shows that the production gain for Configuration 1 is approximately 5.6%, hence similar to the previous, clear-sky value of 5.7%. Given these results, it can be concluded that the PV hosting capacity is larger for Configuration 1 than Configuration 0 for the same grid.

TABLE III

TOTAL PV PRODUCTION AFTER CORRECTION USING THE CLEAR-SKY INDEX.

<table>
<thead>
<tr>
<th>Value</th>
<th>Unit</th>
<th>Configuration 0</th>
<th>Configuration 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>MWh/4day</td>
<td>76.76</td>
<td>81.17</td>
</tr>
</tbody>
</table>

However, it is worth noting that the overall modest increment in the total PV generation comes at the cost of increasing the PV installed capacity by 62%. This implies a decrease in the global PV capacity factor, and therefore a general increase in the energy and cost payback times of the installations. Nevertheless, this aspect may become less relevant if the development of current or new PV technologies leads to more cost and energy efficient production processes.

We now consider production profiles. Figures 4a and 4b show the global PV power generation over time for Configuration 0 and 1, respectively. In the latter case, a smoother daily production curve is achieved due to the presence of panels with E and W expositions.

The last part of the analysis is concerned with identifying the constraints that limit the penetration of PV installations. In our case study, the main limiting factor was the upper bound of the current ampacity constraints (in other words, when backfeeding excess power to the main grid), especially for the lines leading to the grid connection point. According to (8) and (16), the following expression

\[ |I_{lk}| \leq I_{nom} \]  

should always be negative. The values of Eq. (19) for each line \( l = 1, \ldots, L \) for two selected scenarios of each configuration are shown in Figure 5. The time dimension \( k = 1, \ldots, n \) is represented as a boxplot, with each whisker showing the minimum, median and maximum value occurring during the respective day scenario.

A comparison of the summer scenarios (Figures 5a and 5c) shows that the median value of Configuration 0 is larger than that of Configuration 1. This is because the PV production is spread over the day, therefore the daily average utilization factor of the lines is larger. Finally, in the winter scenarios (Figures 5b and 5d), the utilization is in general smaller due to the reduced amount of PV export.

V. CONCLUSION AND FUTURE WORK

Motivated by the need for practical solutions for the displacement of conventional generation, in this paper we have considered the problem of how to deploy a large number of fixed PV installations in existing distribution networks without the need for expensive network reinforcements. Using the electrical parameters of an existing MV/LV distribution network and GIS information on solar resource availability, we formulated an optimization problem to site, size, and determine panel azimuth and tilt in order to maximize PV penetration in a given area while respecting network constraints. For the considered case study, we have shown that the optimized configuration leads to an almost 6% increase in net PV electricity generation compared to the conventional method of installing panels (where azimuth and tilt are chosen to maximize the theoretical capacity factor of individual installations).

In comparison with the methods proposed in the existing literature (that mainly consider curtailment strategies, deployment of local storage and PV self-consumption policies), the proposed solution can be regarded as a design methodology to passively achieve network-safe, large PV penetration without the need for investing in communication and control infrastructure. The inherent drawback is a general reduction of the PV...
plant’s capacity factor, and therefore a deterioration of the typical performance index for PV installations, such as energy and cost payback time. However, this observation is implicit also in the case of implementing PV curtailment strategies, although it was not quantified in this paper. With this in mind, it is important to mention that a comparison between the proposed method and curtailment strategies should be developed in order to understand whether the latter can yield a larger amount of PV production for the same amount of nominal power. An aspect that definitely calls for further investigation is understanding the potential advantages of hybrid solutions: for example, it is conceivable that mutual benefits might arise from coupling the proposed PV layout optimization with a storage-based PV self-consumption policy. This may reveal options for a further increase in the PV penetration or reduced storage requirements. An ongoing development is the formulation of a convex version of the optimization problem presented here (with enhanced tractability) through a relaxation of the optimal power flow problem and a numerical convexification procedure for the cost function.

ACKNOWLEDGMENTS

The authors thankfully acknowledge Prof. Davide Pavanello (HES-SO), Mr. Fontanaz (ESR), Dr. Konstantina Christakou, Mr. Nick Mostafa and Viet Anh Nguyen (EPFL) for the many discussions that have supported the development of this work.

REFERENCES