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Abstract
Speaker diarization is the task of partitioning an audio stream
into homogeneous segments according to speaker identity. To-
day state-of-the-art speaker diarization systems have achieved
very competitive performance. However, any small improve-
ment in Diarization Error Rate (DER) is usually subject to
very large processing times (real time factor above one), which
makes systems not suitable for some time-critical, real-life ap-
plications. Recently, a novel fast speaker diarization technique
based on speaker modeling using binary keys was presented.
The proposed technique speeds up the process up to ten times
faster than real-time with little increase of DER. Although the
approach shows great potential, the presented results are still
preliminary. The goal of this paper is to further investigate
this technique, in order to move towards a complete binary-
key based system for the speaker diarization task. Preliminary
experiments in Speech Activity Detection (SAD) based on bi-
nary keys show the feasibility of the binary key modeling ap-
proach for this task. Furthermore, the system has been tested on
two different kinds of test data: meeting audio recordings and
TV shows. The experiments carried out on NIST RT05 and
REPERE databases show promising results and indicate that
there is still room for further improvement.
Index Terms: speaker diarization, binary key, speech activity
detection

1. Introduction
Speaker diarization is the task of segmenting an audio file
into speaker-homogeneous segments. Currently speaker di-
arization has become a very common pre-processing tool for
many speech-related tasks which take advantage of dealing
with speech signals from a single-speaker. That is the case,
for instance, of speech recognition, which can be improved
through speaker adaptation. Media accessibility projects deal-
ing with speech technologies to provide access to audiovisual
content could also benefit from speaker diarization as a pre-
processing tool for the subsequent speech technologies. Fur-
thermore, searching speech utterances spoken by target speak-
ers within big audiovisual content repositories is increasingly
becoming very popular and challenging. Before identifying
such speakers by means of speaker identification technology,
they must be previously separated adequately. Here, speaker di-
arization systems should be accurate and fast enough in order to
process big quantities of data in a reasonable time period.

Most state-of-the-art systems rely on the use of Gaus-
sian Mixture Model (GMM) as speaker models, trained us-
ing maximum likelihood or discriminative training approaches.
Bayesian Information Criterion (BIC) is usually used to decide
which cluster pairs should be merged, as well as a stopping cri-
terion. Finally, data assignment is done by means of Viterbi

decoding. All the mentioned algorithms are applied iteratively,
imposing a high computational load which results in too long
processing times [1] (above 1xRT, being xRT the Real Time
factor) for some real-life applications.

Some efforts have been done in order to face the problem
of speed. [2] optimizes some parts of an agglomerative clus-
tering algorithm, resulting in an execution time of 0.97xRT. [3]
Reported real time factors up to 0.008xRT by parallelizing the
GMM training algorithms using GPU. The first approach seems
not to be fast enough, while the second option is very dependent
on complex, non-standard hardware architectures.

Recently, a novel speaker diarization framework was pro-
posed in [1], based on the “binary key” speaker modeling de-
scribed in [4]. This diarization system runs over 10 times faster
than real time with performance just slightly above a baseline
acoustic-based system. DER scores of around 27% with a real
time factor of 0.103 xRT were reported using all the NIST RT
databases. This technique provides a fast alternative to the GPU
approach but using a single CPU. In consequence, this solution
can be easily portable across more standard platforms.

This work follows the direction towards a complete bi-
nary key system for the speaker diarization task. For this pur-
pose, the binary key framework is tested to perform SAD in
order to check its feasibility for this task. In addition, a switch
from meeting room recordings to TV broadcast data is done,
as recently this kind of data is increasingly gaining more atten-
tion. Therefore, SAD and speaker diarization experiments are
performed using both meeting audio and TV audio using sev-
eral configurations to evaluate performance. These preliminary
experiments show that the binary key SAD approach outper-
forms a “classic” HMM-based audio segmentation tool using
the NIST RT05 database. In addition, when switching to TV
broadcast data, speaker diarization performance remains quite
similar with minimum system adaptation to the new domain.

The paper is structured as follows: Section 2 describes the
binary key speaker diarization system. Section 3 proposes bi-
nary key approach for SAD. Section 4 describes the experimen-
tal setup and results. Section 5 concludes and proposes future
work.

2. Speaker diarization using binary keys
The implementation of the binary key diarization system is
based on the system described in [1]. An overall description
is given in the current section (refer to [1] for further details).
As shown in figure 1, two different parts can be distinguished.
First, the acoustic processing block aims at transforming the
acoustic input data into a suitable binary representation. Sec-
ondly, the binary processing block takes the binary data from
the previous stage to perform an agglomerative clustering but,
unlike the classic approach, all the operations are performed in
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Figure 1: Overview of the binary key based speaker diarization
system.
the binary domain, which results in a significant gain in exe-
cution time, compared with state-of-the-art agglomerative sys-
tems.

2.1. Acoustic processing block

As said above, this block transforms the acoustic feature vec-
tors into binary vectors called binary keys. The key element
for this transformation is a UBM-like acoustic model, called
KBM (binary Key Background Model), which is trained using
the own test input data, but in a particular way. A single Gaus-
sian is trained every n seconds (with some overlap), so that in
the end a pool of several hundreds of Gaussians is obtained.
Proceeding in this way, it is guaranteed that the overall acoustic
space is covered by the pool of Gaussians. The next step con-
sists in taking a subset of N components from the pool so that
the selected Gaussians are as complementary and discriminant
between them as possible. To achieve that, the Gaussians are se-
lected iteratively by calculating the KL2 (symmetric Kullback-
Leibler) divergence between the already selected components
and the remaining ones, and the most dissimilar component is
selected. The process is repeated until having N components.

Once the KBM is trained, any set or sequence of input fea-
ture vectors can be converted into a binary key. A binary key
vf = {vf [1], ..., vf [N ]}, vf [i] = {0, 1} is a binary vector
whose dimension N is the number of components in the KBM.
Setting a position vf [i] to 1 (TRUE) indicates that the ith Gaus-
sian of the KBM coexists in the same area of the acoustic space
as the acoustic data being modeled. The binary key can be ob-
tained in two steps. Firstly, for each feature vector, the best
NG matching Gaussians in the KBM are selected (i.e., the NG
Gaussians which provide higher likelihood for the given fea-
ture), and their identifiers are stored. Secondly, for each compo-
nent, the count of how many times it has been selected as a top
component along all the features is calculated. Then, the final
binary key is obtained by setting to 1 the positions correspond-
ing to the top M Gaussians at the whole feature set level, (i.e.,
the M th most selected components for the given feature set).
Intuitively, the binary key keeps the components of the KBM
which best fit data being modeled, preserving only the ones with
highest impact. Note that this method can be applied to any set
of features, either a sequence of features from a short speech
segment, or a feature set corresponding to a whole speaker clus-
ter. This fact will make the comparison between two binary
keys straightforward, either between segment-cluster key pairs
or cluster-cluster key pairs.

The last step before switching to the binary process block
is the clustering initialization. This is done at the acoustic level
in order to have an initial rough clustering as a starting point.
Taking advantage of the KBM trained before, an initial set of

Ninit clusters is build by using the first Ninitth Gaussians in
the KBM. The input data are divided into small segments (e.g.,
100ms) and they are assigned to the cluster which Gaussian pro-
vides the highest likelihood.

2.2. Binary processing block

The binary block implements an agglomerative clustering ap-
proach. However, all operations are done with binary data,
what makes the process faster than with classic GMM-based
approaches. First, binary keys for the initial clusters are calcu-
lated using the method explained in section 2.1. Then, the input
data are reassigned to the current clusters. Data are first divided
into fixed length segments and binary keys are calculated for
all them. Note that these binary keys will be used along the it-
erations of the agglomerative clustering, so they can be stored
and reused. Next, the segments are assigned by comparing their
binary keys with all current cluster binary keys. The similarity
metric is given by equation 1.

S(vf1, vf2)) =
∑N
i=1(vf1[i] ∧ vf2[i])∑N
i=1(vf1[i] ∨ vf2[i])

(1)

where ∧ indicates the boolean AND operator, and ∨ indicates
the boolean OR operator. This is a very fast, bit-wise operation
between two binary vectors.

Once data are redistributed, binary keys are trained for the
new clusters. Finally, similarities between all cluster pairs are
obtained using equation 1 and the cluster pair with the highest
score is merged, reducing the number of clusters by one.

The iterative process is repeated until a single cluster is
reached, storing all the partial clusterings. At the end of the
process, the final clustering is output by using a modification
of the T-test TS metric proposed in [5]. After the computation
of intra-cluster and inter-cluster similarity distributions between
segments for each clustering Ci, the selected clustering is the
one which maximizes TS , given by equation 2.

Ts =
m1 −m2√
σ2
1
n1

+
σ2
2
n2

(2)

where m1 , σ1 , n1 , m2 , σ2 and n2 are the mean, standard
deviation and size of intra-cluster and inter-cluster distance dis-
tributions, respectively.

3. Binary key based SAD
The binary key speaker modeling has shown great potential to
discriminate between speakers [4]. Even the technique has been
successfully applied in emotion recognition as well [6].

Given the underlying GMM-UBM-like nature of the frame-
work, it could seem reasonable to hypothesize that the binary
key modeling could also be suitable for other audio classifica-
tion tasks (such as SAD), which are usually addressed using
GMMs.

In this section, a binary key based approach to SAD is pro-
posed. As for speaker modeling, a KBM model is needed in
order to capture the overall acoustic space. Then, binary keys
for the desired audio classes have to be obtained. Finally, data
assignment will be done by comparing binary keys of segments
of input data with acoustic classes binary keys.

In the case of SAD, the KBM is trained in a different way.
First, a GMM is trained for each acoustic class (e.g., “speech”
and “nonspeech”) using Expectation-Maximization (EM) algo-
rithm with appropriate labeled external data. The final KBM is
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the result of concatenating all Gaussian components of the indi-
vidual GMM. Therefore, a KBM build from two 16-component
GMM will contain 32 Gaussian components.

Once the KBM is obtained, binary keys for each class can
be trained with labeled data by using the binary key computa-
tion method explained in section 2.1.

Finally, the input data are assigned to the various acoustic
classes. The input signal is split into equal-sized small seg-
ments. Binary keys are computed for all them, and they are
compared with the binary keys of all audio classes. Each seg-
ment is assigned to the class for which binary key maximizes
the similarity measure given by equation 1.

4. Experiments and results
This section describes experimental setups and results for two
different tasks. First, the proposed SAD algorithm is evaluated.
Secondly, the obtained SAD labels are used as input labels for
the binary key speaker diarization system in order to discard non
speech content. Additionally, the system is also tested using
SAD labels obtained from a standard HMM-based SAD system
for comparison. Finally, some execution time figures are shown.

The two tasks are evaluated under two conditions: meet-
ing room data, and broadcast TV data. For meeting room ex-
periments, the NIST RT05 dataset is used, whilst the REPERE
[7] phase 1 test dataset is used for TV audio experiments. The
NIST RT05 database consists of a set of 10 meeting excerpts. In
the case of this paper, the Multiple Distant Condition (MDM)
of the NIST RT evaluations is used. Regarding the TV data, the
REPERE database was developed in the context of the REPERE
Challenge [8]. It consists of a set of TV shows from several
French TV channels. For speaker diarization performance com-
parison, refer to the NIST RT05 [9] and REPERE [10] evalua-
tions results.

4.1. Experimental setup

Experiments on both kinds of audio data (meeting room and TV
broadcast) share a common experimental setup, except some as-
pects regarding audio channel handling and feature extraction,
which are specified next. In the case of meeting audio exper-
iments, the multiple audio channels for each meeting are first
filtered through a Wiener filter to reduce noise, and then a sin-
gle, enhanced channel is obtained using beamforming [11]. For
TV audio, the provided single channel is used without further
treatment. Next, feature extraction is performed. In the case
of speaker diarization, standard 19-order MFCCs are computed
using a 25ms window, every 10ms. However, for SAD exper-
iments, 12-order LFCCs augmented with energy and first and
second derivatives (totaling a vector of 39 elements) are used.

For training the KBM for speaker diarization, single Gaus-
sian components are estimated using a 2s window in order to
have sufficient data for parameter estimate. Window rate is set
according to the input audio length, in order to obtain an initial
pool of 2000 Gaussians. In the case of the KBM for the SAD
task, the KBM is estimated following the method explained in
section 3 by using GMMs for each audio class.

With regard to binary key estimate parameters, the top 5
Gaussian components are taken in a frame basis, and the top
20% of the components at segment level.

The clustering initialization is done by using the first 16
Gaussian components in the KBM as cluster models for meeting
audio experiments. In the case of TV data, the number of initial
clusters is augmented to 25, as the database contains audio files
with higher number of speakers (up to 18 in some excerpts).

Table 1: SAD results using the NIST RT05 and REPERE as test
data. The segmentation error is broken down into miss speech
and false alarm. Baseline results using HMM-based SAD are
also included for comparison

NIST RT05 REPERE
KBM Miss False Seg. Miss False Seg
comp. alarm error alarm error

64 5.4 1.9 6.46 - - -
128 4.4 1.7 6.13 8.52 0.93 9.47
256 3.1 1.9 4.97 6.13 1.01 7.14
512 3.1 1.7 4.85 5.66 1.1 6.76

Classic 4.5 1 5.47 1.73 2.35 4.08SAD

Then, 100ms segments are assigned to the different clusters to
obtain the first rough, over-segmented clustering.

Finally, in the agglomerative clustering stage, binary keys
are computed for each 1s segment, augmenting it 1s before and
after, totaling 3s.

In order to evaluate performance, the output labels are com-
pared with the reference ones to compute the DER. Since the
proposed system does not handle overlap speech, regions with
more than one active speakers are ignored in the score compu-
tation (note that this is only for evaluation, so that overlapped
speech regions are included during the complete diarization pro-
cess).

4.2. Binary key based SAD results

As mentioned in section 3, the KBM estimate for SAD is per-
formed in a different way as it is done for speaker diarization.
This is due to the need of adequate labeled training data to es-
timate the audio classes models. Given that labeled data for the
test signal are normally unavailable, here the KBM is trained
using external data.

For the experiments on meeting audio, two audio classes
are used (“speech” and “nonspeech”), whilst 4 different classes
(“speech”, “speech plus music”, “music”, and “telephone”) are
utilized for TV audio.

The data assignment is done in a similar way as in the di-
arization system. But given the nature of the audio been clas-
sified, the window length should be significantly smaller than
the speaker window. For instance, using windows of 1s would
not capture pauses shorter than this. It has been established in
the literature that the minimum pause length to be taken into ac-
count should be 0.3s. It is for this reason that here the analysis
window is set to 0.3s.

Table 1 shows performance of the proposed binary key
based SAD approach using meeting room audio and TV audio.
In addition, results of an HMM-based [12] approach are given
for comparison.

In experiments on the NIST RT05 database, the proposed
SAD outperforms the baseline SAD when using 256 and 512
components in the KBM. However, the average false alarm error
keeps higher and this can have an additional impact as noise is
being introduced as speech content. With regard to the REPERE
database, the binary key SAD performance is slightly worse
when using a 512 component KBM. However, the false alarm
error remains lower for all the performed tests.
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Figure 2: Speaker diarization results on the NIST RT05 dataset
using HMM-based and binary-key-based SAD labels
4.3. Binary key based speaker diarization results

Figure 2 shows the DER trend according to N , N being the
number of components in the KBM (note that N is also the
number of bits in the binary key) using the NIST RT05 database
as test data. The experiment is performed with both SAD la-
bels from the classic HMM-based and the binary-key based ap-
proaches. Furthermore, DER scores for two different outputs
are shown: the DER of the clusterings returned by the sys-
tem, and the DER of the optimum clusterings selected manu-
ally (e.g., clusterings for which DER is minimum). This is done
to evaluate the effectiveness of the final clustering selection al-
gorithm. To measure execution times, the real time factor xRT
is calculated, as the ratio between the time the system takes to
perform the diarization (excluding SAD and feature extraction)
and the time labeled as speech by the SAD system.

DER results clearly show that the system stopping criterion
is not returning the optimum clusterings. In fact, DER of sys-
tem output oscillate between 20% and 27% when the number
of components is incremented, whilst the DER of the selected
optimum clusterings converges around 15% when using HMM-
based SAD labels, and around 17% when using binary-key SAD
labels.

Although the binary key SAD system outperformed the
HMM-based SAD system in previous SAD experiments, the re-
sulted DER when they are used within the diarization process
is affected negatively. An increment of around 2-3% absolute
can be appreciated with respect to the use of the HMM-based
SAD labels. There are two factors that can affect the final DER
of the system. First, the average false alarm error rate of the
binary SAD system is slightly higher than for the HMM-based
SAD. Since false alarm errors introduce noise to the speech sig-
nal being processed, clusters become less pure. This may result
in weaker speaker models. And second, it has been observed
that the label boundaries are not as precise as the HMM-based
system. This is due to the use of fixed-length segments when as-
signing data to an acoustic class, which does not allow to finely
adjust the beginning and end of each segment.

Regarding the number of components in the KBM, DER
converges for N above 500 (for optimum clusterings manually
selected). From this point, incrementing N does not result in a
DER improvement. Respecting execution time, xRT increases
linearly when incrementing N . For N = 512, xRT is around
0.11. The best result of 13.66% DER, is achieved using N =
704, with 0.14 xRT.

Figure 3 shows the DER trend according to the number of
components in the KBM for the case of TV audio. Note that,
except the initial number of clusters (25 initial clusters versus
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Figure 3: Speaker diarization results on the REPERE dataset
using HMM-based and binary-key-based SAD labels
16 for meeting audio experiments), the experimental setting is
exactly the same for both meeting and TV data experiments.
Taking this into account, system performance is not far from the
case of meeting audio experiments. Once again, the weakness
of the optimum clustering selection criterion is reflected. How-
ever, when manually selecting the optimum clusterings, the sys-
tem shows performance only slightly worse than in the case of
meeting audio. With regard to the used SAD labels, DER varies
around 2% absolute when using SAD labels obtained with both
HMM and binary keys. The reason of this decrease could be the
higher error rate of the binary key SAD system (around 2.7%
absolute higher than the baseline HMM-based system). In ad-
dition, the problem of segment refinement mentioned above can
have an added, negative impact.

5. Conclusions and future work
This work focuses on the binary key based speaker diarization
approach and aims at augmenting it by following two lines: the
binary key based SAD task, and the use of TV broadcast data.
SAD experiments show the potential of the binary key modeling
for such audio classification problem. In addition, when switch-
ing to TV broadcast data, speaker diarization performance re-
mains quite similar with minimum system adaptation to the new
domain. However, the final clustering selection algorithm does
not return the optimum clustering, so it has to be revised in order
to apply the system to real cases. Apart from that point, all the
above shows the feasibility of the binary key based speaker di-
arization and SAD for processing big repositories of TV shows.
It is thought that an in-deep analysis of the KBM training pa-
rameters will allow to tune the system according to the nature
of data being processed (audio duration, number of speakers,
speaker turn length, etc), leading to a significant gain in per-
formance. Finally, refining the obtained SAD labels boundaries
will correct the small differences in DER when using the classic
SAD labels.
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