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Abstract

This paper introduces an augmented model for first-order opinion dynamics, in which a weight of influence is attributed to each agent. Each agent’s influence on another agent’s opinion is then proportional not only to the classical interaction function, but also to its weight. The weights evolve in time and their equations are coupled with the opinions’ evolution. We show that the well-known conditions for convergence to consensus can be generalized to this framework. In the case of interaction functions with bounded support, we show that constant weights lead to clustering with conditions similar to those of the classical model.

Four specific models are designed by prescribing a specific weight dynamics, then the convergence of the opinions and the evolution of the weights for each of them is studied. We prove the existence of different long-term behaviors, such as emergence of a single leader and emergence of two co-leaders. The we illustrate them via numerical simulations. Lastly, a statistical analysis is provided for the speed of convergence to consensus and for the clustering behavior of each model, together with a comparison to the classical opinion dynamics with constant equal weights.

1 Introduction

The applied mathematics community has been very active in recent years in studying the dynamics of large systems of active agents, also called social dynamics. The interest stems out of the many different problems which can be modeled within this framework, such as animal groups [4, 5, 8, 13, 19]. In most applications, the interest is in large groups, e.g. bird flocks with thousands of members [3], and the term social refers to the nature of interaction rules. Moreover, one of the key phenomena is self-organization [6], i.e. the spontaneous emergence of well organized group patterns which results from the local interaction rules without any single group member
perceiving the global picture. Self-organization patterns include consensus, alignment, clustering, or the less studied dancing equilibrium [2, 7].

More specifically, in opinion dynamics, various models were proposed with different interaction rules. The first contributions date back to the 50’s, see [12, 14], then linear models were proposed by De Groot [9] and Lehrer [22]. More recent models include the celebrated bounded-confidence model by Hegselmann and Krause (briefly HK model) [16] and others, see [10, 15, 20, 21]. The HK model produces clustering by limiting the distance at which agents interact and [23] showed that heterophilious dynamics enhances consensus. We refer the reader to [1] and references therein for a complete discussion. In such models an agent interacts with the others depending on their opinion distance, possibly their topological position in the interaction network, and possibly some predetermined influence weights. Here we consider an augmented framework in which, in addition to the pairwise interaction function, a time-varying weight of influence is attributed to each agent. This weight allows us to model a social hierarchy within the group, where the most influential agents (i.e. those with the larger weights) have a much larger impact on the behavior of the group. The dynamics of the weights can be prescribed in a number of ways. We present different models coupling the opinions’ dynamics and the weights’ dynamics. We refer to [26] for a recent model with time-evolving masses for pedestrian dynamics.

We propose four different models for the weights’ evolution. For all models we impose the conservation of the sum of the weights, so that the weights simply shift between agents. In Model 1, agents gain mass if they attract the other agents more than they are attracted in pairwise interactions. This is achieved by looking at the midpoint dynamics. In Model 2, an agent gains mass if its stance or opinion is well received by many others. An example could model a politician using a wholly popular idea to gain influence. Many students and young voters may give support to free college in the United States which increases the influence of the agent with this idea. In Model 3, an agent gains mass by attracting other influential individuals. This model is appropriate for modeling opinions in the situation where very influential people appear to support opinions publicly. An example is when a musician, movie star, or popular artist supports a political candidate. The political candidate may gain influence because they appear to attract other influential individuals. Lastly, Model 4 represents a continuous version of Model 3, where we replace the set of most influential agents with a continuously varying coefficient.

We first address the problem of existence of solutions. Our models are smooth in the space variable but present natural discontinuities in the weight dynamics. Thus we consider solutions in the Filippov sense and prove that the space trajectory is always unique. This allows to prove that agents never coalesce in finite time and, for Models 1 and 2, if we start with some agents in the same position we can replace them by a single one whose weight is the sum of the weights.

We then prove some general properties of the system: the maximal norm of opinions is contracting as well as the convex hull of opinions. We also provide estimates on the diameter dynamics in terms of the interaction functional. We next focus on specific properties of the interaction function. If the interaction does not vanish for large distances, then consensus is always achieved exponentially fast in time. For the bounded-confidence case we prove that clustering occurs using an appropriate energy functional.
We then deal with heterophilious dynamics, in the specific case of a constant interaction function. In this simplified case, we highlight the main characteristics and constitutive differences in the large-time dynamics of our four models. For Model 1, the weights never vanish and have an a-priori lower bound. Therefore, no agent loses completely its weight (not even asymptotically) and no agent gains all the weight. On the contrary, for Model 2, a single agent will asymptotically gain all the weight and such agent can be identified a priori. Finally, for Models 3 and 4, equilibria exhibit two agents sharing all the weight and we conjecture that this are also the asymptotic states.

Then we turn our attention to numerical simulations. We show the behavior of all models with various agents starting from random positions and with random weights. We also measure the speed of convergence to consensus (when it is achieved) and show that the weight dynamics tend to facilitate consensus and increase the convergence speed for some of the proposed models. We then compare the clustering behavior of the four models in the case of an interaction function with bounded support. Lastly, we provide some conclusions and future directions.

2 General results

2.1 Notations and model definitions

Let \((x_i)_{i \in \{1, \cdots, N\}} \in (\mathbb{R}^d)^N\) represent the opinions (or positions) of a group of \(N\) agents.

A general opinion dynamics model, as introduced by Hegselmann and Krause in [16], can be written as:

\[
\begin{cases}
\dot{x}_i(t) = \frac{1}{N} \sum_{j=1}^{N} a(\|x_i(t) - x_j(t)\|) \ (x_j(t) - x_i(t)), \\
x_i(0) = x_0^i, \\
i \in \{1, \cdots, N\},
\end{cases}
\]

(1)

where \(a(\cdot)\) represents the interaction function. This general system models the dynamics of a group of agents in which each agent \(j\)'s influence on another individual \(i\) depends on the distance between them and on the position of \(j\) with respect to \(i\).

We extend this model by attributing to each agent a weight of influence \(m_i \in \mathbb{R}^+\), which evolves in time due to its own dynamics (note that we will also refer to it as the agent’s mass). Let \(M := \sum_{i=1}^{N} m_i\) be the total weight (or mass) of the system. A general form of this augmented model will be written as:

\[
\begin{cases}
\dot{x}_i(t) = \frac{1}{M} \sum_{j=1}^{N} m_j(t) a(\|x_i(t) - x_j(t)\|) \ (x_j(t) - x_i(t)), \\
\dot{m}_i(t) = \Psi(m(t), x(t), m_i(t), x_i(t)), \\
x_i(0) = x_0^i, \quad m_i(0) = m_0^i, \\
i \in \{1, \cdots, N\},
\end{cases}
\]

(2)

where we denoted by \(m\) the vector of \(N\) weights \(m = (m_i)_{i \in \{1, \cdots, N\}}\) and by \(x\) the \(N\) opinions \(x = (x_i)_{i \in \{1, \cdots, N\}}\). In this new approach, an agent \(j\)'s influence on \(i\) no longer depends solely on the vector \(x_j - x_i\), but also on the weight \(m_j\). This time-varying weight dynamics will be generally prescribed by a function \(\Psi\) depending on
the group’s opinions \((x_i)_{i \in \{1, \ldots, N\}}\) and weights of influence \((m_i)_{i \in \{1, \ldots, N\}}\). From here onward, for more simplicity we will denote by \(\psi_i\) the function \(\Psi\) evaluated at \(x_i\) and \(m_i\), i.e. \(\psi_i(m, x) := \Psi(m, x, m_i, x_i)\). We rewrite system (2) in the condensed form:

\[
\begin{align*}
\dot{x}_i(t) &= X_i(x(t), m(t)), \\
\dot{m}_i(t) &= \psi_i(x(t), m(t)), \\
x_i(0) &= x_i^0, \quad m_i(0) = m_i^0,
\end{align*}
\]

where we denoted by \(X_i : (\mathbb{R}^d)^N \times \mathbb{R}^N \to (\mathbb{R}^d)^N\) the function

\[
X_i : (x, m) \mapsto \frac{1}{M} \sum_{j=1}^{N} m_j a(\|x_i - x_j\|) (x_j - x_i).
\]

Furthermore, we assume that for each \(i \in \{1, \ldots, N\}\), there exists a function \(\psi_i\) such that

\[
\forall (x, m) \in (\mathbb{R}^d)^N \times \mathbb{R}^N, \quad \psi_i(x, m) = m_i \psi_i(x, m).
\]

We will also use the notations

\[X := (X_i)_{i \in \{1, \ldots, N\}}, \quad \Psi := (\psi_i)_{i \in \{1, \ldots, N\}}, \quad \psi := (\psi_i)_{i \in \{1, \ldots, N\}},\]

and from here onward we assume the following:

**Hypothesis 1.** The function \(s \mapsto a(\|s\|)s\) is locally Lipschitz in \(\mathbb{R}^d\), and the function \(\psi\) is locally bounded in \((\mathbb{R}^d)^N \times \mathbb{R}^N\).

**Remark 1.** The fact that the mass dynamics satisfy (5) together with Hypothesis 1 implies that non-negative weights remain non-negative at all time.

We also require the following condition on the weight dynamics:

**Hypothesis 2.** For all \((x, m) \in (\mathbb{R}^d)^N \times \mathbb{R}^N\),

\[
\sum_{i=1}^{N} \psi_i(x, m) = 0.
\]

This implies that the total weight \(M\) of the group stays constant, so that the weight distribution shifts between agents while the sum of the weights remains unchanged. As a consequence, the weights satisfy \(m \in [0, M]^N\), where \(M = \sum_{i=1}^{N} m_i^0\).

From here onward, unless we specify otherwise, all results concern the general model with weights (3)–(4)–(5), together with Hypotheses 1 and 2.

We now present four specific models in which we prescribe the dynamics \(\psi_i\) of the weights of influence. The models we build rely on giving a meaning to the following quantities:

- \(x_i\), referred to as the opinion (or position) of agent \(i\)
- \(m_i\), referred to as the weight (or mass) of agent \(i\)
• $M = \sum_{i=1}^{N} m_i^0$, referred to as the total mass of the system

• $a(\|x_i - x_j\|)\|x_i - x_j\|$, referred to as the positional influence of $i$ over $j$ (and symmetrically, of $j$ over $i$)

• $p_i := \sum_{j=1}^{N} a(\|x_i - x_j\|)\|x_i - x_j\|$, referred to as the total positional influence of $i$ over the group

• $e_{ij} := m_j a(\|x_i - x_j\|)\|x_i - x_j\|$, referred to as the the influence of $j$ over $i$ (notice that $e_{ij}$ is obtained by multiplying the positional influence of $j$ over $i$ by the weight of $j$)

• $I_i := \text{argmax}_{j \in \{1, \cdots, N\}} e_{ij} = \{ j \in \{1, \cdots, N\} \mid \forall k \in \{1, \cdots, N\}, e_{ij} \geq e_{ik} \},$ representing the set of agents that have the largest influence on $i$

**Model 1: Increasing weight by pairwise competition.** In this first model, the dynamics of an agent’s weight $m_i$ depend on the dynamics of the midpoints between $i$ and each other agent $j$:

\[
\begin{align*}
\dot{x}_i &= \frac{1}{M} \sum_{j=1}^{N} m_j a(\|x_i - x_j\|) (x_j - x_i) \\
\dot{m}_i &= \frac{m_i}{M} \sum_{j=1}^{N} \langle \frac{x_j + \dot{x}_j}{2}, u_{ji} \rangle 
\end{align*}
\tag{M1}
\]

where $u_{ji}$ is the vector defined by:

\[
u_{ji} = \begin{cases}
\frac{x_j - x_i}{\|x_j - x_i\|} & \text{if } x_i \neq x_j \\
0 & \text{if } x_i = x_j.
\end{cases}
\]

If the midpoint $\frac{x_i + \dot{x}_i}{2}$ moves in the direction of $x_j$, i.e. $\langle \frac{x_i + \dot{x}_i}{2}, \frac{x_j - x_i}{\|x_i - x_j\|} \rangle \geq 0$, then $i$ gains influence and $m_i$ increases, proportionally to the projection of the velocity of the midpoint on the direction $\frac{x_j - x_i}{\|x_i - x_j\|}$ and proportionally to $j$’s own mass $m_j$. Notice that for compactness of notation, we expressed $m_i$ in terms of $x$, $m$ and $x$. However, by plugging the expressions of $\dot{x}_i$ and $\dot{\dot{x}}_i$ in the second equation of (M1), we recover an equation of the form $\dot{m}_i = \psi_i(x, m)$, so we are in the framework of the general system (3)-(4)-(5).

**Model 2: Increasing weight by positional influence.** In this model, an agent’s weight $m_i$ increases if the agent’s positional influence $p_i$ is higher than the weighted average of the group’s positional influences. We write:

\[
\begin{align*}
\dot{x}_i &= \frac{1}{M} \sum_{j=1}^{N} m_j a(\|x_i - x_j\|) (x_j - x_i) \\
\dot{m}_i &= \frac{m_i}{M} \left( \frac{p_i}{M \sum_{j=1}^{N} m_j p_j} - 1 \right) 
\end{align*}
\tag{M2}
\]
where \( p_i := \sum_{j=1}^{N} a(\|x_i - x_j\|)\|x_i - x_j\| \) represents an agent’s total positional influence on the group.

**Model 3: Increasing weight by exerting the biggest influence on the most influential.** In this model, \( m_i \) will increase if the agents that \( i \) influences the most are themselves influential. We give:

\[
\begin{aligned}
\dot{x}_i &= \frac{1}{M} \sum_{j=1}^{N} m_j a(\|x_i - x_j\|)(x_j - x_i) \\
\dot{m}_i &= m_i \left( \frac{\sum_{j \in I_j} m_j}{|I_j|} - 1 \right) \\
&\quad i \in \{1, \cdots, N\},
\end{aligned}
\]

where \( |I_j| := \sum_{k \in I_j} m_k \) represents the weight of the agents that influence \( j \) the most. As defined earlier, \( I_j = \arg\max_{k \in \{1, \cdots, N\}} e_{jk} \) is the set of agents that influence \( j \) the most, with \( e_{jk} = m_j a(\|x_j - x_k\|)\|x_j - x_k\| \) representing the influence of \( k \) over \( j \). A sufficient condition for \( m_i \) to increase is if there exists \( j \) with a greater weight than \( i \) (i.e. \( m_j > m_i \)) such that \( i \) is the most influential agent on \( j \), i.e. \( I_j = \{i\} \). More generally, if \( \#I_j = 1 \) for all \( j \in \{1, \cdots, N\} \) (where \( \# \) denotes the cardinality of a set), \( m_i > 0 \) if and only if the sum of the weights of all the agents for whom agent \( i \) is the most influential is greater than its own weight \( m_i \). Indeed, in this case, \( i \in I_j \) implies that \( |I_j| = m_i \), and we get:

\[
m_i > 0 \iff \sum_{j \in I_j} \frac{m_j}{|I_j|} > 1 \iff \sum_{j \in I_j} \frac{m_j}{m_i} > 1 \iff \sum_{j \in I_j} m_j > m_i.
\]

**Model 4: Increasing weight by influencing the most influential.** This last model provides a “continuous” version of the topological model (M3):

\[
\begin{aligned}
\dot{x}_i &= \frac{1}{M} \sum_{j=1}^{N} m_j a(\|x_i - x_j\|)(x_j - x_i) \\
\dot{m}_i &= m_i \left( \frac{\sum_{j=1}^{N} m_j}{\# \sum_{k=1}^{N} m_k e_{jk}} - 1 \right) \\
&\quad i \in \{1, \cdots, N\},
\end{aligned}
\]

where \( e_{ji} = m_j a(\|x_i - x_j\|)\|x_i - x_j\| \) represents the influence of agent \( i \) on agent \( j \). In this model, an agent \( j \) contributes to increasing the weight of an agent \( i \) proportionally to its own weight \( m_j \) and to the strength of the influence of \( i \) on \( j \) relatively to the weighted average of all influences on \( j \). As opposed to Model (M3), in the evolution of \( m_i \) we consider not only the agents for which \( i \) has the strongest influence, but all agents \( j \), with a weight corresponding to how much \( i \) counts in the total influence perceived by \( j \).

### 2.2 Existence and uniqueness of solutions

We begin by establishing the existence of solutions to the general system (3)–(4)–(5). Let us first recall the definition of Filippov set-valued maps (see [11]):
Definition 1. Let $\mathcal{P}(E)$ denote the collection of subsets of the Euclidean space $E$. For a measurable vector field $X : E \rightarrow E$, the Filippov set-valued map $F[X] : E \rightarrow \mathcal{P}(E)$ is defined by:

$$\forall x \in E, \quad F[X](x) := \bigcap_{\delta > 0} \bigcap_{S \in \mathcal{P}(E), \mu(S) = 0} \text{co}(X(B(x, \delta) \setminus S)),$$

where $\text{co}(\cdot)$ denotes the convex closure, $\mu$ denotes the Lebesgue measure, $B(x, \delta)$ denotes the ball of center $x$ and radius $\delta$, and for all $S \in \mathcal{P}(E), X(S) := \{x(x) \mid x \in S\}$.

Proposition 1. Consider the differential system (3)−(4)−(5) and suppose that $s \mapsto a(\|s\|)x \in \text{Lip}_{\text{loc}}(\mathbb{R}^d)$ and $\psi \in L^\infty(\mathbb{R}^d \times \mathbb{R}^N)$. Then there exists a solution $(x, m)$ to system (3)−(4)−(5) in the sense of Filippov, i.e. an absolutely continuous map $(x, m) : [0, T] \rightarrow (\mathbb{R}^d)^N \times \mathbb{R}^N$ such that for almost all $t \in [0, T]$,

$$(\dot{x}, \dot{m})(t) \in F[(X, \psi)](x(t), (m(t))),$$

where $F[(X, \psi)]$ denotes the Filippov set-valued map of $(X, \psi)$. Furthermore, for all solutions $(x, m)$ and $(y, p)$ satisfying $(x(0), m(0)) = (y(0), p(0))$, if $m \equiv q$, then $x \equiv y$.

Proof. The existence of solutions is a direct application of the notion of Filippov solutions [11], since the local boundedness of $(X, \psi)$ implies the upper semi-continuity of $F[(X, \psi)]$. Uniqueness of solutions is not guaranteed since $(X, \psi)$ is not locally Lipschitz. However, for each solution $t \mapsto m(t)$, the first equation of system (3)−(4)−(5) can be rewritten as:

$$\dot{x}_i = X_i(x, m(t)) := \tilde{X}_i(x, t)$$

where $\tilde{X} := (\tilde{X}_i)_{i \in \{1, \ldots, N\}}$ is locally Lipschitz with respect to the $\ell_1^N - \ell_2^d$ norm $x \mapsto \sum_{i=1}^N \|x_i\|$, where $\|\cdot\|$ is the Euclidean norm of $\mathbb{R}^d$. Indeed, let $\delta > 0$, and let $(x, y) \in (\mathbb{R}^d)^N \times (\mathbb{R}^d)^N$ such that $\sum_{i=1}^N \|x_i - y_i\| \leq \delta$. Then for all $(i, j) \in \{1, \ldots, N\}^2$, $\|x_i - x_j\| - \|y_j - y_i\| \leq \|x_j - y_j\| + \|x_i - y_i\| \leq \delta$, so there exists $K \geq 0$ such that for each $i \in \{1, \ldots, N\}$,

$$\|\tilde{X}_i(t, x) - \tilde{X}_i(t, y)\| = \left\| \frac{1}{M} \sum_{j=1}^N m_j [a(\|x_i - x_j\|)(x_i - x_j) - a(\|y_i - y_j\|)(y_i - y_j)] \right\|$$

$$\leq \frac{1}{M} \sum_{j=1}^N m_j K \|x_j - x_i\| + \|y_j - y_i\|$$

$$\leq \frac{K}{M} \sum_{j=1}^N m_j \|x_j - y_j\| + \|x_i - y_i\| \leq 2K \sum_{j=1}^N \|x_j - y_j\|.$$

Hence (7) admits a unique solution from each initial condition $x(0) = x_0 \in (\mathbb{R}^d)^N$. $\square$

An important property follows from the uniqueness of $x$ given the weights $t \mapsto m(t)$: if two agents are clustered at some time $T$, i.e. $x_i(T) = x_j(T)$, then they are necessarily clustered at all time before and after $T$. As a consequence, in one-dimension, the dynamics preserve the order.
Lemma 1. Let \((x, m) : \mathbb{R}^+ \mapsto (\mathbb{R}^d)^N \times [0, M]^N\) denote a solution to system (2). If for some \(T \geq 0\), \(x_i(T) = x_j(T)\), then \(x_i(t) = x_j(t)\) for all \(t \in \mathbb{R}^+\). Hence, if \(d = 1\), if \(x_i(0) \geq x_j(0)\), then \(x_i(t) \geq x_j(t)\) for all \(t \in \mathbb{R}^+\).

Proof. Suppose that for some \(T \geq 0\), \(x_i(T) = x_j(T)\). Then from the dynamics (2), one easily computes: \(x_i(T) = \tilde{x}_i(T)\). From Proposition 1, there is a unique solution \(x\) for each \(m\) satisfying (2), hence \(x_i(t) = x_j(t)\) for all \(t \geq T\) and \(t \leq T\).

Corollary 1. The specific models (M1) and (M2), for Model (M1), if for some \(i \neq j\), \(x_i(t) = x_j(t)\), then \(x_i(t) = x_j(t)\) for all \(t \geq T\) and \(t \leq T\).

Proof. From here onward, we will suppose that at initial time, \(x_i^0 \neq x_j^0\) for all \((i, j) \in \{1, \cdots, N\}^2\). In two of the specific models defined in Section 2.1, this can be done without loss of generality, as we show with the following:

Lemma 2. Let \(t \mapsto (x(t), m(t)) \in \mathbb{R}^d \times \mathbb{R}^N\) and \(t \mapsto (y(t), q(t)) \in \mathbb{R}^{d(N-1)} \times \mathbb{R}^{N-1}\) be two solutions to system (M1) (respectively (M2)). If the initial conditions satisfy

\[
\begin{align*}
\begin{cases}
x_i^0 = x_j^0 = y_i^0 \\
m_i^0 + m_j^0 = q_i^0
\end{cases}
\end{align*}
\]

then \(y_1 = x_1 = x_{N-1} = m_1 + m_N\), and for all \(i \in \{2, \cdots, N-1\}\), \(y_i = x_i\) and \(q_i = m_i\).

Proof. First, from Corollary 1, it follows immediately that \(x_1 \equiv x_N\), independently of the weight dynamics. Secondly, let \(\tilde{x} := (x_1, \cdots, x_{N-1})\) and \(\tilde{m} := (m_1, m_N, \cdots, m_{N-1})\). We show that for each of the two models (M1) and (M2), \((\tilde{x}, \tilde{m})\) and \((y, p)\) solve the same differential systems. For Model (M1),

\[
\begin{align*}
\begin{cases}
\dot{m}_1 + \dot{m}_N &= \frac{m_1 + m_N}{M} \sum_{j=2}^{N-1} m_j \langle \frac{\dot{x}_1 + \dot{x}_j}{2}, u_{j1} \rangle \\
\dot{m}_i &= \frac{m_i}{M} \left( m_1 + m_N \langle \frac{\dot{x}_1 + \dot{x}_i}{2}, u_{1i} \rangle + \sum_{j=2}^{N-1} m_j \langle \frac{\dot{x}_i + \dot{x}_j}{2}, u_{ji} \rangle \right), &i \in \{2, \cdots, N-1\}.
\end{cases}
\end{align*}
\]

For Model (M2), since \(x_1 = x_N\), we have \(p_1 = p_N\), and so

\[
\begin{align*}
\begin{cases}
\dot{m}_1 + \dot{m}_N &= \frac{m_1 + m_N}{M} \left( \frac{1}{M} \left( m_1 + m_N \right) p_1 + \sum_{j=1}^{N-1} m_j p_j \right) - 1) \\
\dot{m}_i &= \frac{m_i}{M} \left( \frac{1}{M} \left( m_1 + m_N \right) p_1 + \sum_{j=1}^{N-1} m_j p_j \right) - 1, &i \in \{2, \cdots, N-1\}.
\end{cases}
\end{align*}
\]

Then for either Model (M1) or Model (M2), \((\tilde{x}, \tilde{m})\) and \((y, p)\) follow the same dynamics, and since the initial conditions are the same, \((\tilde{x}, \tilde{m}) \equiv (y, p)\).

Hence, in Models (M1) and (M2), if for some \((i, j) \in \{1, \cdots, N\}^2\), \(x_i^0 = x_j^0\), we remove \(x_j\) from the system and replace \(m_i^0\) by \(m_i^0 + m_j^0\). The same cannot be done in the general case, when \(\mathcal{P}\) depends explicitly on \(m_i\).

Proposition 2. The specific models (M1), (M2), (M3) and (M4) satisfy Hypothesis 2.
Proof. We compute $\sum_{i=1}^{N} m_i$ for each model.

For Model 1, the property $\sum_{i=1}^{N} \dot{m}_i = 0$ follows easily from the antisymmetry of the summed coefficients.

For Model 2,

$$\sum_{i=1}^{N} \dot{m}_i = \frac{1}{M} \sum_{i=1}^{N} m_i p_i - \frac{\sum_{i=1}^{N} m_i}{M} = 1 - 1 = 0.$$

For Model 3,

$$\sum_{i=1}^{N} m_i = \sum_{i=1}^{N} m_i \left( \sum_{j \neq i} m_j |I_{ij}| - 1 \right) = \sum_{j=1}^{N} |I_{ij}| m_j - M = M - M = 0.$$

Lastly, for Model 4,

$$\sum_{i=1}^{N} \dot{m}_i = \sum_{i=1}^{N} m_i \left( \frac{1}{M} \sum_{j=1}^{N} m_j \sum_{k=1}^{N} e_{jk} - 1 \right) = \sum_{j=1}^{N} m_j \frac{1}{M} \sum_{k=1}^{N} m_k e_{jk} - M = 0.$$

We show that although the four specific models defined in Section 2.1 have generally discontinuous mass dynamics, some restrictions render $\psi$ continuous, and we can therefore consider their unique solutions in the classical sense.

**Proposition 3.** Let $(x, m)$ be a Filippov solution to system (M1), with $\psi_i(x, m) = m_i \sum_{j}^{N} m_j \left( \frac{|x_{ij}|}{|I_{ij}|} - 1 \right)$. If for all $(i, j) \in \{1, \cdots, N\}^2$, $x_{ij}^0 \neq x_{ij}^0$, then along the dynamics, $\psi_i$ is continuous with respect to $x$ and $m$ and $(x, m)$ is the unique solution of the Cauchy problem in the classical sense.

Proof. The only discontinuity of $\psi$ occurs when $x_i = x_j$ for some $(i, j) \in \{1, \cdots, N\}^2$. However, if initially $x_i^0 \neq x_j^0$, for all $(i, j) \in \{1, \cdots, N\}^2$, we have $x_i(t) \neq x_j(t)$ for all $t \geq 0$. Hence along the dynamics, $\psi$ is locally Lipschitz with respect to $x$ and $m$ and each solution $(x, m)$ is continuously differentiable and satisfies (M1) for all $t \in \mathbb{R}$. 

**Proposition 4.** Let $(x, m)$ be a Filippov solution to system (M2), with $\psi_i(x, m) = m_i \left( \frac{1}{M} \sum_{j=1}^{N} m_j p_j \right)^{-1} - 1$, and suppose that $a(\cdot)$ is bounded away from zero. Then $\psi_i$ is only discontinuous at consensus, i.e., when $x_i = x_j$ for all $(i, j) \in \{1, \cdots, N\}^2$. If for all $(i, j) \in \{1, \cdots, N\}^2$, $x_{ij}^0 \neq x_{ij}^0$, then along the dynamics, $\psi_i$ is continuous with respect to $x$ and $m$, and $(x, m)$ is the unique solution of the Cauchy problem in the classical sense.

Proof. The only possible point of discontinuity is at $(x, m)$ such that $\sum_{j=1}^{N} m_j p_j = 0$. From Proposition 2, there exists at least one $i \in \{1, \cdots, N\}$ such that $m_i \neq 0$. Then since for all $j \in \{1, \cdots, N\}$, $m_j \geq 0$ and $p_j \geq 0$, we have $p_i = 0$. Recall that the positional influence $p_i$ is defined by $p_i = \sum_{j=1}^{N} a(||x_i - x_j||)||x_i - x_j||$. Hence $p_i = 0$ if and only if for all $j \in \{1, \cdots, N\}$, $||x_i - x_j|| = 0$, that is at a consensus point. We now show...
that indeed $\psi_i$ is discontinuous around consensus. Consider two sequences $(x, m)$ and $(\tilde{x}, \tilde{m})$ converging to consensus while satisfying the following:

$$\begin{align*}
x_1(t) &\to t\to \infty 0 \\
x_i(t) &\to 0 \quad \text{for all } i \geq 2 \\
\tilde{x}_2(t) &\to t\to \infty 0 \\
\tilde{x}_i(t) &\to 0 \quad \text{for all } i \geq 3.
\end{align*}$$

We compute for the first and the second sequence respectively:

$$\begin{align*}
p_1 &= (N-1)\alpha(||x_1||)||x_1|| \\
p_i &= \alpha(||x_1||)||x_1||, i \geq 2 \\
p_i &= 2\alpha(||\tilde{x}_1||)||\tilde{x}_1||, i \geq 3
\end{align*}$$

Then for the first sequence, for all $i \geq 2$,

$$\frac{p_i}{\sum_{j=1}^{N} m_j p_j} = \frac{\alpha(||x_1||)||x_1||}{(M - m_1)\alpha(||x_1||)||x_1|| + m_1(N-1)\alpha(||x_1||)||x_1||} = \frac{1}{M + (N-2)m_1}.$$ 

For the second sequence, for all $i \geq 3$,

$$\frac{\tilde{p}_i}{\sum_{j=1}^{N} \tilde{m}_j \tilde{p}_j} = \frac{1}{(M - \tilde{m}_{12}) + \tilde{m}_{12} \left( \frac{N-2}{2m} + \frac{4\alpha(||\tilde{x}_1||)||\tilde{x}_1||}{m\alpha(||x_1||)} \right)} = \frac{1}{M + \tilde{m}_{12} \left( \frac{N-4}{2m} + \frac{4\alpha(||\tilde{x}_1||)||\tilde{x}_1||}{m\alpha(||x_1||)} \right)};$$

where we denoted by $\tilde{m}_{12}$ the sum $\tilde{m}_1 + \tilde{m}_2$. These quotients are in general different, hence $\psi_i(x, m)$ and $\psi_i(\tilde{x}, \tilde{m})$ converge to different limits as $x$ and $\tilde{x}$ converge to consensus. Therefore $\psi_i$ is discontinuous for all $(x, m)$ with $x$ at consensus. However, according to Proposition 1, if initially $x_i^0 \neq x_j^0$, for all $(i, j) \in \{1, \cdots, N\}^2$, we have $x_i(t) \neq x_j(t)$ for all $t \geq 0$. Hence along the dynamics, $\psi_i$ is locally Lipschitz with respect to $x$ and $m$ and each solution $(x, m)$ is continuously differentiable and satisfies (M1) in the classical sense. It is the unique solution to the Cauchy problem associated with (M2).

**Proposition 5.** Let $(x, m)$ be a Filippov solution to system (M4), with $\psi_i(x, m) = m_i \left( \sum_{j=1}^{N} \frac{m_j}{m} e_{ij} \left( \frac{1}{M} \sum_{k=1}^{M} m_k e_{jk} \right)^{-1} \right)$, and suppose that $a(\cdot)$ is bounded away from zero. If for all $(i, j) \in \{1, \cdots, N\}^2$, $x_i^0 \neq x_j^0$, then along the dynamics, $\psi_i$ is continuous with respect to $x$ and $m$, and $(x, m)$ is the unique solution of the Cauchy problem in the classical sense.

**Proof.** The only possible points of discontinuity are the points $(x, m)$ satisfying

$$\sum_{k=1}^{N} m_k^2 \alpha(||x_j - x_k||)||x_j - x_k|| = 0$$

for some $j \in \{1, \cdots, N\}$. Unlike for Model (M2), as seen in Proposition 4, this can occur for many configurations of the system, since the weights can be equal to zero. However, from Proposition 1, if for all $(i, j) \in \{1, \cdots, N\}^2$, $x_i^0 \neq x_j^0$, then $x_i(t) \neq x_j(t)$ for all $t \geq 0$. Since for all time there exists $k \in \{1, \cdots, N\}$ such that $m_k(t) \neq 0$, for all $t \geq 0$ we have $\sum_{k=1}^{N} m_k(t)^2 \alpha(||x_j(t) - x_k(t)||)||x_j(t) - x_k(t)|| \neq 0$. 

\[ \square \]
Remark 2. We have proven that under the assumption that $a$ is bounded below and that the system is initially not clustered, the functions driving the weight dynamics of models (M1), (M2) and (M4) are continuous along the trajectories of $x$ and $m$. We then consider solutions $(x,m)$ in the classical sense. This is not the case for model (M3) which is by nature discontinuous.

2.3 General properties of the system

Let

$$x^0_{\max} := \max_{i \in \{1, \ldots, N\}} \|x_i^0\|. \quad (8)$$

We show that the system is not expanding in time in the following sense:

**Proposition 6.** Let $(x,m)$ be a solution to the general system (3)–(4)–(5). For all $t \in \mathbb{R}^+$,

$$\max_{i \in \{1, \ldots, N\}} \|x_i(t)\| \leq x^0_{\max}. \quad (9)$$

**Proof.** We show that $\max_{i \in \{1, \ldots, N\}} \|x_i(t)\|$ decreases with respect to time. For all $i \in \{1, \ldots, N\}$, if $\|x_i(t)\| \neq 0$,

$$\frac{d}{dt}\|x_i\| = \frac{1}{2\|x_i\|} \frac{d}{dt}(\|x_i\|^2)$$

$$= \frac{1}{\|x_i\|^2} \sum_{j=1}^{N} m_j a(\|x_i - x_j\|) \langle x_i, x_j - x_i \rangle$$

$$\quad = \frac{1}{\|x_i\|^2} \left( \sum_{j=1}^{N} m_j a(\|x_i - x_j\|) \langle x_i, x_j \rangle - \sum_{j=1}^{N} m_j a(\|x_i - x_j\|) \|x_j\|^2 \right). \quad (10)$$

Let $i \in \{1, \ldots, N\}$ such that $\|x_i(t)\| = \max_{j \in \{1, \ldots, N\}} \|x_j(t)\|$. If $\|x_i(t)\| = 0$, then (2) is trivial and $\|x_i(t')\| = 0$ for all $t' \geq t$. If $\|x_i(t)\| \neq 0$, then from (10), $\frac{d}{dt}\|x_i(t)\| \leq 0$, which proves (9). \qed

An important consequence of the Lipschitz property of $s \mapsto a(\|s\|)$ is that a solution to (2) cannot form clusters in finite time, as we show in the following proposition.

**Proposition 7.** Let $(x,m)$ be a solution to system (3)–(4)–(5), with initial condition $x(0) = x^0$. Then there exists $K \geq 0$ such that for all $(i,j) \in \{1, \ldots, N\}^2$,

$$\|x_i(t) - x_j(t)\| \geq \|x_i(0) - x_j(0)\| e^{-Kt}.$$  

**Proof.** From Proposition 6, for all $t \in \mathbb{R}^+$, for all $(i,j,k) \in \{1, \ldots, N\}^3$, $\|x_k - x_i - (x_k - x_j)\|(t) = \|x_i - x_j\|(t) \leq 2\|x_{\max}\|$. Then from Hypothesis 1, there exists $K \geq 0$
and we conclude with Gronwall’s lemma.

We now examine the existence of solutions in the case of the four specific models (M1), (M2), (M3) and (M4). Let $\bar{\tau} := \frac{1}{N} \sum_{i=1}^{N} x_i$ denote the average group opinion. We also define $\bar{X} := \frac{1}{M} \sum_{i=1}^{M} m_i x_i$ the weighted average opinion. Recall that in the classical opinion dynamics model (1), the average opinion $\bar{\tau}$ is constant with respect to time.

**Proposition 8.** For the augmented model with varying weights (3)–(4)–(5), if the weights do not evolve in time (i.e. $\psi_t \equiv 0$ for all $i \in \{1, \cdots, N\}$), then the weighted average $\bar{X} = \frac{1}{M} \sum_{i=1}^{M} m_i x_i$ is constant with respect to time.

**Proof.** If $\dot{m}_i = 0$ for all $i \in \{1, \cdots, N\}$,

$$\frac{d}{dt} \bar{X} = \frac{1}{M} \sum_{i=1}^{M} m_i \dot{x}_i = \frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{N} m_i m_j a(||x_i - x_j||)(x_j - x_i) = 0$$

by antisymmetry of the summed coefficients.

We now investigate the propensity of the system to form consensus. Let us suppose that for all $(i, j) \in \{1, \cdots, N\}^2$, $||x_i^0 - x_j^0|| > 0$. From Proposition 7, for all $(i, j) \in \{1, \cdots, N\}^2$, $||x_i(t) - x_j(t)|| \geq ||x_i(0) - x_j(0)|| e^{-Kt}$. From here onward we denote by

$$d_{\text{min}}(t) := \min_{(i,j) \in \{1, \ldots, N\}^2} ||x_i(0) - x_j(0)|| e^{-Kt}$$

the lower bound on the smallest distance between two agents at time $t$, i.e. for all $(i, j) \in \{1, \cdots, N\}^2$, $||x_i(t) - x_j(t)|| \geq d_{\text{min}}(t)$. Furthermore, according to Proposition 6, $\max_{i \in \{1, \ldots, N\}} ||x_i(t)|| \leq x_0$. Then for all $t \in \mathbb{R}^+$, $0 < d_{\text{min}}(t) \leq ||x_i(t) - x_j(t)|| \leq 2 \lambda$. Let us define the function $t \mapsto \alpha(t)$ as

$$\alpha(t) = \sup_{z \in [d_{\text{min}}(t), 2 \lambda]} a(z).$$

For all $t \geq 0$, we then define a normalized interaction function $z \mapsto a_t(z)$ such that:

$$a_t(z) := \frac{a(z)}{\alpha(t)}.$$
This normalized interaction function now satisfies the property \(0 \leq a_i(\|x_i(t) - x_j(t)\|) \leq 1\) for all \(t \geq 0\) and all \((i, j) \in \{1, \cdots, N\}^2\). This will allow us to rewrite the system with a row-stochastic matrix \((A_{ij})_{(i,j)\in\{1,\cdots,N\}^2}\) defined by:

\[
\begin{align*}
A_{ij}(t) &= \frac{m_{ij}(t)}{M} a_i(\|x_i(t) - x_j(t)\|) \quad \text{if} \ i \neq j \\
A_{ii}(t) &= 1 - \sum_{j \neq i} \frac{m_{ij}(t)}{M} a_i(\|x_i(t) - x_j(t)\|).
\end{align*}
\]

(14)

Then for all \(t \geq 0\), for all \((i, j) \in \{1, \cdots, N\}^2\), \(0 \leq A_{ij}(t) \leq 1\). Moreover, we have constructed \(A\) in such a way that for all \(i \in \{1, \cdots, N\}\), \(\sum_{j=1}^{N} A_{ij}(t) = 1\), making it row-stochastic as claimed above.

Then denoting by \(x(t)\) the opinion vector \((x_i)_{i\in\{1,\cdots,N\}}\), the opinion dynamics of system (2) can be rewritten in matrix form as:

\[
\dot{x}(t) = \alpha(t) (A(t)x(t) - x(t)).
\]

(15)

Let \(\Omega(t)\) denote the convex hull of \(x(t)\), defined as follows.

**Definition 2.** Let \((x_i)_{i\in\{1,\cdots,N\}}\). Its convex hull \(\Omega\) is defined by:

\[
\Omega = \left\{ \sum_{i=1}^{N} \xi_i x_i \mid \forall i \in \{1, \cdots, N\}, 0 \leq \xi_i \leq 1 \text{ and } \sum_{i=1}^{N} \xi_i = 1 \right\}.
\]

We show that \(\Omega(t)\) contracts in time with the following proposition.

**Proposition 9.** The convex hull \(\Omega(t)\) of \(x(t)\) is contracting in time in the sense that

\[
\Omega(t_2) \subseteq \Omega(t_1) \quad \text{for all } t_2 \geq t_1 \geq 0.
\]

This implies that there exists a convex compact \(\Omega_\infty\) such that

\[
\lim_{t \to +\infty} \Omega(t) = \Omega_\infty.
\]

**Proof.** From Equation (15), we can rewrite the system as:

\[
\dot{x}_i(t) = \alpha(t)(\xi_i(t) - x_i(t)), \quad i \in \{1, \cdots, N\},
\]

(17)

where \(\xi_i := \sum_{j=1}^{N} A_{ij} x_j\) is a convex combination of the agents \(x_j\). Then, by definition, \(\xi_i\) is inside the convex hull of \(x\), and \(\dot{x}_i\) is directed towards the convex hull, which ensures the property (16).

**Theorem 1.** Let \(D : t \mapsto D(t) := \max_{(i,j)\in\{1,\cdots,N\}^2} \|x_i(t) - x_j(t)\|\) represent the diameter of the system. Then it satisfies the concentration estimate

\[
\frac{d}{dt} D(t) \leq -\alpha(t) \eta(t) D(t),
\]

(18)

with

\[
\alpha(t) = \sup\{a(z) \mid z \in [d_{\min}(t), 2z^{\max}_0]\} \quad \text{and} \quad \eta(t) := \min_{(i,j)\in\{1,\cdots,N\}^2} \sum_{k=1}^{N} \min\{A_{ik}, A_{jk}\}
\]
for the row-stochastic matrix $A(t)$ defined in equation (14), and for the quantities $x_{\text{max}}^0$ and $d_{\text{min}}$ respectively defined in equations (8) and (11).

In particular, if $\lim_{t \to +\infty} \int_0^t \alpha(s) \eta(s) \, ds = +\infty$, then $\lim_{t \to +\infty} D(t) = 0$. Furthermore, if $\int_0^\infty \alpha(t) \exp\left(-\int_0^t \alpha(s) \eta(s) \, ds\right) \, dt < \infty$, then all the agents converge to an emerging consensus $x^\infty$ such that

$$
\|x_i(t) - x^\infty\| \leq \exp\left(-\int_0^t \alpha(s) \eta(s) \, ds\right) D(0).
$$

**Proof.** After writing the system in matrix form (15), where $A$ is row-stochastic, the proof is an easy adaptation of the proof of Theorem 2.2 of [23]. Let us first show that

$$
\max_{(i,j) \in \{1, \ldots, N\}^2} \| (A(t)x(t))_i - (A(t)x(t))_j \| \leq (1 - \eta(t))D(t). \tag{20}
$$

Let $(i, j) \in \{1, \ldots, N\}^2$ and let $\eta_{ij}^k := \min\{A_{ij}, A_{jk}\}$. We omit the time $t$ for convenience of notation and compute:

$$
\| (Ax)_i - (Ax)_j \| = \left\| \sum_{k=1}^N A_{ij} x_k - \sum_{k=1}^N A_{jk} x_k \right\|
\leq \sum_{k=1}^N (A_{ij} - \eta_{ij}^k) \max_{k \in \{1, \ldots, N\}} \|x_k\|
\leq (1 - \sum_{k=1}^N \eta_{ij}^k) \left( \max_{k \in \{1, \ldots, N\}} \|x_k\| - \min_{k \in \{1, \ldots, N\}} \|x_k\| \right)
\leq (1 - \eta) \max_{(i,j) \in \{1, \ldots, N\}^2} \|x_i - x_j\| = (1 - \eta)D.
$$

Let us now compute from (15):

$$
\frac{d}{dt} \|x_i - x_j\|^2 = 2 \left( x_i - x_j, \alpha \left( \sum_{k=1}^N A_{jk} x_k - x_j \right) - \alpha \left( \sum_{k=1}^N A_{jk} x_k - x_j \right) \right)
\leq 2\alpha \left(-\|x_i - x_j\|^2 + \|(Ax)_i - (Ax)_j\| \|x_i - x_j\|\right)
\leq 2\alpha \left(-\|x_i - x_j\|^2 + (1 - \eta)D \|x_i - x_j\|\right)
$$

Let $(i, j) \in \{1, \ldots, N\}^2$ such that $\|x_i - x_j\| = D$. Then

$$
\frac{d}{dt} D(t)^2 \leq 2\alpha(t) \left(-D(t)^2 + (1 - \eta(t))D(t)^2\right) = -2\alpha(t)\eta(t)D(t)^2,
$$

which implies (18). It follows that $D(t) = D(0) \exp(-\int_0^t \alpha(s) \eta(s) \, ds)$, so

$$
\lim_{t \to +\infty} \int_0^t \alpha(s) \eta(s) \, ds = +\infty \quad \Rightarrow \quad \lim_{t \to +\infty} D(t) = 0.
$$
Then the diameter of the system converges to zero. We further show that each agent converges to consensus. Let \( i \in \{1, \cdots, N\} \), and let \( 0 \leq t_1 < t_2 \).

\[
\|x_i(t_2) - x_i(t_1)\| = \left\| \int_{t_1}^{t_2} \dot{x}_i dt \right\| = \left\| \int_{t_1}^{t_2} \alpha(t) ((Ax)_i(t) - x_i(t)) dt \right\|
\]

\[
\leq \int_{t_1}^{t_2} \alpha(t) \max_{(i,j) \in \{1, \cdots, N\}^2} \|x_i(t) - x_j(t)\| dt = \int_{t_1}^{t_2} \alpha(t) D(t)
\]

\[
\leq D(0) \int_{t_1}^{t_2} \alpha(t) \exp \left(- \int_0^t \alpha(s) \eta(s) ds \right) dt
\]

Hence,

\[
\lim_{t \to +\infty} \int_0^t \alpha(t) \exp \left(- \int_0^t \alpha(s) \eta(s) ds \right) dt < +\infty \quad \Rightarrow \quad \lim_{|t_1 - t_2| \to 0} ||x_i(t_2) - x_i(t_1)|| = 0,
\]

which implies the convergence of \( x_i \) to a consensus opinion \( x^* \) satisfying (19). \( \square \)

### 2.4 Consensus in the case of a positive interaction function

We now show that if the interaction function \( a \) is bounded below on the initial diameter of the system, then the system converges to consensus.

**Proposition 10.** Let \( (x, m) \) be a solution to (3)–(4)–(5) and let \( t \to D(t) \) be the diameter of the system as defined in Theorem 1. If \( \inf \{a(z) \mid z \leq D(0)\} := a_{\min} > 0 \) then the system (2) converges to consensus, with the rate

\[
D(t) \leq D(0) e^{-a_{\min} t}
\]

**Proof.** Due to the assumption on \( a \), at \( t = 0 \), since for all \( (i, j) \in \{1, \cdots, N\}^2 \), \( \|x_i^0 - x_j^0\| \leq D(0) \), we have \( a(\|x_i^0 - x_j^0\|) \geq a_{\min} \). According to Theorem 1, for all \( t \in \mathbb{R}^+ \), \( D(t) \leq D(0) \), so for all \( t \in \mathbb{R}^+ \), for all \( (i, j) \in \{1, \cdots, N\}^2 \), \( a(\|x_i(t) - x_j(t)\|) \geq a_{\min} \). Consider \( (i, j) \in \{1, \cdots, N\}^2 \) such that \( D(t) = \|x_i(t) - x_j(t)\| = \max_{k, l \in \{1, \cdots, N\}^2} \|x_k(t) - x_l(t)\| \). We compute \( \frac{d}{dt} D(t) = \frac{2}{M} \sum_{k=1}^N m_k a(\|x_k - x_l\|) \langle x_k - x_l, x_i - x_j \rangle \):

\[
\frac{d}{dt} (\|x_i - x_j\|^2) = 2 \sum_{k=1}^N m_k a(\|x_k - x_l\|) \langle x_k - x_l, x_i - x_j \rangle
\]

\[
- \frac{2}{M} \sum_{k=1}^N m_k a(\|x_k - x_l\|) \langle x_k - x_l, x_i - x_j \rangle.
\]

Because \( \|x_i(t) - x_j(t)\| = D(t) \), for all \( (k, l) \in \{1, \cdots, N\}^2 \), \( \langle x_k - x_l, x_i - x_j \rangle \leq 0 \) and symmetrically, \( \langle x_k - x_l, x_i - x_j \rangle \geq 0 \). Consequently,

\[
\frac{d}{dt} (\|x_i - x_j\|^2) \leq \frac{2}{M} \sum_{k=1}^N m_k a_{\min} \langle x_k - x_l, x_i - x_j \rangle - \frac{2}{M} \sum_{k=1}^N m_k a_{\min} \langle x_k - x_l, x_i - x_j \rangle
\]

\[
\leq - \frac{2}{M} a_{\min} \sum_{k=1}^N m_k \|x_k - x_l\|^2 \leq -2a_{\min} \|x_i - x_j\|^2.
\]

Then \( D(t) \leq D(0) e^{-a_{\min} t} \), which implies that the system converges to consensus. \( \square \)
Remark 3. The condition on the boundedness away from zero of the interaction function does not prevent the effective interactions \( m_k a(\|x_i - x_k\|) \) from being zero, as the individual weights \( m_k \) can tend to 0. However, due to the positivity of the total mass of the system \( M > 0 \), the directed graph of interactions remains weakly connected and consensus is still achieved.

2.5 Clustering in the case of an interaction function with bounded support

In the previous section, we saw that a positive interaction function leads to consensus of the system. We now explore the behavior of the system in the case of an interaction function with bounded support, i.e. we suppose the following:

**Hypothesis 3.** Suppose that there exists \( R \geq 0 \) such that

\[
\begin{align*}
    a(r) > 0 & \text{ for all } r \in (0,R) \\
    a(r) = 0 & \text{ for all } r \geq R.
\end{align*}
\]

In the case of the classical Hegselmann-Krause model (1), this was shown to lead to clustering equilibria [18], i.e. states of the system in which for all \((i,j) \in \{1,\cdots,N\}^2\), either \( \|x_i - x_j\| = 0 \) or \( \|x_i - x_j\| \geq R \), where \( R \) denotes the size of the support of the interaction function. In this section, we prove that in the case of non-evolving positive weights, we obtain the same result. The case of non-evolving positive weights is covered by the framework of type-symmetric and cut-balanced systems, and convergence was shown by Hendrickx and Tsitsiklis in [17]. Cut-balanced systems model situations in which if a group of agents influences another group, then the first group is also influenced by the second one by at least a proportional amount. In this paper, we consider the opposite situation, by allowing a subgroup of agents to become the only ones with influence. Our system is cut-balanced only when the weights are bounded away from zero. We saw in Section 2.4 that as long as the total mass \( M \) is positive, if the interaction function is positive, the system converges to consensus, even if some weights vanish. We now examine the case of an interaction function with bounded support. We show that we can adapt the work of Jabin and Motsch [18] to prove the clustering of the system, with the strong condition that the weights are positive and do not evolve. We also show that when the masses evolve and are allowed to vanish, we cannot expect the results to hold.

Let the energy of the system be defined by:

\[
E(x) = \frac{1}{M^2} \sum_{i=1}^{N} \sum_{j=1}^{N} m_i m_j \Phi(\|x_i - x_j\|^2), \quad \Phi : r \mapsto \int_0^r a(\sqrt{s})ds.
\]

Proposition 11. Consider the simplified system (3)–(4)–(5) with constant masses, i.e. \( \Psi_i \equiv 0 \) for all \( i \in \{1,\cdots,N\} \). Then the energy decreases in time with:

\[
\frac{dE}{dt} = -\frac{4}{M} \sum_{i=1}^{N} m_i \|\dot{x}_i\|^2
\]
and
\[
\frac{dE}{dt} \leq -\frac{1}{M^3} \left( \sum_{i=1}^N \sum_{j=1}^N m_i m_j a(||x_i - x_j||) ||x_i - x_j||^2 \right)^2 \sum_{i=1}^N m_i ||x_i||^2 .
\] (24)

Furthermore, the following inequality follows:
\[
\int_0^{+\infty} m_i^2 m_j^2 a^2(||x_i(t) - x_j(t)||)||x_i(t) - x_j(t)||^4 dt \leq C_M
\] (25)
where \(C_M\) is a constant depending only on the total mass \(M\).

**Proof.** For the equality (23), we compute the time derivative of the energy functional when the masses are constant in time:
\[
\frac{dE}{dt} = \frac{1}{M^2} \sum_{i=1}^N \sum_{j=1}^N m_i m_j a(||x_i - x_j||) 2\langle x_i - x_j, \dot{x}_i - \dot{x}_j \rangle
\]
\[
= \frac{4}{M^2} \sum_{i=1}^N \sum_{j=1}^N m_i m_j a(||x_i - x_j||) (x_i - x_j, \dot{x}_i) = -\frac{4}{M} \sum_{i=1}^N m_i \langle \dot{x}_i \rangle^2 .
\]

Furthermore, from the Cauchy-Schwarz inequality,
\[
\left( \sum_{i=1}^N m_i \langle \dot{x}_i, x_i \rangle \right)^2 \leq \left( \sum_{i=1}^N m_i ||\dot{x}_i||^2 \right) \left( \sum_{i=1}^N m_i ||x_i||^2 \right) = -\frac{M}{4} \frac{dE}{dt} \left( \sum_{i=1}^N m_i ||x_i||^2 \right),
\]
from which we get
\[
\left( \sum_{i=1}^N \frac{1}{M} \sum_{j=1}^N m_i m_j a(||x_i - x_j||) \langle x_j - x_i, x_i \rangle \right)^2 \leq -\frac{M}{4} \frac{dE}{dt} \left( \sum_{i=1}^N m_i ||x_i||^2 \right),
\]
so
\[
\left( \frac{1}{2M} \sum_{i=1}^N \sum_{j=1}^N m_i m_j a(||x_i - x_j||) ||x_i - x_j||^2 \right)^2 \leq \frac{M}{4} \frac{dE}{dt} \left( \sum_{i=1}^N m_i ||x_i||^2 \right),
\]
and this gives the desired inequality (24). Lastly, from Proposition 6, the opinion vector \(x\) is bounded at all time, so there exists \(C_M\) such that
\[
\int_0^{+\infty} \sum_{i=1}^N \sum_{j=1}^N m_i^2 m_j^2 a^2(||x_i(t) - x_j(t)||)||x_i(t) - x_j(t)||^4 dt \leq C_M,
\]
which implies the inequality (25). \(\square\)

Proposition 11 implies that the stationary states \(S\) of the system are the states satisfying \(\frac{dE}{dt} = 0\), i.e. if \(a\) satisfies Hypothesis 3,
\[
S = \{ x \in (\mathbb{R}^d)^N \mid \forall (k, l) \in \{1, \cdots , N\}^2, m_k m_l = 0 \text{ or } ||x_k - x_l|| = 0 \text{ or } ||x_k - x_l|| \geq R \}. 
\]
We now prove that if the masses are all strictly positive, the system converges to an equilibrium satisfying:

$$\forall (k,l) \in \{1, \cdots, N\}^2, \|x_k - x_l\| = 0 \text{ or } \|x_k - x_l\| \geq R.$$

**Proposition 12.** Suppose that $a(\cdot)$ satisfies Hypothesis 3. Suppose that $\psi_i \equiv 0$ and $m_i > 0$ for all $i \in \{1, \cdots, N\}$. Then for all $\epsilon > 0$, there exists $T_\epsilon$ such that for all $(i, j) \in \{1, \cdots, N\}^2$, for all $t \geq T_\epsilon$, $\|x_i(t) - x_j(t)\| \in [0, \epsilon] \cup [R - \epsilon, +\infty)$.

**Proof.** By contradiction, suppose that there exists $(i, j) \in \{1, \cdots, N\}$ and $\{t_n\}_{n \in \mathbb{N}}$ such that for all $n \in \mathbb{N}$, $\|x_i(t_n) - x_j(t_n)\| \in (\epsilon, R - \epsilon)$. From the hypotheses on $a(\cdot)$, there exists $\delta > 0$ such that for all $r \in (\epsilon, R - \epsilon)$, $a(r) \geq \delta$. Furthermore, from Theorem 1, for all $t \geq 0$, $\|x_i(t) - x_j(t)\| \leq D(0)$, from Hypothesis 1 there exists $C > 0$ such that for all $t \geq 0$, $a(\|x_i - x_j\|)\|x_i - x_j\| \leq C$. Then

$$\|\dot{x}_i\| \leq \frac{1}{M} \sum_{j=1}^N m_j a(\|x_i - x_j\|)\|x_i - x_j\| \leq \frac{1}{M} \sum_{j=1}^N m_j C \leq C,$$

so $x$ is uniformly continuous in time. This implies that there exists $\tau > 0$ such that $a(\|x_i(t) - x_j(t)\|) \geq \frac{\delta}{2}$ and $\|x_i(t) - x_j(t)\| \geq \frac{\epsilon}{2}$ for all $r \in [t_n, t_n + \tau]$, for all $n \in \mathbb{N}$. Then

$$\lim_{T \to +\infty} \int_0^T m_i m_j a(\|x_i(t) - x_j(t)\|)\|x_i(t) - x_j(t)\|^2 dt \geq \lim_{k \to +\infty} \frac{k}{n=1} \int_{t_n}^{t_n + \tau} m_i m_j a(\|x_i(t) - x_j(t)\|)\|x_i(t) - x_j(t)\|^2 dt \geq \lim_{k \to +\infty} \frac{k}{\tau} \frac{\delta^2 \epsilon^4}{16 m_{\text{min}}^4} = +\infty$$

where $m_{\text{min}} := \min_{i \in \{1, \cdots, N\}} \{m_i\}$. This contradicts the inequality (25). \(\square\)

The next corollary follows automatically from Proposition 12:

**Corollary 2.** If $a$ satisfies (21), and $\psi_i \equiv 0$, $m_i > 0$ for all $i \in \{1, \cdots, N\}$, the system forms clusters separated by a distance greater than $R$, i.e. for any $(i, j) \in \{1, \cdots, N\}^2$,

$$\lim_{t \to +\infty} \|x_i(t) - x_j(t)\| = 0 \quad \text{or} \quad \lim_{t \to +\infty} \|x_i(t) - x_j(t)\| \geq R. \quad (26)$$

Corollary 1 implies that the solution to (2) with constant positive weights forms clusters, but it is not enough in order to prove its convergence. In dimension 1, the convergence of the system is a direct consequence of the preserved order stated in Proposition 1, of the clustering property stated in Corollary 2 and of the convergence of the convex hull $\Omega$ stated in Proposition 9. The proof is identical to that of Theorem 4 in [18], hence we do not provide the details. Instead, we focus on the multidimensional case, which is more complicated due to the fact that lost connectivity between two agents can be recovered at a later time. To prove convergence of the solution to System (2) with constant positive weights, we follow the method introduced in [18]. We start by refining the result of Proposition 11:
Proposition 13. Let \((x, m)\) be a solution to the simplified system (3)–(4)–(5) with constant masses, i.e. \(\Psi_i \equiv 0\) for all \(i \in \{1, \ldots, N\}\). For all \((i, j) \in \{1, \ldots, N\}^2\), for all \(T \geq 0\),
\[
\int_0^T m_i m_j a(||x_i(t) - x_j(t)||) ||x_i(t) - x_j(t)||^2 dt \leq \frac{M^2}{4} (s_{\max}^0)^2.
\] (27)

Proof. We start by writing:
\[
\int_0^T \sum_{i=1}^N m_i \langle x_i(t), \dot{x}_i(t) \rangle dt = \int_0^T \sum_{i=1}^N \sum_{j=1}^N m_i m_j \frac{a(||x_i(t) - x_j(t)||)}{M} \langle x_i(t), x_j(t) - x_j(t) \rangle dt.
\]

Then we have:
\[
\int_0^T \sum_{i=1}^N \sum_{j=1}^N m_i m_j a(||x_i(t) - x_j(t)||) ||x_i(t) - x_j(t)||^2 dt = -\frac{1}{4} \int_0^T \sum_{i=1}^N m_i \frac{d}{dt} ||x_i(t)||^2 dt.
\]

The right-hand side can be written as:
\[
-\frac{1}{4} \int_0^T \sum_{i=1}^N m_i \frac{d}{dt} ||x_i(t)||^2 dt = -\frac{1}{4} \left[ \sum_{i=1}^N m_i ||x_i(t)||^2 \right]_0^T = \frac{M}{4} (s_{\max}^0)^2 - (s_{\max}^T)^2,
\]
where we used the boundedness of \(||x_i||\) proven in Proposition 6. Inequality (27) follows from the non-negativity of each term. \(\square\)

We are now equipped to prove the convergence theorem. From Corollary 2, we know that the agents form clusters separated by distances at least equal to \(R\), the support of the interaction function.

Theorem 2. Let \((x, m)\) be a solution to (3)–(4)–(5). Suppose that \(a(\cdot)\) satisfies Hypothesis 3, and \(\Psi_i \equiv 0\), \(m_i > 0\) for all \(i \in \{1, \ldots, N\}\). Let \(N_C \leq N\) denote the number of clusters formed by the system. We denote by \(\mathcal{C}_k\) the set of agents forming the \(k\)-th cluster, by \(M_k := \sum_{i \in \mathcal{C}_k} m_i\) the mass of \(\mathcal{C}_k\), and by \(y_k := \frac{1}{M_k} \sum_{i \in \mathcal{C}_k} m_i x_i\) its barycenter. Then there exists a constant \(C\) such that for each \(k \in \{1, \ldots, N_C\}\), for all \(T \geq 0\), the barycenter of \(\mathcal{C}_k\) satisfies:
\[
\int_0^T ||\dot{y}_k(t)|| dt \leq C.
\] (28)

Hence the system (2) with constant weights converges as \(t \to +\infty\).

Proof. Let \(k \in \{1, \ldots, N_C\}\). We compute the velocity of the center of mass \(y_k\) of the cluster \(\mathcal{C}_k\):
\[
\dot{y}_k = \frac{1}{M_k} \sum_{i \in \mathcal{C}_k} m_i \dot{x}_i = \frac{1}{M_k} \sum_{i \in \mathcal{C}_k} \left[ \sum_{j \in \mathcal{C}_k} m_i m_j \frac{a(||x_i - x_j||)}{M} (x_j - x_i) + \sum_{j \notin \mathcal{C}_k} m_i m_j \frac{a(||x_i - x_j||)}{M} (x_j - x_i) \right].
\]
The first term vanishes by antisymmetry of the summed coefficients. For the second one, we sum over \( i \in \mathcal{E}_k \) and \( j \notin \mathcal{E}_k \). Then as a consequence of Corollary 2, there exists \( T' \geq 0 \) such that for all \( t \geq T' \), \( |x_i - x_j| \geq \frac{T}{R} \). Hence for all \( t \geq T' \), \( \frac{T}{R} \|x_i - x_j\| \leq \frac{2}{R^2} \|x_i - x_j\|^2 \). If \( T' \leq T \), the integral between \( T' \) and \( T \) can be bounded as follows:

\[
\int_{T'}^T \sum_{i \in \mathcal{E}_k} \sum_{j \notin \mathcal{E}_k} \frac{m_i m_j}{M M_k} a(\|x_i(t) - x_j(t)\|) \|x_j(t) - x_i(t)\| \, dt \\
\leq \int_{T'}^T \sum_{i \in \mathcal{E}_k} \sum_{j \notin \mathcal{E}_k} \frac{m_i m_j}{M M_k} a(\|x_i(t) - x_j(t)\|) \frac{2}{R} \|x_j(t) - x_i(t)\|^2 \, dt \\
\leq \frac{M^2}{2R} (x_{\max}^0)^2
\]

where we used the inequality (27). Furthermore, as a consequence of Hypothesis 1 and of Theorem 1, there exists \( C' > 0 \) such that for all \( t \geq 0 \), \( a(\|x_i(t) - x_j(t)\|) \|x_j(t) - x_i(t)\| \leq C' \).

\[
\int_0^T \sum_{i \in \mathcal{E}_k} \sum_{j \notin \mathcal{E}_k} \frac{m_i m_j}{M M_k} a(\|x_i(t) - x_j(t)\|) \|x_j(t) - x_i(t)\| \, dt \leq T' C'.
\]

Then (28) follows with \( C := \frac{M^2}{2R} (x_{\max}^0)^2 + T'C' \) if \( T \geq T' \), and \( C := T'C' \) if \( T' \geq T \). We deduce that the barycenters \( y_k \) of the clusters converge as \( t \to +\infty \), and from Corollary 2, this implies that \( x_i \) converges for each \( i \in \{1, \cdots, N\} \).

**Remark 4.** The proof of Theorem 1 follows closely the proof of Proposition 3.2 in [18]. The main difference is that we prove the convergence of the barycenters of each cluster, instead of their centers. This allows us to recover a symmetry property that greatly simplifies the computation of \( y_k \).

Hence the system with non-evolving positive masses behaves in the same way as the non-weighted dynamics (see [18]). However, as soon as one mass vanishes, we may observe clusters separated by any distance. The following simple 1-dimensional example shows such a case of equilibrium at a distance smaller than \( R \).

**Example 1.** Let \((x, m)\) be a solution to (3)–(4)–(5) with \( d = 1 \) and \( N = 3 \). Suppose that \( a(\cdot) \) satisfies Hypothesis 3, and \(|x_1 - x_2| = R\), with \( m_3 = 0 \). Then \( \dot{x}_1 = \dot{x}_2 = 0 \), and the system is at equilibrium if \( m_1 = m_2 = m_3 = \dot{x}_3 = 0 \), i.e. if \( \psi_1(x, m) = \psi_2(x, m) = \psi_3(x, m) = 0 \) and

\[
m_1 a(|x_1 - x_3|)(x_1 - x_3) + m_2 a(|x_2 - x_3|)(x_2 - x_3) = 0.
\]

Simplifying even further, if we consider Model (M1) and if we suppose \( a(r) = 1 \) for all \( r \in [0, R] \), the system is at equilibrium if

\[
\frac{|x_2 - x_3|}{|x_1 - x_3|} = \frac{m_1}{m_2}.
\]

Simulations in the case of time-evolving masses show other cases of equilibria with clusters separated by distances smaller than \( R \).
Example 2. Let \( d = 2 \) and \( N = 4 \). Suppose that \( a(r) = 1 \) for \( r \in \left[ 0, \frac{1}{2} \right] \) and 0 otherwise. We place three agents at the vertices of an equilateral triangle of side equal to 2, with \( x_1 = (0, \sqrt{3}) \), \( x_2 = (-1, 0) \) and \( x_3 = (1, 0) \). We suppose that \( m_4 = 0 \) and we simulate the evolution of the system with the mass dynamics given by Model (M2). The positions of the first three agents stay invariant in time with \( \dot{x}_1 = \dot{x}_2 = \dot{x}_3 = 0 \), and the mass of the fourth agent remains equal to 0. Then the only variable quantities are \( x_4 \), and the three masses \( m_1 \), \( m_2 \) and \( m_3 \). Simulations show that if \( \|x_4 - x_i\| < R \) is satisfied for all \( i \in \{1, \ldots, 3\} \), the system tends to an equilibrium given by \( m_1 = m_2 = m_3 = \frac{1}{3} \) and \( x_4 = \left( \frac{1}{\sqrt{3}}, 0 \right) \) being the center of the circumscribing circle of \( (x_1, x_2, x_3) \), see Figure 1. Furthermore, although the system converges to equilibrium, we observe oscillations both in the mass evolution and in the spiral trajectory of \( x_4 \).

3 Long-term behavior and equilibria for heterophilious dynamics

We now focus on the specific case of a constant interaction function, for example \( a \equiv 1 \). This models the case of heterophilious dynamics, as the influence of one agent over another grows with the distance separating them [23]. We use this case of simple interaction function to illustrate some fundamental differences between the four models (M1), (M2), (M3) and (M4), more specifically in the long-term behavior of the weights and in the existence of equilibria.

\begin{proposition}
Suppose that the interaction function is constant, \( a \equiv 1 \). Then the solution to system (3)–(4)–(5) converges exponentially to consensus, and we have:

\[
\frac{d}{dt} D(t) \leq D(0)e^{-t}.
\]

Furthermore, the system converges to the consensus opinion \( x^\infty \) and

\[
\forall i \in \{1, \ldots, N\}, \quad \|x_i(t) - x^\infty\| \leq e^{-t}D(0).
\]
Lastly, 
\[ \forall (i, j) \in \{1, \cdots, N\}^2, \quad x_i(t) - x_j(t) = e^{-t}(x_i^0 - x_j^0). \]  

\[ (31) \]

**Proof.** With \( a \equiv 1 \), we have \( \alpha \equiv 1 \) and the opinion dynamics can be written in matrix form (15) with the row-stochastic matrix \( A \) defined as:

\[
\begin{cases}
A_{ij}(t) = \frac{m_i(t)}{M} & \text{if } i \neq j \\
A_{ii}(t) = 1 - \sum_{j \neq i} \frac{m_j(t)}{M}.
\end{cases}
\]

We apply Theorem 1 and calculate:

\[
\sum_{k=1}^{N} \min\{A_{ik}, A_{jk}\}
\]

\[
= \sum_{k \neq i, j} \min\{\frac{m_k(t)}{M}, \frac{m_j(t)}{M}\} + \min\{1 - \sum_{k \neq i} \frac{m_k(t)}{M}, \frac{m_j(t)}{M}\} + \min\{1 - \sum_{k \neq j} \frac{m_k(t)}{M}, \frac{m_j(t)}{M}\}
\]

\[
= \sum_{k \neq i, j} \frac{m_k(t)}{M} + \frac{m_j(t)}{M} + \frac{m_j(t)}{M} = 1.
\]

Then \( \eta(t) = \min_{(i, j) \in \{1, \cdots, N\}^2} 1 = 1 \), and we get (29) from (18). Furthermore,

\[
\int_0^{+\infty} \exp \left( -\int_0^t \eta(s) ds \right) dt = \int_0^{+\infty} e^{-t} dt < \infty,
\]

so according to Theorem 1, all the agents converge to the consensus \( x^\infty \) with the rate given by (30). Lastly, we compute explicitly:

\[
\dot{x}_i(t) = \frac{1}{M} \sum_{j=1}^{N} m_j(t) (x_j(t) - x_i(t)) = (\bar{X}(t) - x_i(t)), \quad i \in \{1, \cdots, N\},
\]

which gives: \( \dot{x}_i(t) - \dot{x}_j(t) = -(x_i(t) - x_j(t)) \) and (31) follows. \( \square \)

**Remark 5.** For the classical weightless opinion dynamics (1) with constant interaction function \( a \equiv 1 \), the system converges exponentially to consensus at the value \( \bar{x} \) with the same rate:

\[ \forall i \in \{1, \cdots, N\}, \quad x_i(t) = \bar{x} + e^{-t}(x_i^0 - \bar{x}). \]

This is to be expected since the classical dynamics (1) are a special case of system (3)–(4)–(5) with equal and constant weights.

We now further study the evolution of the weight distribution, and exhibit fundamental differences in the behaviors of the three models (M1), (M2) and (M3).

**Proposition 15.** Consider Model (M1), with constant interaction function \( a \equiv 1 \). Suppose that for all \( i \in \{1, \cdots, N\} \), \( m_i(0) = m_i^0 > 0 \). Then there exist \( (\mu_i)_{i \in \{1, \cdots, N\}} \) positive constants such that for all \( i \geq 0 \) for all \( i \in \{1, \cdots, N\} \) the weights satisfy: \( m_i(t) \geq \mu_i > 0 \).
Proof. From (M1), the weights satisfy for all \( i \in \{1, \cdots, N\} \):

\[
\dot{m}_i = \frac{m_i}{M} \sum_{j=1}^{N} m_j \left( \frac{\dot{x}_i + \dot{x}_j}{2} \cdot \frac{x_i - x_j}{\|x_i - x_j\|} \right).
\]

From Proposition 14,

\[
\left\| \frac{\dot{x}_i + \dot{x}_j}{2} \right\| = \left\| \frac{x_i - x_j}{2} \right\| \leq D(t) \leq D(0)e^{-t}.
\]

From this we get:

\[
\dot{m}_i \geq -\frac{m_i}{M} \sum_{j=1}^{N} m_j \left\| \frac{x_i - x_j}{2} \right\| \geq -\frac{m_i}{M} \sum_{j=1}^{N} m_j D(0)e^{-t} = -m_i e^{-t} D(0).
\]

Integrating with respect to time yields:

\[
\ln \left( \frac{m_i(t)}{m_i^0} \right) \geq -\int_0^t e^{-s} D(0)ds
\]

from which we obtain:

\[
m_i(t) \geq m_i^0 e^{D(0)(e^{-t} - 1)} \geq m_i^0 e^{-D(0)} > 0.
\]

This result shows that in the case of Model (M1), there is no saturation behavior: if the weights are initially all positive, they remain bounded away from zero at all time, which implies that they remain well-distributed among the agents. This is illustrated in the numerical simulations presented in Figures 2 and 6.

We now show that we have the opposite behavior in the case of Model (M2).

**Proposition 16.** Consider Model (M2) with the heterophilious interaction \( a \equiv 1 \). Let \( p_i^0 = p_i(0) = \sum_{j=1}^{N} \|x_i^0 - x_j^0\| \). Suppose that for all \((i,j) \in \{1, \cdots, N\}^2\), \( p_i^0 \neq p_j^0 \), and let \( k := \arg \max_{i \in \{1, \cdots, N\}} p_i^0 \). Then

\[
\lim_{t \to \infty} m_k(t) = M \quad \text{and} \quad \forall i \neq k, \lim_{t \to \infty} m_i(t) = 0.
\]

Proof. From Proposition 14, for all \( i \in \{1, \cdots, N\} \):

\[
p_i(t) = \sum_{j=1}^{N} \|x_i(t) - x_j(t)\| = e^{-t} \sum_{j=1}^{N} \|x_i^0 - x_j^0\| = e^{-t} p_i^0.
\]

Then from (M2),

\[
\dot{m}_i(t) = \frac{m_i(t)}{M} \left( \frac{p_i(t)}{\frac{1}{M} \sum_{j=1}^{N} m_j(t)p_j(t)} - 1 \right) = \frac{m_i(t)}{M} \left( \frac{p_i^0}{\frac{1}{M} \sum_{j=1}^{N} m_j(t)p_j^0} - 1 \right).
\]
Let \( k := \arg\max_{l \in \{1, \ldots, N\}} p^0_l \). Then \( p^0_k \geq \frac{1}{M} \sum_{j=1}^{N} m_j(t) p^0_j \), so \( \dot{m}_k(t) \geq 0 \) for all \( t \geq 0 \). Since \( m_k(t) \leq M \), there exists \( \overline{m}_k \) with \( 0 \leq \overline{m}_k \leq M \) such that \( \lim_{t \to \infty} m_k(t) = \overline{m}_k \) and \( m_k(t) \leq \overline{m}_k \) for all \( t \geq 0 \). Suppose that \( \overline{m}_k < M \). More specifically, suppose that there exists \( \delta > 0 \) such that \( \overline{m}_k = M - \delta \). There also exists \( \epsilon > 0 \) such that for all \( i \neq k \), \( p^0_i \leq p^0_k - \epsilon \). We then write:

\[
\frac{1}{M} \sum_{j=1}^{N} m_j(t) p^0_j \leq \frac{1}{p^0_k M} \left( m_k p^0_k + \sum_{j \neq k} m_j p^0_j \right) \leq \frac{m_k}{M} + \frac{(M - m_k)(p^0_k - \epsilon)}{M p^0_k} \\
\leq 1 - \frac{\delta}{M} \left( 1 - \frac{p^0_k - \epsilon}{p^0_k} \right) = 1 - \frac{\delta \epsilon}{M p^0_k}.
\]

Let \( C := (\delta \epsilon)/(M p^0_k) > 0 \). We choose \( \epsilon \) small enough that \( C > 1 \). Then

\[
\frac{1}{M} \sum_{j=1}^{N} m_j(t) p^0_j \geq \frac{1}{1 - C} = 1 + \frac{C}{1 - C} > 1,
\]

and \( \overline{m}_k \) satisfies:

\[
\dot{m}_k \geq \frac{m_k}{M} (1 + \frac{C}{1 - C} - 1) = \frac{m_k - \frac{C}{M}}{1 - C}.
\]

By Gronwall’s lemma, for all \( t \geq 0 \), \( m_k(t) \geq m_k \frac{e^{M(t - t_0)}}{M(\frac{C}{1 - C})} \), which contradicts \( m_k(t) \leq M \). Hence \( m_k = M \) and because \( \sum_{i=1}^{N} m_i = M \), for all \( i \neq k \), \( \lim_{t \to \infty} m_i(t) = 0 \).

Hence in the case of Model (M2), the agent with the largest initial positional influence \( p^0_k \) becomes the leader: its weight tends to the total mass of the system \( M \), while the weights of all the other agents tend to 0. This is illustrated in Figures 3 and 7.

Models (M3) and (M4) exhibit a third behavior, different from those of Models (M1) and (M2): starting from random initial conditions, two agents gain influence while all the other weights go to zero. We prove that indeed the state \( m = (\frac{M}{2}, \frac{M}{2}, 0, \ldots, 0) \) is an equilibrium for the weights.

**Proposition 17.** In models (M3) and (M4), any state satisfying

\[
\begin{align*}
    m_i &= m_J = \frac{M}{2} \\
    m_i &= 0 & \text{for all } i \neq I, J
\end{align*}
\]

for any indices \( I \neq J \), is an equilibrium for the weight dynamics, in the sense that \( \dot{m}_i = 0 \) for all \( i \in \{1, \ldots, N\} \).

**Proof.** Without loss of generality, we reorder the agents so that \( I = 1 \) and \( J = 2 \). For Model (M3), notice that for all \( i \in \{3, \ldots, N\} \), \( \dot{m}_i = 0 \). Furthermore, \( I_1 = \{2\} \) and \( I_2 = \{1\} \), so from (M3),

\[
\begin{align*}
    \dot{m}_1 &= m_1(\frac{m_2}{m_1} - 1) = m_2 - m_1 = 0 \\
    \dot{m}_2 &= m_2(\frac{m_1}{m_2} - 1) = m_1 - m_2 = 0.
\end{align*}
\]
For Model (M4), again \( m_i = 0 \) for all \( i \in \{3, \ldots, N\} \). The agents with non-zero masses satisfy:

\[
\dot{m}_1 = m_1 \left( \frac{m_2}{M} \frac{m_1 a(\|x_1 - x_2\|\|x_1 - x_2\| - 1)}{m_1} - 1 \right) = m_2 - m_1 = 0,
\]

and symmetrically, \( \dot{m}_2 = 0 \).

This is illustrated in Figures 4 and 8.

4 Numerical simulations

4.1 Behavior of the four specific models with constant interaction function

We start by illustrating the behavior of each of the four models for \( d = 1 \). Figures 2, 3, 4 and 5 show the evolution of a group of 10 agents in \( \mathbb{R} \), with the same initial conditions. The interaction function was chosen to be \( a \equiv 1 \). Notice that in all cases, the order of the opinions is preserved, as shown in Proposition 1. It is not the case for the order of the weights. As shown in Section 2.4, in all cases, the system converges to consensus asymptotically. In each of the figures 2 to 9, the plot on the left represents the evolution of the opinions, each represented by a different color. The width of each curve is proportional to the agent’s weight. For the one-dimensional plots (i.e. Figures 2 to 5), the dotted line represents the average position and the dashed line represents the weighted barycenter. The plot on the right shows the evolution of the corresponding weights, with the dashed line representing the average weight (constant by Proposition 2). Figure 2 illustrates the behavior of Model (M1) proven in Proposition 15: the weights vary little and stay bounded away from 0. Figure 3 illustrates the behavior of Model (M2) proven in Proposition 16: one agent eventually gains the total mass of the system, and becomes leader. Notice that consensus is achieved at a different value than in Figure 2, due to the fact that one agent drags the group towards itself. Figures 4 and 5 illustrate the behaviors of Models (M3) and (M4), proven in Proposition 17: two agents eventually share equally the total mass of the system, and become co-leaders. Interestingly, with the same initial conditions, the two leaders are different in Model (M3) and Model (M4).

Figures 6, 7, 8 and 9 show the evolution of a group of 10 agents in \( \mathbb{R}^2 \), with the same initial conditions. The interaction function was also chosen to be \( a \equiv 1 \). Notice that with Model (M2), consensus is reached before the leader gains the total mass of the system (Figure 7). Hence it does not have time to influence the position at which consensus is achieved. As in 1D, with Models (M3) and (M4), two agents become co-leaders, but they are different for each of the models (see Figures 8 and 9).
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Figure 2: Evolution of opinions (left) and weights (right) of 10 agents in $\mathbb{R}$ with (M1).

Figure 3: Evolution of opinions (left) and weights (right) of 10 agents in $\mathbb{R}$ with (M2).

Figure 4: Evolution of opinions (left) and weights (right) of 10 agents in $\mathbb{R}$ with (M3).

Figure 5: Evolution of opinions (left) and weights (right) of 10 agents in $\mathbb{R}$ with (M4).
Figure 6: Evolution of opinions (left) and weights (right) of 10 agents in $\mathbb{R}^2$ with (M1).

Figure 7: Evolution of opinions (left) and weights (right) of 10 agents in $\mathbb{R}^2$ with (M2).

Figure 8: Evolution of opinions (left) and weights (right) of 10 agents in $\mathbb{R}^2$ with (M3).

Figure 9: Evolution of opinions (left) and weights (right) of 10 agents in $\mathbb{R}^2$ with (M4).
4.2 Behavior of selected models with bounded confidence

We now provide simulations for an interaction function with bounded support. In Section 2.5, we showed that for a model with constant weights, the system forms clusters separated by at least the distance of the support of the interaction function. We also showed through simple examples that the same behavior cannot be expected if the weights are allowed to evolve in time, and more specifically, to vanish. We now show general simulations in 1D exhibiting the behavior of the system when \( a \) satisfies Hypothesis 3 with \( R = 0.2 \).

Figure 10 shows the evolution of the opinions and weights for Model (M2). We observe cluster formation, with clusters separated by a distance greater than \( R \), the support of \( a \). Interestingly, whereas the opinions quickly reach an equilibrium, the weights keep oscillating between clusters (in the opinions plots, the width of each curve is proportional to the agent’s weight). This is due to the fact that the weight dynamics allow exchange of mass between clusters (the denominator in (M2) sums over all agents, regardless of the distances between opinions). The weighted barycenter is shown to oscillate (dashed line), whereas the average opinion converges to an equilibrium (dotted line).

Figure 11 shows the evolution of the opinions and weights for Model (M3). Recall that with a constant interaction function, the system was shown to converge to an equilibrium in which two agents share equally the total mass of the system. This behavior is observed again here, but now at the level of each individual cluster. Figure 11 shows a situation where the system converges to three clusters. The one that converge at position \( x = 0.84 \) is composed of three agents, but its mass is only shared between the green and the yellow agents, as shown by the weights’ evolution. Similarly, the second cluster (at \( x = 0.4 \)) is composed of five agents, but only the green and the orange agents gain the total mass of the cluster. Lastly, the third cluster is only composed of two agents (red and blue) that share the mass equally.

Figure 10: Evolution of opinions (left) and weights (right) of 10 agents in \( \mathbb{R} \) with (M2), \( a \) satisfying Hyp. 3 with \( R = 0.2 \).
Figure 11: Evolution of opinions (left) and weights (right) of 10 agents in $\mathbb{R}$ with (M3), $a$ satisfying Hyp. 3 with $R = 0.2$.

### 4.3 Speed of convergence

In this section, we compare the speed of convergence to consensus in each of the four models. We define the “dispersion” over time by:

$$\Delta(t) := \frac{1}{N^2} \sum_{i,j=1}^{N} \|x_i(t) - x_j(t)\|^2.$$  

Simulations were run with $N = 30$ agents and $d = 3$ to test the effect of mass dynamics on speed of convergence to consensus. We used the interaction function $a(\cdot) \equiv 1$. Recall that the system converges asymptotically to consensus, as seen in Propositions 10 and 14. We fix a final time $T = 10$ and we consider that the system has “reached consensus” if $\Delta(T) < \varepsilon = 10^{-6}$. We denote by $\omega$ the number of times that consensus was reached out of 100 simulations in 3 dimensions.

Two series of simulations were run. In the first one, whose results are shown in Table 1, all 30 initial weights were sampled randomly from the uniform distribution in $[0, 1]$, and then normalized so that $M = \sum_{i=1}^{30} m_i = 1$. The 30 initial positions were sampled randomly from the uniform distribution in $[0, 1]^3$.

In the second series, whose results are shown in Table 2, all 30 initial weights were set to be equal to $m_i = 1/30$, thus still satisfying $M = 1$. The 30 initial positions were sampled randomly from the uniform distribution in $[0, 1]^3$.

We denote by $\tau$ the average time to consensus given that the system achieved it. Additionally, $\Delta(10)$ represents the mean dispersion at the end of the simulation ($T = 10$) for all 100 simulations. As a benchmark for time to convergence, “Model NMD” shows statistics for the model with no mass dynamics. For Model (M1) the time to consensus is very similar to Model-NMD. This is expected because Model (M1) shows only weak mass dynamics in the sense that masses do not change dramatically from their initial values, see also simulations shown in Figures 2 and 6. Model (M2) shows
greater average time to consensus. This suggests that having a leader who is the only one to have influence on the group is not optimal. Interestingly, Models (M3) and (M4) converge the fastest, which suggests that a system guided by two leaders converges more efficiently to consensus than a system guided by one unique leader, and than a system with no leader.

4.4 Clustering of bounded confidence models with time-varying mass

We now present simulations comparing the effect of each model’s mass dynamics on the clustering behavior of the system. Ten simulations of each model (M1), (M2), (M3), (M4) and (M-NMD) were run with $N = 30$ agents in three spatial dimensions ($d = 3$). As in Section 4.3, M-NMD refers to the model with no mass dynamics, i.e. $\Psi \equiv 0$. In order to observe clustering, we chose for these simulations an interaction function $a(\cdot)$ with bounded support, satisfying Hypothesis 3 with an interaction radius set to $R = 0.4$. More specifically,

$$
\begin{align*}
  a(r) &= 1 \text{ for all } r \in (0, R) \\
  a(r) &= 0 \text{ for all } r \geq R.
\end{align*}
$$

As in Section 4.3, we first generated 10 sets of initial conditions (IC0 through IC9) with randomly generated opinions in $[0, 1]^3$ and randomly generated masses in $[0, 1]$, satisfying $M = \sum_{i=1}^{30} m_i = 1$. The resulting number of clusters for each model is shown in Table 3, where the rightmost column shows for each model the mean number of clusters $\bar{c}$ of all 10 simulations. As expected, Model (M1) has a similar behavior to M-NMD because the mass dynamics are weak compared to those of (M2), (M3), and (M4). It is notable that M-NMD forms the least number of clusters on average. Mass

\[ \begin{array}{|c|c|c|c|}
\hline
\text{Random initial mass} & \omega & \tau & \bar{\Delta}(10) \\
\hline
\text{M1} & 100 & 6.6580 & 3.2003 \times 10^{-8} \\
\text{M2} & 100 & 6.8082 & 3.5569 \times 10^{-8} \\
\text{M3} & 100 & 6.5051 & 2.7298 \times 10^{-8} \\
\text{M4} & 100 & 6.4685 & 2.6024 \times 10^{-8} \\
\text{Model-NMD} & 100 & 6.6801 & 3.2298 \times 10^{-8} \\
\hline
\end{array} \]

Table 1: Speed of convergence with randomly generated weights

\[ \begin{array}{|c|c|c|c|}
\hline
\text{Equal initial mass} & \omega & \tau & \bar{\Delta}(10) \\
\hline
\text{M1} & 100 & 6.6996 & 3.2798 \times 10^{-8} \\
\text{M2} & 100 & 6.8559 & 3.7337 \times 10^{-8} \\
\text{M3} & 100 & 6.6664 & 3.2040 \times 10^{-8} \\
\text{M4} & 100 & 6.5616 & 2.8759 \times 10^{-8} \\
\text{Model-NMD} & 100 & 6.6886 & 3.2346 \times 10^{-8} \\
\hline
\end{array} \]

Table 2: Speed of convergence with equal weights
seems to increase the speed at which nearby agents move toward another, and this would cause a cluster to form such that the less massive agents move toward more massive ones. These less massive agents would not have the attraction to draw the clusters together. An important note about (M3) and (M4) is that a high number of clusters arises. This can be explained by the fact that pairs of co-leading agents drain the masses of all the other ones, as shown in Figure 11. This affects clustering by leaving many singleton clusters of mass-less agents. Even if these agents are relatively close to each other (their distance being possibly less than the interaction radius $R$), they will have no attractive effect on any agent.

<table>
<thead>
<tr>
<th></th>
<th>IC0</th>
<th>IC1</th>
<th>IC2</th>
<th>IC3</th>
<th>IC4</th>
<th>IC5</th>
<th>IC6</th>
<th>IC7</th>
<th>IC8</th>
<th>IC9</th>
<th>$\bar{c}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>8</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>4.8</td>
</tr>
<tr>
<td>M2</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5.2</td>
</tr>
<tr>
<td>M3</td>
<td>11</td>
<td>9</td>
<td>8</td>
<td>12</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>8.7</td>
</tr>
<tr>
<td>M4</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>6.9</td>
</tr>
<tr>
<td>M-NMD</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4.6</td>
</tr>
</tbody>
</table>

Table 3: Clustering comparison of the five models with randomly generated weights

For comparison, we ran a corresponding set of ten simulations (IP0 through IP9) with initial opinions chosen identically to those of simulations IC0 through IC9, but with initially equally distributed masses $m_i = \frac{1}{N}$ for all $i \in \{1, \cdots, N\}$. In this case, model M-NMD is exactly the classical HK model (1). The clustering results are displayed in Table 4. Several observations can be made by comparing the two tables. Firstly, as mentioned previously, the equal distribution of weights tends to reduce the number of clusters: for Models (M1), (M2), (M3) and M-NMD, the average number of clusters is lower with initial conditions IP0-IP9 than with initial conditions IC0-IC9. Moreover, observe that with initially equal masses, Model (M1) and Model M-NMD’s performances are equivalent: even though they achieve different numbers of clusters for each simulation, their average is the same.

Comparing these results with those of Section 4.3, it is interesting to note that with a positive interaction function, Models (M3) and (M4) seem to achieve faster convergence to consensus, whereas in the case of bounded confidence, they result in greater clustering of the system. These first results might suggest ways to design efficient control strategies to either drive the system to consensus, or on the contrary to avoid clustering.
In this paper we introduced an augmented model for first-order opinion dynamics by associating weights to each agent, and prescribing specific dynamics for the evolution of the weights. We showed that although the weights are allowed to vanish individually, convergence of the system to consensus still holds, as in the classical model, when the interaction function is uniformly positive on compact sets. We also showed that in the case of an interaction function with bounded support, convergence of the system to clustering still holds when the weights do not evolve in time. However, when we introduce weight dynamics, even if clustering can occur, we can no longer expect the clusters to form at distances necessarily greater than the support of the interaction function, as highlighted in simple examples. Numerical simulations suggest that the nature of the weight dynamics influences the rate at which the system converges to consensus or achieves clustering.

This work opens the way for future developments of opinion dynamics with time-varying weights. For instance, the weight dynamics could be seen as a control on the system, which one could use either to speed up or to impair convergence to consensus (see [24, 25]). Among other possible extensions, one could introduce a model in which the weights influence not only the amplitude of the interaction, but its range, which would be particularly significant if the interaction function had bounded support. Lastly, a natural future direction will be to establish the mean-field limit of the system, when the number of agents tends to infinity.
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