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Abstract

Detection and localization in urban environments is a very recent radar problem. In this article, we investigate the possibility of detecting and locating targets in NLOS areas with a single portable radar by exploiting multipath returns. We propose two algorithms which handle the information provided by multipath returns in different ways to detect and estimate the NLOS target position. We also present an original method to select the number of paths to take into account in the algorithms in order to maximize detection probabilities. Numerical results show good efficiency of the proposed algorithms for problems of both detection and localization. We show that applying these algorithms improves detection performance compared to a classic matched filter in a typical urban scenario. Experimental results on a real data set allow us to validate our multipath model in urban environments, and in particular to show that it is possible to retrieve the target location even with rough knowledge of the scene geometry.
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I. INTRODUCTION

The around-the-corner radar is an emerging research topic for urban radar applications. Unlike conventional radar applications where targets are in direct line of sight (LOS) of the radar, the presence of buildings surrounding the radar in urban environments creates shadow areas. Targets in these areas are not in direct line of sight (NLOS) of the radar. However these NLOS targets may anyway be reached by reflections and/or diffractions on surrounding surfaces. These multipaths could be a challenge in conventional detection and localization problems due to the multiplicity of the echoes generated. Fortunately, in our context they can be exploited by the radar to detect and locate targets in shadow areas thanks to available knowledge of the scene geometry. It may then become possible to look around wall corners using a simple portable radar. Such a radar can be called “around-the-corner” radar (ACR) [1].
The objective of the ACR is thus to detect and locate NLOS targets by exploiting the multiple reflections induced by the urban environment. The topic is very recent in the literature. Preliminary experimental work was carried out to test the feasibility of detection in the absence of LOS with real measurements [1][2][3]. All these studies demonstrated that it is possible for a single radar to look around corners of walls by exploiting multipath information. Theoretical works aiming at exploiting multipath information are presented in [4] for airborne radar technologies, thus with a radar located far away and above the urban scene. Multipath was considered in [5] for a GMTI radar, and in [6] for a SAR technology with a ground-based radar.

In some other works [7][8][9][10], portable radars embedded in urban environment are used. In [8], the authors carried out several measurements in NLOS situations and focused on the micro-Doppler signature of the imaged target for the purpose of classifying objects. By extracting multipath information, the authors demonstrated that micro-Doppler features from walking persons can be retrieved. In [7], the authors proposed a multipath tracking algorithm and a location estimation based on a single reflection path, a single diffraction path and their combinations, by using geometrical calculation. Experimental results showed that the target was well located when information about at least two different paths was exploited. However the authors did not take into account two or more-bounce reflection paths on mirroring walls that appear in some scenes and could potentially improve the target localization.

In [9], detection of movements in a realistic scene was investigated. In this study, the authors applied an adaptive threshold level to the measured impulse response to detect moving targets. Results showed that detection of moving targets could be when one or two wall reflections are present between the transmitting antenna and the target. The method is relatively simple and easy to implement but information provided by different paths was processed separately. As a continuation of this work, in [10], a simulation was carried out for the problem of locating moving targets using a narrow beam antenna with 3dB lobe width of 2.5°. Assuming that the geometry of the scene is known, the proposed localization solution was based mainly on detection distance found by applying an adapted threshold on the down-range profile, as described in [9], and knowledge of radar beam direction. With a narrow beam direction, the position of targets could be easily deduced from the detection distance and a simple ray tracing model.
A simulation was carried out to demonstrate that targets can be detected and located with few false localizations. This solution assumed that the radar can provide an angular resolution small enough to cover all the supervised surface. However, this feature is not always available, which can cause localization errors.

Other recent work [11][12][13] exploited multipath with a single sensor for localization purposes only. In this work, the authors exploited multipath information by employing the time-of-arrival (TOA) estimated from the output of a classic matched filter. So they did not work directly with raw signals. The study [11] required that all paths are detected and should be labeled as direct or single-bounce paths and then associated to walls. In [13], this method was extended for passive radar to the double-bounce case, where, in addition, some paths may be undetected. Finally, the target location was found by intersecting of circles and ellipses characterized by the TOAs. Performance of these approaches was studied in [12]. Note that the problem of target detection was not considered in these articles. Target localization based on multipath exploitation was also investigated in tracking contexts [4][14].

In the present article, we consider the problem of detecting and locating a target in NLOS with a single portable radar. The transmitting antenna presents a wide beam (3 dB width equal to 60°). Thus the angle information for the paths is not known. Contrary to [11][13], we mainly focus on detection by exploiting the raw signal. Note that exploiting raw signals and not TOA measurements only is optimal from the estimation point of view [15]. Dealing with raw signals also makes it possible to avoid the potentially combinatorial association problem [15]. In addition, we do not assume that the number of multipath returns is constant: it depends on the scene geometry and configuration; in particular it may differ for two different target positions. Rough knowledge of the geometry of the scene is assumed. For instance, it could be extracted from open access street maps. A simple propagation model based on ray-tracing will be used to exploit the scene geometry. As such, the proposed solution can be applied to any geometrical configuration.

In this article, we develop two algorithms for target detection and localization. To the best of our knowledge, the problem of around-the-corner radar has not been treated with a dedicated multipath matched filter approach. Thus the first algorithm was developed in order to fill this gap by proposing a multipath propagation-based matched filter derived from a simple model. The algorithm jointly handles the information provided by multipath returns to detect and estimate the NLOS target position. It involves in a filter matched to the subspace spanned by the target. The scene geometry should be extracted from rough map information and only a rough propagation model can be used in the radar device for computational cost purposes. The proposed multipath subspace matched filter must therefore be robust to some misinformation about the exact scene geometry and wave propagation. In particular, no information regarding the amplitudes of the multiple paths is provided by the propagation model, assuming that such information cannot be obtained with only rough knowledge of the scene.

The second algorithm also works in the target state space directly. However, instead of using a matched filter, it involves in integrating the information from the different paths incoherently. As the ray-tracing model can produce a lot of paths for any single target position and the detection performance of the two algorithms depends on the number of paths taken into account, a selection algorithm for the optimal number of paths is also proposed.

Simulations will be carried out to evaluate the performance of these two algorithms with respect to two aspects: detection and localization. It will be shown that in a particular NLOS urban configuration, using the two algorithms can improve detection performance compared to the classic matched filter. For the purpose of localization, both algorithms provide promising results, despite some spatial ambiguities.
A real radar experiment was also carried out with a small portable radar. It showed that a simple propagation model can explain most of the multipath return images provided by a portable radar in an NLOS case. The results obtained show that in real scenes, it is possible to retrieve the target location even with only rough knowledge of the scene geometry. Note that part of the experimental work was presented in [16].

The article is organized as follows. In section II, the signal model will be introduced. In section III, two detection and localization algorithms will be presented. In the next section, a selection algorithm will be proposed to find the optimal number of multiple paths for these two algorithms. In section V, results of the detection-localization algorithms and the selection algorithm will be presented for simulated data. Finally, in section VI, a real experiment will be introduced and experimental results of the detection-localization algorithms will be shown and analyzed.

II. SIGNAL MODEL

In the following, we assume that all reflections are specular, and that diffraction effects can be neglected. The Doppler information is naturally present in the signal and exploited to remove the fixed (zero Doppler) echoes. However, for the purpose of simplicity and limitation of the hardware configuration used in the experimentation, we will not exploit the Doppler information of the different paths for target detection-localization. Of course, exploitation of the Doppler would be of interest to improve the localization performance of the proposed solution. We also assume here that strong fixed echoes produced by the surrounding buildings and objects have already been removed. This can be done for instance by applying a zero-Doppler rejection method based on [17] or [18]. So, the only received echoes are backscattered by nearby moving targets. In the following, a single target is considered.

The problem of detecting and locating a single target in a 2D-surface problem is considered. An example of a typical considered scenario is provided in Fig. 1. It represents a simple urban setting, where the radar located in the main street is looking for targets located in the adjacent perpendicular street.

The signal $y(t)$ after cancellation of fixed echoes received by the radar in the urban environment can be written, taking into account the multipath propagation, as

$$y(t) = \sum_{k=1}^{M(x,y)} \alpha_k s(t - \tau_k(x,y)) + n'(t),$$  \hspace{1cm} (1)

where $s(t)$ is the signal transmitted by the radar, $M(x,y)$ is the number of multipath returns for a target located at position $(x,y)$, $\tau_k(x,y)$ is the delay of the $k$-th return for this target and $\alpha_k$ is its amplitude. $n'(t)$ is assumed to be a circular complex white Gaussian noise. In order to separate the different multipaths in range, it is important to use a signal with a sufficiently large bandwidth, typically several hundreds of MHz. This implies a high sampling frequency. So, once sampled, the received signal $y(t)$ can contain a lot of samples (typically thousands of samples), although all the information is contained in a few tenths of range cells. Applying a range matched filter enables to concentrate this information in a few range cells and get rid of useless remaining cells, thus saving calculation time and memory. Letting $z(t)$ denote the output of the matched filter applied to $y(t)$, we have:

$$z(t) = \sum_{k=1}^{M(x,y)} \alpha_k r(t - \tau_k(x,y)) + n(t),$$  \hspace{1cm} (2)

where $r(t)$ is the autocorrelation of $s(t)$ and $n(t)$ is the output of the matched filter applied to $n'(t)$.
We take \( N \) snapshots \( t_i = iT_s = i/f_s \) \((i = 1, ..., N)\), where \( f_s \) is the sample frequency. \( N \) is taken large enough to measure the overall channel length for all locations, we define the following vectors and matrices:

\[
\mathbf{r}(t - \tau) = [r(t_1 - \tau) \quad r(t_2 - \tau) \quad ... \quad r(t_N - \tau)]^T,
\]

\[
\mathbf{n} = [n(t_1) \quad n(t_2) \quad ... \quad n(t_N)]^T,
\]

\[
\mathbf{z} = [z(t_1) \quad z(t_2) \quad ... \quad z(t_N)]^T
\]

\[
\alpha = [\alpha_1 \quad \alpha_2 \quad ... \quad \alpha_M(x,y)]^T,
\]

\[
\mathbf{R}(x,y) = [\mathbf{r}(t - \tau_1(x,y)) \quad \mathbf{r}(t - \tau_2(x,y)) \quad ... \quad \mathbf{r}(t - \tau_M(x,y))].
\]

The equation (1) can be then written as

\[
\mathbf{z} = \mathbf{R}(x,y)\alpha + \mathbf{n}. \tag{3}
\]

The sampling frequency is set at the signal bandwidth. So \( \mathbf{n} \) is also a circular complex white Gaussian noise. The noise covariance matrix is assumed to be \( \sigma^2 \mathbf{I} \) with \( \sigma^2 \) known.

In order to apply this signal model to our particular problem, the area of interest for target detection is divided into small cells as seen in Fig. 2. A simulation was carried out with a rough geometrical model of an urban intersection: doors, windows and other possible backscattering elements were not modeled. Signal propagation is modeled by a simple ray tracing, assuming that all reflections are specular. Propagation losses are simulated using a simple model: loss is proportional to the square of the distance traveled by the wave from the radar to the target and back to the radar, according to the classical radar equation [19]. Reflection losses are also added by considering a 3 dB constant loss per reflection. For each cell \((x,y)\), the matrix \( \mathbf{R}(x,y) \) with \( M(x,y) \) columns is generated, where \( M(x,y) \) is the number of multiple paths for this cell. Multipath delays \( \tau_k \) \((k = 1, 2, ..., M(x,y))\) for a target located in a given cell \((x,y)\) are calculated from the ray tracing simulation. Although many multiple paths may be simulated with a large number of reflections, it is possible to consider only a reduced number of paths for the detection-localization algorithm, as paths presenting too many reflections will be too weak to provide exploitable information. Then, once the multipath delays are computed, the matrix \( \mathbf{R}(x,y) \) corresponding to cell \((x,y)\) can be easily found.

### III. Detection and Localization Algorithms

In classic radar problems, the detection test involves applying a threshold to the matched filter output (possibly normalized), which corresponds to a generalized likelihood ratio test (GLRT) strategy. However, this type of strategy, which does not take into account the presence of multiple paths, but only the information of a single path, is generally insufficient to locate the target in an urban environment. The consideration of multiple paths should make it possible to extract more information about the contribution of an NLOS moving target to the observation. This reduces ambiguities in localization and improves detection performance. The following two algorithms are developed to take into account information from different paths simultaneously.
Fig. 2: Typical urban scenario

A. Multipath matched filter (MPF)

Following the Direct Position Determination (DPD) approach [15], we will work in the target space \((x, y)\) directly. This seems particularly relevant in our context where inferring location directly from path delays is difficult, due to multipath propagation.

For a fixed position \((x, y)\), the hypothesis testing problem to be considered is the following:

\[
\begin{align*}
H_0 & : z = n, \text{ noise}, \\
H_1 & : z = R(x, y)\alpha + n, \text{ target+noise}.
\end{align*}
\]

Exploiting prior information on the path amplitudes \(\alpha\) is not trivial, since this would require detailed knowledge of the wall materials and reflectivities, as well as the thorough knowledge of the target radar cross section for all angles. Instead, we assume here that these amplitudes are unknown and deterministic. The only knowledge we extract from the propagation model is thus the information about the path delays. Classically, in such a setting, undesired unknown parameters are estimated from the Maximum Likelihood (ML) criteria in order to eliminate them from the decision statistics. The ML estimation of the amplitude vector \(\alpha\) is provided by

\[
\hat{\alpha} = (R^H(x, y)R(x, y))^{-1}R^H(x, y)z. \quad (4)
\]

Thus, injecting this expression into the likelihood ratio corresponding to the above hypothesis testing problem provides the following GLRT for our detection problem [20]:

\[
T_{MPF}(x, y) \geq \frac{H_1}{H_0} \lambda_{MPF}, \quad (5)
\]

where

\[
T_{MPF}(x, y) = \| P(x, y)z \|^2 \quad (6)
\]

and

\[
P(x, y) = R(x, y)(R^H(x, y)R(x, y))^{-1}R^H(x, y) \quad (7)
\]
is the projection onto the subspace spanned by the columns of the matrix $R(x, y)$.

For a fixed position $(x, y)$, this GLRT solution is known as the matched subspace detector [21]. It aims at detecting signals belonging to the subspace spanned by matrix $R(x, y)$.

Under $H_0$ hypothesis, the probability distribution of

$$T_{MPF}^{'}(x, y) = T_{MPF}(x, y)/\sigma^2$$

is a $\chi^2$ central distribution with $2M(x, y)$ degrees of freedom. Thus the threshold level $\lambda$ can be calculated as a function of the number of multiple paths $M(x, y)$, the noise variance and the false alarm probability $P_{FA}$, as follows:

$$\lambda_{MPF} = 2\sigma^2\gamma^{-1}(M(x, y), \Gamma(M(x, y))(1 - P_{FA})),$$  \hspace{1cm} (8)

where $\Gamma(N)$ and $\gamma(N, x)$ are the gamma and the lower incomplete gamma functions respectively.

The detection probability is provided by:

$$P_{d(MPF)} = Q_M(x, y) \left( \frac{\|R(x, y)\alpha\|}{\sigma}, \frac{\sqrt{\lambda_{MPF}}}{\sigma} \right),$$  \hspace{1cm} (9)

where $Q_M(a, b)$ is the Marcum Q-function. It is defined as:

$$Q_M(a, b) = \int_b^\infty x \left( \frac{x}{a} \right)^{M-1} \exp \left( - \frac{x^2 + a^2}{2} \right) I_{M-1}(ax)dx,$$  \hspace{1cm} (10)

where $I_M(z)$ is the modified Bessel function with order $M$ [22]. The derivation for (8) and (9) can be found in Appendix A.

For the problem of localization, still considering that $\alpha$ is an unknown deterministic vector, the ML estimator of position $(x, y)$ in (3) is given by the maximum of $T_{MPF}(x, y)$. Like in a classic LOS radar, the single target ML cost function can then be used both for detection and localization. The value $T_{MPF}(x, y)$ (called MPF T-level) for the detection test at each position $(x, y)$ in the considered zone is calculated. The cells with high T-level are more likely to correspond to the position of the target. In the monotarget setting, an estimation of the target position can be found as

$$(\hat{x}, \hat{y}) = \arg\max_{x,y} (T_{MPF}(x, y)).$$  \hspace{1cm} (11)

In order to apply the algorithm to our particular problem, the zone considered for target detection is divided into small cells as seen in Fig. 2. For each cell, a matrix $R(x, y)$ is computed from the ray-tracing model.

Let us note that the choice of $M(x, y)$ influences the detection performance as the threshold and the matrix $R(x, y)$ change with $M(x, y)$. In section IV, we propose an original method to determine $M(x, y)$.

**B. Square law combiner (SLC)**

As described above, the multipath matched filter requires memory for stacking parameters obtained from the ray-tracing model and/or the calculation of a matrix inverse for each tested position. The calculation time and memory requirements can dramatically increase when the number of tested positions is large. So, we propose a second algorithm that enables to reduce both factors. Instead of estimating the amplitude vector $\alpha$ for the matched filter, this algorithm computes an incoherent integration of the range matched filter output for the multipath delays provided by the propagation model. As such, it shares some similarities with the square law combiner technique considered in radio transmissions [23].
The hypothesis test of the SLC algorithm is:

\[ T_{SLC}(x, y) = \sum_{i \in \Omega(x,y)} |z(i)|^2 \begin{pmatrix} H_0 \geq \lambda_{SLC} \end{pmatrix}, \tag{12} \]

where \( \Omega(x,y) \) contains the index of the vector \( z \) corresponding to the multipath delays \( \tau_k(x,y) \) obtained by the ray-tracing model. The number of elements in \( \Omega(x,y) \) is then equal to \( M(x,y) \).

It can be easily shown that the probability law of \( T'_{SLC}(x, y) = T_{SLC}(x, y)/\sigma^2 \) under \( H_0 \) hypothesis is a \( \chi^2 \) central distribution with \( 2M(x,y) \) degrees of freedom. Thus the threshold level \( \lambda \) can be calculated exactly as for the previous algorithm:

\[ \lambda_{SLC} = 2\sigma^2\gamma^{-1}(M(x,y), \Gamma(M(x,y))(1 - P_{FA})) = \lambda_{MPF} \tag{13} \]

The detection probability is in that case provided by:

\[ P_{d(SLC)} = Q_M(x,y) \left( \sqrt{\sum_{i \in \Omega(x,y)} |[R(x,y)\alpha]_i|^2 \over \sigma} \right), \tag{14} \]

where \( [R(x,y)\alpha]_i \) is the \( i \)-th entry of the vector \( R(x,y)\alpha \).

Like in the MPF algorithm, the value \( T_{SLC}(x, y) \) (called SLC T-level) for the detection test in the considered zone can be calculated for each position \((x, y)\). The cells with high T-level are more likely to correspond to the position of the target and the target location is estimated as:

\[ (\hat{x}, \hat{y}) = \arg\max_{x,y}(T_{SLC}(x, y)). \tag{15} \]

C. Comparison of detection performance

It appears that the expression of \( P_{d(SLC)} \) only differs from the expression of \( P_{d(MPF)} \) by the value of the non-centrality parameter. Thus, for a same \( P_{FA} \) and a same number of paths \( M(x,y) \), we have \( P_{d(MPF)} > P_{d(SLC)} \) as \( ||R(x,y)\alpha|| \) is always greater than \( \sqrt{\sum_{i \in \Omega(x,y)} |[R(x,y)\alpha]_i|^2} \) and the Marcum Q-function increases with the first parameter [24]. Therefore, the MPF detection performance is always better than the SLC one.

D. Comparison of computation time and memory requirement

The MPF algorithm requires the computation of matrices \( P(x,y) \) for each location \((x, y)\). These matrices are provided by the propagation model. Running the propagation model for each location at each iteration may be very costly. However, the MPF algorithm can be implemented in different ways. First, in order to decrease the computation time, we can stack \( N \times N \) matrices \( P(x,y) \) provided by Eq.(7) for all cells of the area of interest. In this way, we avoid matrix inverse computation so we decrease time cost but increase the memory requirement. Another implementation can be stacking \( N \times M(x,y) \) matrices \( R(x,y) \) for all cells and computing \( P \) by Eq.(7) at each program launch, decreasing thus the memory requirement but increasing the computation time. The last way is to only stack parameters of matrices \( R \) (delays \( \tau_k(x,y) \) and the autocorrelation signal \( r(t) \), and constructing \( R \) and computing \( P \) at each program launch. An example of memory requirement and computation time comparison between the SLC algorithm and three implementations of the MPF algorithm is shown in the Table 1.
It is shown that the SLC algorithm provides a big gain, both in time and memory requirement. Depending on the implementation, the MPF algorithm can be fast but greedy in memory, or vice versa.

<table>
<thead>
<tr>
<th></th>
<th>Time (s)</th>
<th>Memory (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLC</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>MPF: stacking P</td>
<td>0.20</td>
<td>2145</td>
</tr>
<tr>
<td>MPF: stacking R</td>
<td>0.92</td>
<td>22</td>
</tr>
<tr>
<td>MPF: stacking parameters of R</td>
<td>1.27</td>
<td>0.04</td>
</tr>
</tbody>
</table>

TABLE I: Memory requirement and computation time comparison. $N = 300$, $M(x,y) = 3$, area of interest with 40x40 cells. Matlab environment, 2.8 GHz PC.

IV. SELECTING THE NUMBER OF MULTIPLE PATHS

As noted in the previous section, the choice of the number of paths taken into account influences the detection performance of the MPF and SLC algorithms. In this section, we will first show that taking into account additional path returns can improve detection performance. Then, we will propose an original method to select the optimal number of paths, based on a detection performance criteria. The following detection algorithm is developed with the MPF algorithm because of its better performance compared to the SLC.

A. Detection performance comparison : $N$ vs $N+1$ paths

We compare the detection performance of the MPF with $N$ and $N+1$ paths respectively. We will show that taking into account an additional path in the detection process can increase the detection performance.

Without loss of generality, let $||r|| = 1$ and $\sigma_n^2 = 1$ so that $|\alpha_k|$ represents the signal-to-noise ratio (SNR) of the $k$-th path respectively. For the sake of simplicity, we assume that $|\alpha_1| \geq |\alpha_2| \geq ... \geq |\alpha_n| \geq |\alpha_{n+1}|$ and we note $\alpha_{1:n} = [\alpha_1, \alpha_2, ..., \alpha_n]$.

We will also assume that $r(t-\tau_i)$ and $r(t-\tau_j)$ are uncorrelated for any pair $(i,j)$, which is approximately the case when the two considered paths are not too close. Or, to be more specific, when $|\tau_i - \tau_j|$ is greater than $1/B$.

The detection probability of the MPF with $n$ multipaths is then

$$P_d^{(n)}(\alpha_{1:n}) = Q_n\left(\sqrt{\frac{1}{2} \sum_{k=1}^{n} |\alpha_k|^2}, \sqrt{2t_n}\right),$$  \hspace{1cm} (16)

where $t_n = \gamma^{-1}(n, \Gamma(n)(1 - P_{fa}))$.

Similarly, the detection probability of the MPF with $n+1$ multipath is

$$P_d^{(n+1)}(\alpha_{1:n+1}) = Q_{n+1}\left(\sqrt{\frac{1}{2} \sum_{k=1}^{n+1} |\alpha_k|^2}, \sqrt{2t_{n+1}}\right),$$  \hspace{1cm} (17)

where $t_{n+1} = \gamma^{-1}(n+1, \Gamma(n+1)(1 - P_{fa}))$.

Here, we would like to determine which solution provides the best $P_d$, and for which set of parameters. This results in comparing the two quantities $P_d^{(n)}(\alpha_{1:n})$ and $P_d^{(n+1)}(\alpha_{1:n+1})$ for different values of $|\alpha_k|$, that is, comparing...
two Marcum Q-functions with three different parameters $M$, $a$ and $b$. It is shown that $Q_M(a,b)$ increases with $M$ and $a$ but decreases with $b$ [24]. Therefore, it is not trivial to compare $P_d^{(n)}(\alpha_{1:n})$ and $P_d^{(n+1)}(\alpha_{1:n+1})$. To the best of our knowledge, this complex comparison has not been studied yet in the literature.

Fig. 3 shows some examples of the variation of $P_d^{(n+1)}(\alpha_{1:n+1}) - P_d^{(n)}(\alpha_{1:n})$ as a function of $|\alpha_{n+1}|$ for some specified values of $n$ and $|\alpha_{1:n}|$. We observe that there is always one and only one intersection between the curves $P_d^{(n+1)}(\alpha_{1:n+1}) - P_d^{(n)}(\alpha_{1:n})$ and the zero horizontal axis. From many other numerical simulations obtained with other values of $|\alpha_{1:n}|$ and larger values of $n$, we conclude that seems to exist $|\alpha'| < |\alpha_n|$ such that for $|\alpha_{n+1}| > |\alpha'|$ we have $P_d^{(n+1)}(\alpha_{1:n+1}) > P_d^{(n)}(\alpha_{1:n})$ and for $|\alpha_{n+1}| < |\alpha'|$, $P_d^{(n+1)}(\alpha_{1:n+1}) < P_d^{(n)}(\alpha_{1:n})$. This means that for sufficiently large $|\alpha_{n+1}|$, taking into account the additional path enables us to improve detection performance. While for small $|\alpha_{n+1}|$, it is better not to account for this path. An asymptotic analytical proof of this conclusion can be found in Appendix B.

This result raises the question of the choice of the optimal number of paths to consider for obtaining the best detection probability.

**B. Algorithm for selecting the number of paths**

In order to examine the variation of detection probability with respect to the number of paths, let us examine a simple attenuation model: we assume that $|\alpha_k| = \gamma^{k-1} |\alpha_1|$ $(\gamma < 1)$. Thus, the SNR of the k-th path $(|\alpha_k|)$ is
smaller than \((k-1)\)-th path \((|\alpha_{k-1}|)\) by a certain constant dB (with respect to a predefined value \(\gamma\)). Fig. 4 illustrates the variation of the detection probability \(P_d\) with respect to the number of paths taken into account. Different values of \(\gamma\) (loss per path) and \(|\alpha_1|\) (SNR of the first path) are chosen.

From this figure, we can observe that for all cases, there indeed exists an optimal value of \(M\) that maximizes \(P_d^{(M)}\). This can be easily explained: adding one path enables to retrieve more energy from the target but also increases the noise energy gathered; as long as the SNR of the additional path remains strong enough to combat this increase in noise, it will improve the detection performance. This optimal number depends on the SNR of the first path and on the particular loss scheme. Actually, the SNRs of the different paths do not decrease in the simple way described above. In fact, the path loss depends on the geometry of the scene, the reflection coefficients of surrounding surfaces and the target, the position and orientation of the target, etc.

We provide a selection algorithm to select the optimal number of paths for the detection-localization algorithms based on solving the following optimization problem:

\[
M_{opt} = \arg\max_M P_d^{(M)}(\alpha),
\]

with

\[
P_d^{(M)}(\alpha) = Q_M \left( \sqrt{\frac{1}{2} \sum_{k=1}^{M} |\alpha_k|^2}, \sqrt{2t_M} \right),
\]

where \(|\alpha_1| \geq |\alpha_2| \geq \ldots \geq |\alpha_M|\), \(t_M = \gamma^{-1}(M, \Gamma(M)(1 - P_{fa}))\) and assuming that \(r(t - \tau_i)\) and \(r(t - \tau_j)\) are uncorrelated for all pairs \((i, j)\).

The rationale behind this is that only the paths that positively contribute to the increase of \(P_d\) should be taken into account.

In real condition, the SNRs of the different paths are not known and have to be estimated from a noisy signal.
The ML estimation $\hat{\alpha}$ of $\alpha$ given by Equation (4) can be used to estimate $M_{\text{opt}}$:

$$M_{\text{opt}} = \arg\max_M P_d^{(M)}(\hat{\alpha}).$$

(20)

We propose the selection algorithm to choose an optimal number $M$ for maximizing the detection performance:

1. **Step 1:** Estimate $\hat{\alpha}$ from the measured signal
2. **Step 2:** Sort $|\hat{\alpha}_k|$ by decreasing order ($|\hat{\alpha}_1| \geq |\hat{\alpha}_2| \geq ... \geq |\hat{\alpha}_M|$)
3. **Step 3:** Calculate $P_d^{(M)}(\hat{\alpha}_{1:M})$ for different values of $M$
4. **Step 4:** Search for the optimal $M (\hat{M}_{\text{opt}})$ that maximizes $P_d^{(M)}$

The asymptotic convergence of $\hat{M}_{\text{opt}}$ is proved in Appendix B and shows that the algorithm has to stop at some finite value for $M$.

V. NUMERICAL RESULTS

In order to evaluate the proposed detection-localization algorithms and the selection algorithm, we carried out a simulation with a rough model of an urban intersection as described in section II (Fig. 2). The area of interest is discretized by 0.25mx0.25m cells. In this section, the selection algorithm is first applied to all cells of the area to find the optimal number of paths for each cell. Then the detection performance of different algorithms will be compared by applying them to simulated data obtained from the simulation. Localization performance of the MPF and the SLC on simulated data will also be presented.

A. Selection of the number of paths

At first, it is desirable to determine the optimal number of paths for all positions in the area of interest in the simulated scenario. By applying the selection algorithm described above, the map of the optimal number for all positions of the target is shown in Fig. 5. We can observe that $M_{\text{opt}}$ has values mostly in the interval from 2 to 4 with the loss scheme considered for the simulation. In some other positions, $M_{\text{opt}}$ is relatively large because there is a high number of strong amplitude path returns due to the scene.
B. Comparison of detection performance

In order to evaluate the performance of the MPF and SLC algorithms, let us first define for each path $i$ the propagation loss (including reflection loss) $\nu_i$ and the target amplitude $\kappa$ such that $\alpha_i = \nu_i \kappa$ (we assume here that the target amplitude is identical for all the directions of the paths (no fluctuation of Radar cross-section)). Assuming that the multipath delays are resolved, the signal-to-noise ratio (SNR) is thus

$$\text{SNR} = \left\| \frac{\mathbf{R}(x,y)\alpha}{\sigma^2} \right\|^2 \approx \left\| \frac{\alpha}{\sigma^2} \right\|^2 = \left( \sum_i |\nu_i|^2 \right) \kappa^2.$$

Fig. 6 provides detection performance when the target is located at the reference position $(39.875, 10.125)$. Since the loss $\sum_i |\nu_i|^2$ is constant for a fixed position, the SNR is varied by modifying the value of $\kappa$. The detection probabilities for both MPF and SLC algorithms are calculated using two methods: one with a Monte Carlo simulation and the other with the theoretical formulas (9) and (14). The detection probability of the classic matched filter (MF) for one single path is also computed by Monte Carlo simulation, as well as the detection performance of the clairvoyant matched filter. Its received signal parameters are perfectly known (that is its paths amplitudes and phases are perfectly known, which is unrealistic). At this LOS position, the MPF performance is always better than the MF performance for every SNR. The performance curve of the SLC is very close to that of the MPF one. We can observe a 2 dB loss between the MPF/SLC and the clairvoyant matched filter. This loss results from parameter estimation with the MPF algorithm or from the incoherent integration with the SLC algorithm.

In Fig. 7, we present the same curves for an NLOS target located at coordinates $(35.125, 12.125)$. It is first noted that all curves are shifted to higher values of $\kappa$, which means that due to propagation loss, a higher level of target amplitude is necessary for detection. We still observe that the MPF and SLC algorithms provide better detection
performance compared to the MF. However this time we can see a degradation of 1.5 dB of the SLC compared to the MPF, which is coherent with the theoretical demonstration in section III-C. Depending on the performance considerations, this degradation can be accepted to accelerate the computation time and the memory load.

![Detection probability with respect to SNR. Target at coordinates (35.125, 12.125).](image)

Fig. 7: Detection probability with respect to SNR. Target at coordinates (35.125, 12.125). $M_{opt} = 3$ for MPF and SLC algorithms. $P_{fa} = 10^{-3}$. Losses $\sum |\nu_i|^2 = -15.91$ dB.

C. Localization results on simulated signals

We examine two simulations with a target at NLOS positions (32;14.25) and (37;14.25). Results of the MPF localization algorithm are shown in Fig. 8a and 9a with respect to the $x$ and $y$ coordinates. Color levels represent the output of the MPF localization algorithm, or T-level. On both maps, we can see that the maximum is close to the true position of the target. Figs. 8b and 9b present results obtained for the SLC algorithm and also show that the maximum indeed corresponds to the real position of the target.

However, the presence of the target in the scene also created a lot of artifacts, and in many cells the T-level obtained is also relatively high. These high-level cells can be called spatial ambiguities and correspond to the high sidelobes of the proposed spatial multipath matched filter. This is due to the fact that, depending on the scene geometry, there can be several cells whose corresponding multipath delays are quite similar to the delays expected for the true target position. In particular, many different locations may share at least one or two similar delays. These spatial ambiguities are prone to generating local maxima that will not only create ghost false detection, but may also generate a strong bias in the localization performance. These ambiguities, which are due to the geometry of the scene and the imperfect knowledge of the path amplitudes, are very difficult to avoid. We thus observe very similar ambiguities with the MPF and SLC algorithms. This phenomenon is well-known in multipath exploitation [6].

Now let us see how the algorithms perform with a moving target. A target is simulated, moving horizontally from (30, 14.25) to (40, 14.25) with a uniform speed. The MPF and SLC localization algorithms are applied to 40 equally spaced positions between the two end points. For each position, we thus find the estimated target position
Fig. 8: Localization result for a target at (32,14.25). The black cross represents the true target position. SNR=15 dB.

Fig. 9: Localization result for a target at (37,14.25). The black cross represents the true target position. SNR=15 dB.

\((\hat{x}, \hat{y})\) that maximizes the T-level for each algorithm. Then the root mean square error (RMSE) provided by:

\[
RMSE = \sqrt{\frac{1}{MC} \sum_{n=1}^{MC} ((x - \hat{x}_n)^2 + (y - \hat{y}_n)^2)} / MC.
\]  

is calculated by \(MC = 1000\) Monte Carlo simulations and presented in Fig. 10.

We can observe good agreement between estimated and true positions except at the ends of the trajectory, where multipath information is not sufficient to ensure good localization (i.e. lack of multipath or unresolved multipath). Overall, the RMSE of the MPF algorithm is better than that of the SLC.
VI. REAL DATA EXPERIMENT

A. Experiment description

In order to verify the practical behavior of the proposed algorithms, an experimentation was set up in a typical urban environment. A T-junction, quite representative of an urban intersection, was selected for the real measurement campaign (Fig. 11). An NLOS target scenario considered in this T-junction is presented in Figure 12. Prior to the experimentation and based on simulations, we chose the target trajectory in order to provide a rich multipath environment.

In this scenario, the radar was placed at coordinates (6.8; 0) (blue circle), and a pedestrian target moves from D(15.5; 12.75) to C(15.5; 24.75) (pink rectangle) for 15 seconds. An example of the specific multipath propagation for this scenario is shown in Fig. 12. At the beginning of its trajectory, the target was in NLOS position. When the target approached C, it entered the LOS area but multipaths were still also present. This choice of target trajectory enables us to consider and compare two different multipath propagation scenarios: when the target is in NLOS and when the target is in LOS.

For all measurements, we used the 24 GHz 2-Channel FMCW Radar commercialized by IMST. The data were recorded on a laptop via a Raspberry Pi. Note that this radar was not designed for such an application. The signal
transmitted by this radar consisted of a coherent train of Linear Frequency Modulation (LFM) pulses. The signal bandwidth was 800 MHz, thus corresponding to a range resolution of 0.1875 m. The choice of such a quite large bandwidth was motivated by the need to be able to separate close paths. The duration of each LFM pulse was equal to $T = 8$ ms, and the pulse repetition period (PRP) was set to $T_r = 60$ ms. This very long PRP, that could not be chosen smaller due to the specific hardware configuration, unfortunately provided a very small Doppler ambiguity (about 0.1 m/s). For such a small Doppler ambiguity, any not perfectly zero-Doppler backscatter is immediately spread over the whole Doppler ambiguity domain and in particular that of the target whose energy is thus diluted. Thus, Doppler processing could not be fully exploited in this setting. Here, it consisted in applying a zero-Doppler rejection [17][18] to remove strong energy at zero Doppler, and then to incoherently integrate the residual energy in all Doppler cells for each range cell. This allows to gather all the energy diluted over the Doppler dimension.

The total duration of each measurement was about 15 s. The radar was placed at 1.2 m high from the ground. The horizontal aperture of the radar antenna was 60° and the signal was transmitted with a vertical polarization.

**B. Measurement results**

The output of the range matched filter before rejection of the fixed echoes is presented in Fig. 13. It appears that fixed echoes are strong, thus motivating the zero-Doppler rejection procedure explained in the previous section. Measured range profiles after zero-Doppler filtering are presented in Fig. 14. In the NLOS phase, range profiles contain only echoes due to paths reflected at least by one wall. In the LOS phase, the nearest strong echo results from the direct path (without any reflection on surrounding walls). In order to interpret the measurement, a simulation was carried out with a rough geometrical model of the scene. The result is shown in Fig. 15.

Comparing the simulation result in Fig. 15 and the measure in Fig. 14, we can observe that quite good agreement is achieved between simulated echoes generated and the measured echoes. In the NLOS phase, the first three strongest echoes are indicated as 1, 2 and 3 in Fig. 14. The echo 1 corresponds to a double-bounce reflection.
Fig. 13: Range profiles before zero-Doppler filtering

Fig. 14: Range profiles after zero-Doppler filtering

Fig. 15: Simulated range profiles. Red echo: direct return (without wall reflection); orange, green, sky blue and navy blue echoes: returns with one, two, three and four wall reflections respectively.

following the path radar-W5-target-W5-radar. When the target moves away from the radar, the length of this path increases. Conversely, the echo 3 whose length decreases over time corresponds to the path radar-W1-target-W1-radar. The echo 2 combines these two paths, i.e. radar-W1-target-W5-radar and conversely. The energy difference can be explained by the fact that the reflection coefficients of the different walls, the loss due to the different scattering angles, and the radar antenna mainlobe were not considered in our propagation model.

Also in this phase, apart from the three apparent echoes, a fuzzy zone can be observed at far ranges. This fuzzy zone is quite well explained by the simulation: as it can be seen in Fig. 15, for range longer than 35 m, many path returns can be observed. This also motivates the need to select only a reduced number of paths as we proposed in section IV.

In the LOS phase, the direct return is clearly observed, which is coherent with the red echo in the simulation. The two orange simulated echoes can also be observed. However, some additional echoes can be seen in Fig. 14, which are not explained by the simple propagation result of Fig. 15. These echoes are however less energetic and parallel to the first echo in the LOS phase. The most likely explanation is the simplicity of the geometry used in the simulation: some other possible obstacles in the scene were not modeled in the simulation.

C. Detection-localization results on measured signals

MPF and SLC algorithms were applied to experimental data. The algorithms were applied in a specific zone discretized with 0.1875m×0.1875m cells. We present in Fig. 16 the result of the MPF localization (a) and SLC localization (b) applied to measured signals when the pedestrian target was located at coordinates (15.5; 16.2). It appears that the maxima of both MPF and SLC test outputs indeed correspond to the true position of the target. This means that, as for localization, the proposed tests provide additional information about the target position by exploiting several paths. Like for localization on simulated scenario described in the section V-C, the presence of the target in the scene creates spatial ambiguities. Fig. 16(c) represents the result of MPF localization for data simulated with a rough geometrical model of the actual scene. We observe a good agreement between the ambiguities in (a),
We now show the localization results for several instances of the target when it is on the NLOS trajectory. In Fig. 17, we present the root square error (RSE) for different target positions. The target location is generally estimated with a high accuracy. With the MPF algorithm, the rate of a localization with \( \text{MSE} < 0.75 \text{m} \) is 89\%. This rate for the SLC algorithm is 82\%. This shows that our proposed algorithms using a very simple propagation model (the geometry model considers only wall positions, no information on the permittivity of the reflecting materials nor modeling of fine details such as doors or windows, and a simple ray tracing model for the propagation) provide relevant target position even for real data experiments. Most of the time, the maximum T-level of discretized cells corresponds to the real position of the target. In a few cases though, we observe some false localization, especially when the target \( y \)-coordinate is between 16.7 and 17.2m. This can be explained by high ambiguities resulting from the geometry of the scene. These ambiguities can generate ghosts or strong bias affecting localization performance.

For example, Fig. 18 represents the localization result of MPF algorithm for the target coordinates (15.5, 17). We can observe a high T-level (46.56 dB) at the true position of the target (black circle). Unfortunately, due to high
ambiguities and environmental noise, the algorithm locates the target at a very right shifted position (green circle) that provides a slightly higher T-level (46.63 dB). Therefore, in that specific case, some post-processing will be necessary to avoid ambiguities. Overall, we should recall that these high ambiguities are inherent to the around-the-corner radar localization problem, and that despite of them, the proposed method manages to locate correctly the target most of the time.

VII. CONCLUSION

In this article, we have presented the problem of around-the-corner radar and proposed two solutions for target detection and localization by exploiting multipath returns. For the detection problem, the proposed algorithms are demonstrated to generally provide better performance than the classic matched filter in a typical NLOS urban scenario. In particular, we show that multipath exploitation can improve detection performance. We have also developed an algorithm for selecting the number of paths so that the detection probability is optimized. For the localization problem, simulated and experimental results show that target locations can be retrieved with both algorithms, even when using a simple propagation model and rough knowledge of the scene geometry. However, it also appears that the localization problem addressed by the “around-the-corner” radar application leads to strong spatial ambiguities which are inherent to the geometry of the scene. Thus, they represent a remaining challenge to be solved. Our ongoing work will be focused on that problem. In future work, the influence of the precision accuracy about the scene (e.g. wall location errors) will be analyzed. We also plan to carry out experiments for more complex scenes.

APPENDIX

A

MPF $P_{FA}$ AND $P_d$ DERIVATION

**MPF $P_{FA}$ derivation**

Under hypothesis $H_0$ and in the absence of the target, $T'_{MPF}(x,y) = T_{MPF}(x,y)/\sigma^2$ follows a $\chi^2$ central distribution with $2M(x,y)$ degrees of freedom [21]. The false alarm probability can be computed from the cumulative distribution function (CDF) of the $\chi^2$ central distribution as

$$P_{FA} = 1 - \frac{\gamma(M(x,y), \frac{\lambda_{MPF}}{2})}{\Gamma(M(x,y))},$$

where $\Gamma(N)$ and $\gamma(N,x)$ are the gamma and the lower incomplete gamma functions respectively. Thus the threshold level of the distribution $T_{MPF}(x,y)$ is given by :

$$\lambda_{MPF} = \sigma^2 T'_{MPF} = 2\sigma^2 \gamma^{-1}(M(x,y), \Gamma(M(x,y))(1 - P_{FA})).$$

**MPF $P_d$ derivation**

Under hypothesis $H_1$ and in the presence of the target, $T'_{MPF}(x,y)$ is a $\chi^2$ non-central distribution with $2M(x,y)$ degrees of freedom and the non-centrality parameter $p_c = \| R(x,y) \alpha \| / \sigma^2 [21]$. The detection probability can
be calculated as

\[ P_{d(\text{MPF})} = P(T_{MPF}(x, y) > \lambda_{MPF}) \]
\[ = P(T'_{MPF}(x, y) > \lambda'_{MPF}) \]
\[ = \int_{\lambda'_{MPF}}^{\infty} f_{\chi^2}(y) dy, \]

where \( f_{\chi^2} \) is the probability density function of the \( \chi^2 \) distribution:

\[ f_{\chi^2}(y) = \frac{1}{2} \exp \left( -\left( \frac{y + p_c}{2} \right) \right) \frac{y^{(M(x,y)-1)/2}}{I_{M(x,y)-1}(\sqrt{p_c}y)}, \]

Letting \( x = \sqrt{y} \), we have

\[ P_{d(\text{MPF})} = \int_{\lambda'_{MPF}}^{\infty} \exp \left( -\left( \frac{x^2 + p_c}{2} \right) \right) \frac{x^{(M(x,y)-1)/2}}{I_{M(x,y)-1}(\sqrt{p_c}x^2)} dx \]
\[ = Q_{M(x,y)} \left( \frac{\| R(x, y) \alpha \|}{\sigma}, \sqrt{\frac{\lambda'_{MPF}}{2}} \right), \]

using the definition of the Marcum Q-function provided in the equation (10)[22].

The derivations of (13) and (14) for SLC \( P_{FA} \) and \( P_d \) are similar.

**APPENDIX B**

We will consider two detection probabilities: \( P_d^{(n)}(\alpha_{1:n}) \) and \( P_d^{(n+1)}(\alpha_{1:n+1}) \) when \( n \) and \( n + 1 \) paths are taken into account respectively. We assume that all paths are relatively separated, so that \( r(t - \tau_i) \) and \( r(t - \tau_j) \) are uncorrelated for any pairs of \((i,j)\) and without of generality that \( |\alpha_1| \geq |\alpha_2| \geq ... \geq |\alpha_{n+1}| \). Thus, the detection probabilities of the MPF with \( n \) and \( n + 1 \) multipaths are respectively provided by:

\[ P_d^{(n)}(\alpha_{1:n}) = Q_n \left( \sqrt{2 \sum_{k=1}^{n} |\alpha_k|^2}, \sqrt{2l_n} \right) \]
\[ = Q_n \left( \sqrt{2\beta^2}, \sqrt{2l_n} \right), \]

and

\[ P_d^{(n+1)}(\alpha_{1:n+1}) = Q_{n+1} \left( \sqrt{2 \sum_{k=1}^{n+1} |\alpha_k|^2}, \sqrt{2l_{n+1}} \right) \]
\[ = Q_{n+1} \left( \sqrt{2 \left( \beta^2 + |\alpha_{n+1}|^2 \right)}, \sqrt{2l_{n+1}} \right), \]
where $\beta^2 = \sum_{k=1}^{n} |\alpha_k|^2$, $t_n = \gamma^{-1}(n, \Gamma(n)(1 - P_{fa}))$, $t_{n+1} = \gamma^{-1}(n + 1, \Gamma(n + 1)(1 - P_{fa})$ and the Marcum Q-function is defined as:

$$Q_M(a, b) = \int_b^{\infty} \left( \frac{x}{a} \right)^{M-1} \exp \left( -\frac{x^2 + a^2}{2} \right) I_{M-1}(ax) dx$$

Let us note

$$\Delta P_{n+1}(\beta, |\alpha_{n+1}|) = P_d^{(n+1)}(\alpha_{1:n+1}) - P_d^{(n)}(\alpha_{1:n}),$$

it comes that

$$\Delta P_{n+1}(\beta, |\alpha_{n+1}|) = Q_{n+1} \left( \sqrt{2} (\beta^2 + |\alpha_{n+1}|^2), \sqrt{2t_{n+1}} \right)$$

$$- Q_n \left( \sqrt{2\beta^2}, \sqrt{2t_n} \right).$$

Numerical simulation shows that it exists $|\alpha'| \in (0, |\alpha_n|)$ so that $\Delta P_{n+1}(\beta, |\alpha_{n+1}|) > 0$ when $|\alpha_{n+1}| > |\alpha'|$ and $\Delta P_{n+1}(\beta, |\alpha_{n+1}|) < 0$ when $|\alpha_{n+1}| < |\alpha'|$. It means that the selection algorithm described in the section IV has to stop sooner or later when the amplitudes of longer paths are so small (due to propagation losses). In an asymptotic way, we will show that:

- (*)&: $\Delta P_{n+1}(\beta, |\alpha_{n+1}|)$ increases with $|\alpha_{n+1}|$
- (**) &: $\Delta P_{n+1}(\beta, 0) < 0$ and $\Delta P_{n+1}(\beta, |\alpha_{n+1}| = |\alpha_n|) > 0$, for the hypothesis that $\beta$ is sufficiently large.

To prove (*), let us remark that

$$\frac{\partial \Delta P_{n+1}(\beta, |\alpha_{n+1}|)}{\partial |\alpha_{n+1}|} = \frac{\partial Q_{n+1} \left( \sqrt{2} (\beta^2 + |\alpha_{n+1}|^2), \sqrt{2t_{n+1}} \right)}{\partial |\alpha_{n+1}|}. $$

and that

$$\frac{\partial Q_{n+1} \left( \sqrt{2} (\beta^2 + |\alpha_{n+1}|^2), \sqrt{2t_{n+1}} \right)}{\partial |\alpha_{n+1}|} > 0,$$

since $Q_M(a, b)$ increases with $a$ [24]. Thus

$$\frac{\partial \Delta P_{n+1}(\beta, |\alpha_{n+1}|)}{\partial |\alpha_{n+1}|} > 0.$$ 

Therefore, $\Delta P_{n+1}(\beta, |\alpha_{n+1}|)$ increases as $|\alpha_{n+1}|$ increases in the interval $[0; |\alpha_n|]$. (*) is proved!

To prove (**), we can write that $\Delta P_{n+1}(\beta, 0) = Q_{n+1} \left( \beta \sqrt{2}, \sqrt{2t_{n+1}} \right) - Q_n \left( \beta \sqrt{2}, \sqrt{2t_n} \right)$.

From [25], [26] and [27], we have:

$$\frac{\partial Q_M(a, b)}{\partial a} = a \left[ Q_{M+1}(a, b) - Q_M(a, b) \right]$$

$$= a \left( \frac{b}{a} \right)^M \exp \left( -\frac{a^2 + b^2}{2} \right) I_M(ab).$$
Then, let
\[
f_{n+1}(\beta) = \frac{\partial \Delta P_{n+1}(\beta, 0)}{\partial \beta}
= \beta^{-n+1} \sqrt{2t_{n+1}^{(n+1)/2}} \exp \left[ - (\beta^2 + t_{n+1}) \right] I_n(2\beta \sqrt{t_{n+1}})
\times \left\{ \frac{1}{\beta} \frac{I_{n+1}(2\beta \sqrt{t_{n+1}})}{I_n(2\beta \sqrt{t_{n+1}})} - \frac{t_{n+1}^{n/2}}{I_{n+1}(2\beta \sqrt{t_{n+1}})} \exp(t_{n+1} - t_n) \right\}
\]

We have \(\beta^{-n+1} \sqrt{2t_{n+1}^{(n+1)/2}} \exp \left[ - (\beta^2 + t_{n+1}) \right] I_n(2\beta \sqrt{t_{n+1}}) > 0\) and from [28]:
\[
\lim_{\beta \to +\infty} \frac{1}{\beta} \frac{I_{n+1}(2\beta \sqrt{t_{n+1}})}{I_n(2\beta \sqrt{t_{n+1}})} = \lim_{\beta \to +\infty} \frac{1}{\beta} \sqrt{t_{n+1}} \exp(2\beta \sqrt{t_{n+1}})
\]
\[
= +\infty
\]

(as \(t_{n+1} > t_n\))

In addition, \(\frac{t_{n+1}^{n/2}}{I_{n+1}(2\beta \sqrt{t_{n+1}})} \exp(t_{n+1} - t_n)\) is a positive constant. Therefore,
\[
\lim_{\beta \to +\infty} f_{n+1}(\beta) = +\infty.
\]

As \(f_{n+1}(\beta)\) is continuous for \(\beta \in (0, +\infty)\); so there exists \(\beta_1\) so that for any \(\beta > \beta_1\), \(f_{n+1}(\beta)\) is positive. That is, \(\Delta P_{n+1}(\beta, 0)\) increases in the interval \([\beta_1, +\infty)\). In addition: \(\Delta P_{n+1}(\beta, 0)\) is continuous and \(\lim_{\beta \to +\infty} \Delta P_{n+1}(\beta, 0) = 1 - 1 = 0\). Therefore \(\Delta P_{n+1}(\beta, 0) < 0\) for any \(\beta > \beta_1\).

In the same way, we can show that there exists \(\beta_2\) so that \(\Delta P_{n+1}(\beta, |\alpha_{n+1}| = |\alpha_n|) > 0\) for any \(\beta > \beta_2\).

So, letting \(\beta_0 = \max(\beta_1, \beta_2)\), it comes that for any \(\beta > \beta_0\): \(\Delta P_{n+1}(\beta, 0) < 0\) and \(\Delta P_{n+1}(\beta, |\alpha_{n+1}| = |\alpha_n|) > 0\). (***) is proved!
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