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A reduced basis method for parametrized variational inequalities applied to contact mechanics

AMINA BENACEUR†‡, ALEXANDRE ERN†, VIRGINIE EHRLACHER†

Abstract

We investigate new developments of the Reduced-Basis (RB) method for parametrized optimization problems with nonlinear constraints. We propose a reduced-basis scheme in a saddle-point form combined with the Empirical Interpolation Method to deal with the nonlinear constraint. In this setting, a primal reduced-basis is needed for the primal solution and a dual one is needed for the Lagrange multipliers. We suggest to construct the latter using a cone-projected greedy algorithm that conserves the non-negativity of the dual basis vectors. The reduction strategy is applied to elastic frictionless contact problems including the possibility of using non-matching meshes. The numerical examples confirm the efficiency of the reduction strategy.

1 Introduction

The Reduced-Basis (RB) method [1, 2] is a computationally effective approach to approximate the solution of parametrized Partial Differential Equations (PDEs) in multi-query and real-time contexts, where the problem has to be solved repeatedly for a large number of parameter values or needs to be solved very quickly under limited computational resources. For standard PDEs in variational form, RB methods provide efficient tools for complexity reduction. Instead of the High-Fidelity (HF) problem, which is high-dimensional after a finite element discretization, a low-dimensional model is generated. This low-dimensional model can then be solved significantly faster for a wide range of parameters.

The focus here is on parametrized optimization problems with nonlinear constraints. These problems are of great importance in numerous engineering applications. Owing to the nonlinearity of the constraints, the algorithms designed for solving these problems often suffer from slow convergence, thereby entailing subsequent computational costs. Therefore, there is a strong motivation for devising RB methods for nonlinear constrained optimization problems. The literature on RB methods for variational inequalities with linear constraints is already relatively abundant. In [3], the authors extend the standard RB method to linear variational inequalities solved through a mixed formulation. The primal basis (for the primal solution) and the dual one (for the Lagrange multipliers) are constructed using well-chosen snapshots, and no additional compression phase is considered. In the so-called...
Projection-Based method of [4], which has been specifically introduced to address time-dependent contact problems with linear constraints, the primal and the dual spaces are built differently: the primal RB space is obtained using Proper Orthogonal Decomposition (POD), whereas the dual one is built by applying the Non-negative Matrix Factorization (NMF) algorithm [5] to the set of Lagrange multiplier snapshots. The NMF guarantees non-negative basis vectors and a user-prescribed RB dimension, but the resulting dual RB space can be (far) less accurate than the primal one. As a matter of fact, the user does not specify a required error tolerance as an input but a number of dominant basis vectors to retain. The work in [6] extends hyper-reduction methods to contact problems with linear constraints. The proposed extension consists in conserving a few vectors of the High-Fidelity (HF) dual basis because the number of contact nodes is limited to a reduced integration domain. Hence, only the contact nodes in this domain are treated but with a local high fidelity. Further relevant work for RB methods and variational inequalities with linear constraints comprises [7, 8], which address time-space formulations and corresponding analysis. Also, [9] treats the inequality constraints using the primal-dual strategy, and [10, 11] develop related empirical interpolation for a penalty formulation and subsequent error estimation. We finally mention [12, 13, 14] which are related to [3] and have dealt with RB methods for stationary variational inequalities treating non-stationary problems and providing a posteriori error estimations for financial applications. An angle-greedy algorithm which is used for the construction of the dual basis is also introduced therein. So far, all the existing results using the RB method deal with linear constraints. Yet, we mention that another class of model order reduction methods, namely the Proper Generalized Decomposition (PGD), is used in [15] to address nonlinear contact problems.

In this paper, we propose to extend model reduction to the framework of variational inequalities with nonlinear constraints. An important application we have in mind is elastic frictionless contact in a generic framework. Importantly, we want to circumvent two simplifying assumptions often made in the literature: the small displacement assumption (that allows one to consider the same normal vector on both contact boundaries) and the use of non-matching meshes (which is not realistic in many engineering scenarios). As a result, we are dealing with nonlinear constraints. We express the problem of interest in a saddle-point form using Lagrange multipliers, and we apply the Empirical Interpolation Method (EIM) [16, 17] to allow for an offline/online decomposition of the nonlinear constraints. The primal RB space is constructed using POD (alternative options based, e.g., on a greedy algorithm can also be considered), whereas we devise a Cone-Projected Greedy (CPG) algorithm that builds nested dual RB spaces while preserving the non-negativity of the Lagrange multipliers. More precisely, the CPG algorithm enriches the dual cone at each iteration using the Lagrange multiplier that maximizes the positive projection on the previously selected cone. The CPG algorithm is closely related to the angle-greedy algorithm from [14]. The selection criterion remains somewhat different since the former is based on positive cone projections and the latter on linear projections. A more detailed comparison is presented in Section 5.

This paper is organized as follows. In Section 2 we introduce the abstract model problem. In Section 3 we consider more specifically elastic frictionless contact problems. Since we do not make the simplifying hypotheses discussed above, we briefly describe the formulation of the nonlinear non-interpenetration condition. In Section 4 we return to the abstract setting and we apply the RB method to derive the reduced-order problem. In Section 5, we discuss the offline stage in some detail, we present the EIM procedure for the nonlinear constraint, and we describe the construction of the primal and dual RB spaces. In Section 6 we present numerical results illustrating the performance of the method in the framework of elastic frictionless contact. We consider two test cases. First, the contact problem between two disks introduced by Hertz [18] with a parametrization either on
the prescribed displacement of the disks or on the radius of the lower disk. Then, the case of a ring with a parameter-dependent radius in contact with a rectangular block \[19\]. Finally, Section \[7\] draws some conclusions.

2 Model problem

Let \( \mathcal{V} \) be a separable Hilbert space composed of functions defined on a spatial domain (open, bounded, connected subset) \( \Omega \subset \mathbb{R}^d, \ d \geq 1 \), with a Lipschitz boundary \( \partial \Omega \). Let \( \overline{\Omega} \) denote the closure of \( \Omega \) and let \( \mathcal{P} \) denote a parameter set. We define a continuous, symmetric and coercive bilinear form \( a : \mathcal{P} \times \mathcal{V} \times \mathcal{V} \to \mathbb{R} \) (the attributes of \( a \) are with respect to its second and third arguments), and a continuous linear form \( f : \mathcal{P} \times \mathcal{V} \to \mathbb{R} \) (the attributes of \( f \) are with respect to its second argument).

We also define the nonlinear continuous mappings \( k : \mathcal{P} \times \mathcal{V} \times \mathcal{V} \to L^2(\Gamma^c) \) and \( g : \mathcal{P} \times \mathcal{V} \to L^2(\Gamma^c) \), for a subset \( \Gamma^c \subset \partial \Omega \). For simplicity, we consider at this stage that the domain \( \Omega \) and the subset \( \Gamma^c \) are parameter-independent. A more general setting with parameter-dependent \( \Omega(\mu) \) and \( \Gamma^c(\mu) \) will be considered from Section \[3\] onwards.

For all \( \mu \in \mathcal{P} \), we want to solve the following nonlinear minimization problem: Find \( u(\mu) \in \mathcal{V} \) such that

\[
\begin{aligned}
\left\{
\begin{array}{l}
 u(\mu) = \arg \min_{v \in \mathcal{V}} \frac{1}{2} a(\mu; v, v) - f(\mu; v) \\
 k(\mu, u(\mu); u(\mu)) \leq g(\mu, u(\mu)) \quad \text{a.e. on } \Gamma^c.
\end{array}
\right.
\end{aligned}
\tag{1}
\]

In \[1\], the dependency is nonlinear with respect to the arguments before the semicolon and linear with respect to the arguments after it.

**Remark 1** (Nonlinear constraint). The nonlinear constraint in \[1\] can be formulated more compactly as \( \zeta(\mu, u(\mu)) \leq 0 \) for the nonlinear continuous mapping \( \zeta(\mu, v) : \mathcal{P} \times \mathcal{V} \to L^2(\Gamma^c) \) defined as

\[
\zeta(\mu, v) := k(\mu, v; v) - g(\mu, v).
\tag{2}
\]

The adopted decomposition of \( \zeta(\mu, v) \) in \[2\] is natural in the context of elastic frictionless contact problems. Note that this decomposition is not unique since one can write \( \zeta(\mu, v) = \tilde{k}(\mu, v; v) - \tilde{g}(\mu, v) \) with \( \tilde{k}(\mu, v; v) := k(\mu, v; v) + \delta(\mu, v; v) \), \( \tilde{g}(\mu, v) := g(\mu, v) + \delta(\mu, v; v) \), and an arbitrary mapping \( \delta(\mu, v; v) : \mathcal{P} \times \mathcal{V} \times \mathcal{V} \to L^2(\Gamma^c) \).

The present setting is motivated by elastic frictionless contact problems that will be described in more detail in Section \[3\]. We make three assumptions. First, we assume that the inequality constraint in \[1\] is quasi-linear, i.e., that \( k \) is linear with respect to its third argument. This assumption, which is not fundamental, will be exploited below in setting up an iterative solver for the discrete version of \[1\]. Second, we assume that \( g \) satisfies \( g(\mu, 0) \geq 0 \). Hence, the set of admissible states

\[
\mathcal{K} = \{ v \in \mathcal{V} \mid k(\mu, v; v) \leq g(\mu, v) \}
\tag{3}
\]

is non-empty since \( 0 \in \mathcal{K} \). Third, we assume that the problem \[1\] is well-posed. Note that the functional minimized in \[1\] is strongly convex and continuous, and the set \( \mathcal{K} \) is closed owing to the continuity of \( k \) and \( g \). Therefore, the existence of a minimizer is guaranteed. Our third assumption then means that we assume the uniqueness of the searched minimizer in \( \mathcal{K} \). The well-posedness assumption is extended to all the formulations derived from \[1\] in the remainder of the paper, namely, the assumption applies to the saddle-point formulation \[5\], its finite element approximation \[6\], its linearized version \[9\], and its RB approximation \[43\].
We consider the non-empty closed convex cone $\mathcal{W}^+ := L^2(\Gamma^c; \mathbb{R}_+)$, with $\mathbb{R}_+ := [0, +\infty)$. Using the test cone $\mathcal{W}^+$, the weak form of the inequality constraint in (1) reads as follows:

$$
\int_{\Gamma^c} k(\mu, u(\mu); u(\mu)) \eta \leq \int_{\Gamma^c} g(\mu, u(\mu)) \eta, \quad \forall \eta \in \mathcal{W}^+.
$$

(4)

Using a Lagrangian formulation, the constrained minimization problem (1) is rewritten as a saddle-point problem: Find $(u(\mu), \lambda(\mu)) \in \mathcal{V} \times \mathcal{W}^+$ such that

$$
(u(\mu), \lambda(\mu)) = \arg \min_{v \in \mathcal{V}} \max_{\eta \in \mathcal{W}^+} \mathcal{L}(\mu)(v, \eta),
$$

(5)

where the Lagrangian $\mathcal{L}(\mu) : \mathcal{V} \times \mathcal{W}^+ \to \mathbb{R}$ is defined as

$$
\mathcal{L}(\mu)(v, \eta) := \frac{1}{2} a(\mu; v, v) - f(\mu; v) + \left( \int_{\Gamma^c} k(\mu, v; v) \eta - \int_{\Gamma^c} g(\mu, v) \eta \right),
$$

(6)

and $u(\mu)$ and $\lambda(\mu)$ are respectively called the primal and the dual solutions of the saddle-point problem (5).

To discretize (5) in space, one typically uses a conforming Finite Element Method (FEM) for the primal variable and discontinuous functions for the dual variable. Both variables are defined using the same background mesh, but in some cases the basis functions for the dual variable can have a slightly larger support than those for the primal variable. The FEM is based on a finite element subspace $V_N := \text{span}\{\phi_1, \ldots, \phi_N\} \subseteq \mathcal{V}$ defined using a mesh based on a discrete nodal subset $\Omega^r \subseteq \Omega$, where $\text{Card}(\Omega^r) = N$. Besides, one introduces the subcone $W^+_R := \text{span}_+\{\psi_1, \ldots, \psi_R\} \subseteq \mathcal{W}^+$ defined using a discrete nodal subset $\Gamma^r \subseteq \Gamma^c$, where $\text{Card}(\Gamma^r) = R$. The notation $\text{span}_+$ means that linear combinations are restricted to non-negative coefficients. The discrete saddle-point problem reads: Find $(u_N(\mu), \lambda_R(\mu)) \in V_N \times W^+_R$ such that

$$
(u_N(\mu), \lambda_R(\mu)) = \arg \min_{v \in V_N} \max_{\eta \in W^+_R} \mathcal{L}(\mu)(v, \eta),
$$

(7)

with the Lagrangian defined in (6). Note that the discrete inequality constraint amounts to

$$
\int_{\Gamma^c} k(\mu, u_N(\mu); u_N(\mu)) \psi_r \leq \int_{\Gamma^c} g(\mu, u_N(\mu)) \psi_r, \quad \forall r \in \{1, \ldots, R\}.
$$

(8)

As is customary with the RB method, we assume henceforth that the mesh-size is small enough so that the above space discretization method delivers HF primal and dual solutions within the desired level of accuracy. Introducing the component vectors $u(\mu) := (u_n(\mu))_{1 \leq n \leq N} \in \mathbb{R}^N$ and $\lambda(\mu) := (\lambda_r(\mu))_{1 \leq r \leq R} \in \mathbb{R}^R$ of $u_N(\mu)$ and $\lambda_R(\mu)$ respectively, the algebraic formulation of (7) reads: Find $(u(\mu), \lambda(\mu)) \in \mathbb{R}^N \times \mathbb{R}^R$ satisfying

$$
(u(\mu), \lambda(\mu)) = \arg \min_{v \in \mathbb{R}^N} \max_{\eta \in \mathbb{R}^R} \frac{1}{2} v^T A(\mu) v - v^T f(\mu) + \eta^T (K(\mu, v) v - g(\mu, v)),
$$

(9)

with the matrices $A(\mu) \in \mathbb{R}^{N \times N}$ and $K(\mu, w) \in \mathbb{R}^{R \times N}$ such that

$$
\begin{cases}
A(\mu)_{ij} := a(\mu; \phi_j, \phi_i), \\
K(\mu, w)_{ij} := \int_{\Gamma^c} k(\mu, w; \phi_j) \psi_r,
\end{cases}
$$

(10)
and the vectors $f(\mu) \in \mathbb{R}^N$ and $g(\mu, w) \in \mathbb{R}^r$ such that
\[
\begin{cases}
f(\mu)_j := f(\mu; \phi_j), \\
g(\mu, w)_r := \int_{\Gamma_r} g(\mu, w) \psi_r.
\end{cases}
\]

(11)

In the sequel, we will solve (9) using an iterative algorithm, where the terms $K(\mu, v)$ and $g(\mu, v)$ are treated explicitly. This amounts to a so-called secant method or Kačanov iterative method [21]. The Kačanov method consists in solving the following problems: For all $k \geq 1$,
\[
(u^k(\mu), \lambda^k(\mu)) = \arg \min_{v \in \mathbb{R}^N, \eta \in \mathbb{R}^r} \max \left\{ \frac{1}{2} v^T A(\mu) v - v^T f(\mu) + \eta^T (K(\mu, u^{k-1}(\mu)) v - g(\mu, u^{k-1}(\mu))) \right\}.
\]

(12)

For a user-defined tolerance $\epsilon_{KA} > 0$, the stopping criterion of the Kačanov method reads
\[
\frac{|u^k(\mu) - u^{k-1}(\mu)|_{\mathbb{R}^N}}{|u^{k-1}(\mu)|_{\mathbb{R}^N}} \leq \epsilon_{KA}.
\]

(13)

Depending on the problem and output of interest, an additional check on the dual increment $|\lambda^k(\mu) - \lambda^{k-1}(\mu)|_{\mathbb{R}^r}/|\lambda^{k-1}(\mu)|_{\mathbb{R}^r}$ can be performed. The advantage of the Kačanov method is its simplicity. Indeed, unlike the standard Newton method, the Kačanov method does not require any computation of Jacobian preconditioners, thereby achieving significant computational savings when solving (9). However, if the Newton method converges, it is (much) faster than the Kačanov method. In Section 4, the reduced problem will be solved using the Kačanov method as well. Therein, we will shortly discuss the influence of the solver on the reduction scheme (cf. Remark 5).

3 Prototypical example: elastic frictionless contact

The model reduction of mechanical problems involving contact remains an important issue in computational solid mechanics. In this section, we consider the case of elastic frictionless contact, and we detail how this problem can be recast in the form (11). Let us mention that the domains occupied by the solids are allowed to be parameter-dependent.

3.1 Linear elasticity

For all $\mu \in \mathcal{P}$, the domain $\Omega(\mu) \subset \mathbb{R}^d$, $d \in \{2, 3\}$, represents the initial configuration of a deformable medium initially at equilibrium and to which an external load $\ell(\mu) : \Omega(\mu) \to \mathbb{R}^d$ is applied. We use tildes to denote fields defined on this configuration. We define the functional space $\mathcal{V}(\mu)$ such that
\[
\mathcal{V}(\mu) := H^1(\Omega(\mu); \mathbb{R}^d).
\]

(14)

For all $\tilde{v} \in \mathcal{V}(\mu)$, let $\varepsilon(\tilde{v}) \in \mathbb{R}^{d \times d}$ be the linearized strain tensor defined as
\[
\varepsilon(\tilde{v}) := \frac{1}{2}(\nabla \tilde{v} + \nabla \tilde{v}^T).
\]

(15)
In the framework of linear isotropic elasticity, the stress tensor \( \sigma(\hat{v}) \in \mathbb{R}^{d \times d} \) is related to the linearized strain tensor by the formula

\[
\sigma(\hat{v}) = \frac{E \nu}{(1 + \nu)(1 - 2\nu)} \text{tr}(\varepsilon(\hat{v})) \mathcal{I} + \frac{E}{(1 + \nu)} \varepsilon(\hat{v}),
\]

where \( E \) is the Young modulus, \( \nu \) is the Poisson coefficient and \( \mathcal{I} \) is the identity tensor in \( \mathbb{R}^{d \times d} \). For simplicity, we have supposed that \( E \) and \( \nu \) are parameter-independent. The standard linear elasticity problem consists in finding the displacement field \( \hat{u}(\mu) : \Omega(\mu) \to \mathbb{R}^d \) induced by the externally applied force field \( \ell(\mu) : \Omega(\mu) \to \mathbb{R}^d \) once the system has reached equilibrium:

\[
\nabla \cdot \sigma(\hat{u}(\mu)) = \ell(\mu) \quad \text{in} \ \Omega(\mu).
\]

This leads to the parameter-dependent bilinear form \( \tilde{a} : \mathcal{P} \times \mathcal{V}(\mu) \times \mathcal{V}(\mu) \to \mathbb{R} \) such that

\[
\tilde{a}(\mu; \hat{v}, \hat{w}) := \int_{\Omega(\mu)} \sigma(\hat{v}) : \varepsilon(\hat{w}),
\]

and the parameter-dependent linear form \( \tilde{f} : \mathcal{P} \times \mathcal{V}(\mu) \to \mathbb{R} \) such that

\[
\tilde{f}(\mu; \hat{w}) := \int_{\Omega(\mu)} \ell(\mu) \cdot \hat{w}.
\]

### 3.2 Non-interpenetration condition

We formulate the non-interpenetration condition in a general framework without restricting ourselves to the small displacement assumption. For simplicity, we consider two elastic bodies. Thus, the domain \( \Omega(\mu) \) can be partitioned as

\[
\overline{\Omega}(\mu) = \overline{\Omega}_1(\mu) \cup \overline{\Omega}_2(\mu) \quad \text{with} \quad \Omega_1(\mu) \cap \Omega_2(\mu) = \emptyset,
\]

where \( \Omega_1(\mu) \) and \( \Omega_2(\mu) \) represent the initial configuration of the two disjoint deformable solids. For all \( \mu \in \mathcal{P} \), let \( \Gamma^c_1(\mu) \) and \( \Gamma^c_2(\mu) \) be the potential contact boundaries of \( \Omega_1(\mu) \) and \( \Omega_2(\mu) \) respectively. For all \( \hat{v} \in \mathcal{V}(\mu) \) and all \( i \in \{1, 2\} \), we introduce the functions \( \hat{v}_i : \Omega(\mu) \to \mathbb{R}^d \) such that

\[
\hat{v}_i := \hat{v}_{|\Omega_i(\mu)} \in H^1(\Omega_i(\mu); \mathbb{R}^d).
\]

In order to formulate the non-interpenetration condition, we introduce some auxiliary geometric mappings. An illustration is given in Figure 1. For all \( \mu \in \mathcal{P} \), all \( \hat{v} \in \mathcal{V}(\mu) \) and all \( i \in \{1, 2\} \), we define the geometric mappings

\[
\psi_i(\mu, \hat{v}_i) : \Gamma_i^c(\mu) \to \mathcal{Y}_i^c(\mu, \hat{v}_i) \quad z \mapsto z + \hat{v}_i(z),
\]

where \( \mathcal{Y}_i^c(\mu, \hat{v}_i) := \psi_i(\mu, \hat{v}_i)(\Gamma_i^c(\mu)) \). As is often the case in the context of solid mechanics, we assume that auto-contact and auto-penetration are excluded, i.e., two different points of the same body are bound to occupy two disjoint points in space, so that the mapping \( \psi_i(\mu, \hat{v}_i) \) is injective. Therefore, \( (\psi_i(\mu, \hat{v}_i))^{-1} : \mathcal{Y}_i^c(\mu, \hat{v}_i) \to \Gamma_i^c(\mu) \) is well defined. We further assume that the contact mapping

\[
\varphi(\mu, \hat{v}) : \mathcal{Y}_1^c(\mu, \hat{v}_1) \to \mathcal{Y}_2^c(\mu, \hat{v}_2) \quad z_1 \mapsto \argmin_{z_2 \in \mathcal{Y}_2^c(\mu, \hat{v}_2)} |z_1 - z_2|,
\]

where \( | \cdot | \) is the Euclidean norm.
Figure 1: Generic two-body contact problem. For simplicity, the entire boundary is taken to be the potential contact boundary.

is well defined. For all $z \in \Upsilon_1^\mu(\mu, \tilde{v}_1)$, $\vartheta(\mu, \tilde{v}) (z)$ is the orthogonal projection of $z$ onto $\Upsilon_2^\mu(\mu, \tilde{v}_2)$. The contact mapping $\vartheta(\mu, \tilde{v})$ can be physically interpreted as the function relating every point on $\Upsilon_1^\mu(\mu, \tilde{v}_1)$ to its potential contact point on $\Upsilon_2^\mu(\mu, \tilde{v}_2)$. The contact mapping $\vartheta(\mu, \tilde{v})$ depends on the displacement field $\tilde{v}$ and is therefore unknown a priori for the solution $\tilde{v} = \tilde{u}(\mu)$. For all $\mu \in \mathcal{P}$ and all $\tilde{v} \in \mathcal{V}(\mu)$, we define the mapping

$$
\begin{cases}
\rho(\mu, \tilde{v}) : \Gamma_1^\mu(\mu) \to \Gamma_2^\mu(\mu) \\
\rho(\mu, \tilde{v}) := (\psi_2(\mu, \tilde{v}_2))^{-1} \circ \vartheta(\mu, \tilde{v}) \circ \psi_1(\mu, \tilde{v}_1),
\end{cases}
$$

and the vector field of outward normals on $\Upsilon_2^\mu(\mu, \tilde{v}_2)$ such that

$$
\bar{n}_2(\mu, \tilde{v}_2) : \Upsilon_2^\mu(\mu, \tilde{v}_2) \to \mathbb{R}^d.
$$

It is also convenient to introduce the vector field

$$
n_2(\mu, \tilde{v}) : \Gamma_1^\mu(\mu) \to \mathbb{R}^d \\
n_2(\mu, \tilde{v}) := \bar{n}_2(\mu, \tilde{v}_2) \circ \vartheta(\mu, \tilde{v}) \circ \psi_1(\mu, \tilde{v}_1),
$$

which corresponds to the outward normal on $\Upsilon_2^\mu(\mu, \tilde{v}_2)$ but defined at the corresponding point in $\Gamma_1^\mu(\mu)$ through the mapping $\vartheta(\mu, \tilde{v}) \circ \psi_1(\mu, \tilde{v}_1)$.

For an admissible solution $\tilde{u}(\mu) = (\tilde{u}_1(\mu), \tilde{u}_2(\mu)) \in \mathcal{V}(\mu)$, the non-interpenetration condition reads:

For all $z \in \Gamma_1^\mu(\mu)$,

$$
(\tilde{u}_1(\mu)(z) - (\tilde{u}_2(\mu) \circ \rho(\mu, \tilde{u}(\mu)))(z)) \cdot n_2(\mu, \tilde{u}(\mu))(z) \\
\geq (\rho(\mu, \tilde{u}(\mu))(z) - z) \cdot n_2(\mu, \tilde{u}(\mu))(z).
$$

At this stage, we can define the displacement mapping $\tilde{k} : \mathcal{P} \times \mathcal{V}(\mu) \times \mathcal{V}(\mu) \to \mathbb{R}$ and the gap mapping $\tilde{g} : \mathcal{P} \times \mathcal{V}(\mu) \to \mathbb{R}$ as

$$
\tilde{k}(\mu, \tilde{w}; \tilde{v})(z) := ((\tilde{v}_2 \circ \rho(\mu, \tilde{w}))(z) - \tilde{v}_1(z)) \cdot n_2(\mu, \tilde{v})(z),
$$
and
\[
\tilde{g}(\mu, \tilde{w})(z) := (z - \rho(\mu, \tilde{w})(z)) \cdot n_2(\mu, \tilde{w})(z),
\] (28)
for all \( z \in \Gamma_1^c(\mu) \). The distinction between the arguments \( \tilde{v} \) and \( \tilde{w} \) in (27) is introduced so that \( \tilde{k} \) is linear with respect to \( \tilde{v} \). Hence, (26) can be recast as \( \tilde{k}(\mu, \tilde{w}(\mu); \tilde{w}(\mu)) \leq \tilde{g}(\mu, \tilde{w}(\mu)) \), leading to the inequality constraint considered in (1). For all \( \mu \in \mathcal{P} \), the admissible displacement \( \tilde{u}(\mu) \in \mathcal{V}(\mu) \) is then solution to
\[
\begin{aligned}
\tilde{u}(\mu) &= \arg\min_{\tilde{v} \in \mathcal{V}(\mu)} \frac{1}{2} \tilde{a}(\mu; \tilde{v}, \tilde{v}) - \tilde{f}(\mu; \tilde{v}) \\
\tilde{k}(\mu, \tilde{u}(\mu); \tilde{u}(\mu)) &\leq \tilde{g}(\mu, \tilde{u}(\mu)) \quad \text{a.e. on } \Gamma_1^c(\mu).
\end{aligned}
\] (29)

Remark 2 (Geometric interpretation). As proven in [22], Section 3.7.3, the constraint [26] is equivalent to
\[
\Omega_1(\mu, \tilde{u}_1(\mu)) \cap \Omega_2(\mu, \tilde{u}_2(\mu)) \subset \mathcal{Y}_1^c(\mu, \tilde{u}_1(\mu)) \cap \mathcal{Y}_2^c(\mu, \tilde{u}_2(\mu)),
\] (30)
where
\[
\Omega_i(\mu, \tilde{u}_i(\mu)) := (Id + \tilde{u}_i(\mu))((\Omega_i(\mu)), \quad \forall i \in \{1, 2\},
\] (31)
i.e. the intersection of the two deformed solids \( \Omega_1(\mu, \tilde{u}_1(\mu)) \) and \( \Omega_2(\mu, \tilde{u}_2(\mu)) \) is necessarily a subset of their contact boundaries. Note that the indices 1 and 2 play symmetric roles in (30).

3.3 Reference domain

Let us now detail how the frictionless contact problem introduced in Sections 3.1-3.2 can be recast into the form (1) using a parameter-independent geometry. We assume that there exists a bi-Lipschitz diffeomorphism called geometric mapping \( h(\mu) \) defined on a parameter-independent reference domain \( \Omega \) such that
\[
h(\mu) : \Omega \to \Omega(\mu)
\]
\[
x \mapsto \sum_{i=1}^I h_i(\mu)(x) 1_{\Omega_i}(x),
\] (32)
where \( \{\Omega_i\}_{i=1}^I \) is a partition of \( \Omega \). Using this geometric mapping, we introduce the reference Hilbert space
\[
\mathcal{V} := H^1(\Omega; \mathbb{R}^d),
\] (33)
composed of functions defined on \( \Omega \) such that \( \mathcal{V}(\mu) := \mathcal{V} \ast h(\mu)^{-1} := \{v \circ h(\mu)^{-1} \mid v \in \mathcal{V}\} \). For all \( i \in \{1, \ldots, I\} \), we set
\[
\Omega_i(\mu) := h_i(\mu)(\Omega_i).
\] (34)

In what follows, we assume for simplicity that \( I = 2 \), which corresponds to the situation from Section 3 where there are two disjoint solids \( \Omega_1(\mu) \) and \( \Omega_2(\mu) \) that can come into contact. We fix the contact boundaries \( \Gamma_i^c, \ i \in \{1, 2\} \), on the parameter-independent configuration \( \Omega \), and we define the parametric contact boundaries \( \Gamma_i^c(\mu), \ i \in \{1, 2\} \), as
\[
\Gamma_i^c(\mu) := h_i(\mu)(\Gamma_i^c), \quad \forall i \in \{1, 2\}.
\] (35)
Note that \( h_i(\mu)|_{\Gamma_i^c} \) defines a diffeomorphism from \( \Gamma_i^c \) to \( \Gamma_i^c(\mu) \) for all \( i \in \{1, 2\} \).
Let us now define the forms $a: \mathcal{P} \times \mathcal{V} \times \mathcal{V} \to \mathbb{R}$, $f: \mathcal{P} \times \mathcal{V} \to \mathbb{R}$, and the mappings $k: \mathcal{P} \times \mathcal{V} \to \mathbb{R}$ and $g: \mathcal{P} \times \mathcal{V} \to \mathbb{R}$ such that, for all $\mu \in \mathcal{P}$ and $v, w \in \mathcal{V}$,
\begin{align*}
a(\mu; v, w) &:= \tilde{a}(\mu; v \circ h(\mu)^{-1}, w \circ h(\mu)^{-1}), \\
f(\mu; w) &:= \tilde{f}(\mu; w \circ h(\mu)^{-1}), \\
k(\mu; w) &:= \tilde{k}(\mu; w \circ h(\mu)^{-1}) \left| \det \left( \text{Jac}(h_1(\mu)_{\Gamma_1}) \right) \right|, \\
g(\mu; w) &:= \tilde{g}(\mu, w \circ h(\mu)^{-1}) \left| \det \left( \text{Jac}(h_1(\mu)_{\Gamma_1}) \right) \right|,
\end{align*}
where $\text{det} \left( \text{Jac}(h_1(\mu)_{\Gamma_1}) \right)$ refers to the determinant of the Jacobian matrix of $h_1(\mu)_{\Gamma_1(\mu)}$. It is clear that for all $\mu \in \mathcal{P}$, finding $\hat{u}(\mu) \in \mathcal{V}(\mu)$ solution to (39) is equivalent to finding $u(\mu) \in \mathcal{V}$ solution to
\begin{equation}
\begin{cases}
u(\mu) = \arg \min_{v \in \mathcal{V}(\mu)} \frac{1}{2} a(\mu; v, v) - f(\mu; v) \\
k(\mu; u(\mu); u(\mu)) \leq \mu(\mu; u(\mu)) \quad \text{a.e. on } \Gamma^c,
\end{cases}
\end{equation}
via the identity $\hat{u}(\mu) = u(\mu) \circ h(\mu)^{-1}$. Problem (40) is of the same form as Problem (11) with $\Gamma^c := \Gamma^c_1$; moreover, the forms $a, f$ and the mappings $k, g$ satisfy the assumptions described in Section 2. The dual formulation of (40) is (5) with the Lagrangian defined in (6) on $\mathcal{V} \times \mathcal{W}^+ \times \mathcal{W}^+$ with $\mathcal{W}^+ := L^2(\Gamma^c; \mathbb{R}_+)$. Note that in the context of contact mechanics, the constraint is expressed using the normals in the deformed configuration and not on the reference one.

**Remark 3 (Use of Jacobian).** The factor involving the Jacobian is not needed in (38) and (39) since the constraint is enforced pointwise in (40). One also sees that the operation of mapping from $\Omega$ to $\Omega(\mu)$ commutes with the devisor of the dual formulation. Indeed, letting $\mathcal{W}^+(\mu) := L^2(\Gamma^c(\mu); \mathbb{R}_+)$, the dual formulation on the parameter-dependent domain $\Omega(\mu)$ is to find $(\hat{u}(\mu), \hat{\lambda}(\mu)) \in \mathcal{V}(\mu) \times \mathcal{W}^+(\mu)$ such that
\begin{equation}
(\hat{u}(\mu), \hat{\lambda}(\mu)) = \arg \min_{\hat{v} \in \mathcal{V}(\mu), \hat{\eta} \in \mathcal{W}^+(\mu)} \tilde{\mathcal{L}}(\mu)(\hat{v}, \hat{\eta}),
\end{equation}
where the Lagrangian $\tilde{\mathcal{L}}(\mu): \mathcal{V}(\mu) \times \mathcal{W}^+(\mu) \to \mathbb{R}$ is defined as
\begin{equation}
\tilde{\mathcal{L}}(\mu)(\hat{v}, \hat{\eta}) := \frac{1}{2} \hat{a}(\mu; \hat{v}, \hat{v}) - \hat{f}(\mu; \hat{v}) + \left( \int_{\Gamma^c(\mu)} \hat{k}(\mu, \hat{v}; \hat{v})\hat{\eta} - \int_{\Gamma^c(\mu)} \hat{g}(\mu, \hat{v})\hat{\eta} \right).
\end{equation}
Then the solutions to the dual formulations posed on $\Omega$ and on $\Omega(\mu)$ are linked by the relations $\hat{u}(\mu) = u(\mu) \circ h(\mu)^{-1}$ and $\hat{\lambda}(\mu) = \lambda(\mu) \circ h_1(\mu)^{-1}_{\Gamma^c_1(\mu)}$.

## 4 The reduced-basis model

In this section, we return to the abstract setting of Section 2 and we derive a general RB formulation for the nonlinear minimization problem (1), and more precisely its algebraic saddle-point formulation (9).

### 4.1 Reduced basis spaces

Recall that $\mathcal{V}_N$ and $\mathcal{W}^+_R$ are the FEM discretizations of the Hilbert space $\mathcal{V}$ and the cone $\mathcal{W}^+$, respectively. In view of an accurate approximation of the solution manifold, we introduce the primal
RB subspace $\hat{V}_N$ and the dual RB subcone $\hat{W}_R^+$ that satisfy
\[
\hat{V}_N \subset \mathcal{V}_N \subset \mathcal{V} \quad \text{and} \quad \hat{W}_R^+ \subset W_R^+ \subset W^+,
\] (41)
where the subscripts refer to the dimensions and are typically such that $N \ll \mathcal{N}$ and $R \ll \mathcal{R}$.

Let $(\theta_n)_{1 \leq n \leq N}$ be a (orthonormal) basis of $\hat{V}_N$ and let $(\xi_r)_{1 \leq r \leq R}$ be generating vectors of the cone $\hat{W}_R^+$, i.e., $\hat{W}_R^+ = \operatorname{span}_+ \{\xi_1, \ldots, \xi_R\}$. For all $\mu \in \mathcal{P}$, the primal RB solution $\hat{u}(\mu) \in \hat{V}_N$ and the dual RB solution (Lagrange multipliers) $\hat{\lambda}(\mu) \in \hat{W}_R^+$ that approximate the HF solution $(u_N(\mu), \lambda_R(\mu)) \in V_N \times W_R^+$ are decomposed as
\[
\hat{u}(\mu) = \sum_{n=1}^N \hat{u}_n(\mu) \theta_n \quad \text{and} \quad \hat{\lambda}(\mu) = \sum_{r=1}^R \hat{\lambda}_r(\mu) \xi_r,
\] (42)
with real numbers $\hat{u}_n(\mu)$ for all $n \in \{1, \ldots, N\}$ and non-negative real numbers $\hat{\lambda}_r(\mu)$ for all $r \in \{1, \ldots, R\}$. Introducing the component vectors $\hat{\mathbf{u}}(\mu) := (\hat{u}_n(\mu))_{1 \leq n \leq N}$ and $\hat{\mathbf{\lambda}}(\mu) := (\hat{\lambda}_r(\mu))_{1 \leq r \leq R}$, for all $\mu \in \mathcal{P}$, the RB formulation of (40) reads: Find $(\hat{\mathbf{u}}(\mu), \hat{\mathbf{\lambda}}(\mu)) \in \mathbb{R}^N \times \mathbb{R}^R$ such that
\[
(\hat{\mathbf{u}}(\mu), \hat{\mathbf{\lambda}}(\mu)) \in \arg \min_{\hat{\mathbf{u}} \in \mathbb{R}^N, \hat{\mathbf{\lambda}} \in \mathbb{R}^R} \frac{1}{2} \hat{\mathbf{u}}^T \hat{\mathbf{A}}(\mu) \hat{\mathbf{u}} - \hat{\mathbf{u}}^T \hat{\mathbf{f}}(\mu) + \hat{\mathbf{\lambda}}^T (\hat{\mathbf{K}}(\mu, \hat{\mathbf{\lambda}}) \hat{\mathbf{u}} - \hat{\mathbf{g}}(\mu, \hat{\mathbf{\lambda}})),
\] (43)
with the matrices $\hat{\mathbf{A}}(\mu) \in \mathbb{R}^{N \times N}$ and $\hat{\mathbf{K}}(\mu, \hat{\mathbf{\lambda}}) \in \mathbb{R}^{R \times N}$ such that
\[
\hat{\mathbf{A}}(\mu)_{pn} = a(\mu; \theta_n, \theta_p),
\] (44a)
\[
\hat{\mathbf{K}}(\mu, \hat{\mathbf{\lambda}})_{rn} = \int_{\mathcal{\Gamma}} k(\mu, \sum_{i=1}^N \hat{\lambda}_i \theta_i; \theta_n) \xi_r,
\] (44b)
and the vectors $\hat{\mathbf{f}}(\mu) \in \mathbb{R}^N$ and $\hat{\mathbf{g}}(\mu, \hat{\mathbf{\lambda}}) \in \mathbb{R}^R$ such that
\[
\hat{\mathbf{f}}(\mu)_{p} = f(\mu; \theta_p),
\] (45a)
\[
\hat{\mathbf{g}}(\mu, \hat{\mathbf{\lambda}})_r = \int_{\mathcal{\Gamma}} g \left( \mu, \sum_{i=1}^N \hat{\lambda}_i \theta_i \right) \xi_r.
\] (45b)

### 4.2 Separation of the elastic energy

We assume the existence of two integers $J^a$ and $J^f$ and of continuous bilinear forms $a_j : \mathcal{V} \times \mathcal{V} \to \mathbb{R}$, with $1 \leq j \leq J^a$, and continuous linear forms $f_j : \mathcal{V} \to \mathbb{R}$, with $1 \leq j \leq J^f$, such that the bilinear form $a(\mu; \cdot, \cdot)$ and the linear form $f(\mu; \cdot)$ can be affinely decomposed as follows: For all $v, w \in \mathcal{V}$,
\[
a(\mu; v, w) = \sum_{j=1}^{J^a} \alpha^a_j(\mu) a_j(v, w), \quad \text{and} \quad f(\mu; w) = \sum_{j=1}^{J^f} \alpha^f_j(\mu) f_j(w),
\] (46)
for some functions $\alpha^a_j : \mathcal{P} \to \mathbb{R}$, for all $1 \leq j \leq J^a$, and $\alpha^f_j : \mathcal{P} \to \mathbb{R}$, for all $1 \leq j \leq J^f$.

The separated representations in (46) hold true in the setting of contact mechanics considered in Section [3] under some reasonable assumptions. Let us exemplify the case of the load $f(\mu; w)$. For all
Let \( k \) cases presented in Section 6. Then, we obtain, for all \( x \) mapping \( h \) similarly, under the same assumption on mappings \( m \), where the notation \( \det \) defined in (45a) can be affinely decomposed under the form \( \ell(\mu) \cdot w(x) \cdot \det(\text{Jac}(h_i(\mu)))(x) \) \( dx \), where \( \text{Jac}(h_i(\mu)) \) refers to the determinant of the Jacobian matrix of the geometric mapping \( h_i(\mu) \). Let us assume that the load function \( q \) is affine, i.e., that there exists \( M_i(\mu) \in \mathbb{R}^{d \times d} \) and \( b_i(\mu) \in \mathbb{R}^d \) such that for all \( x \in \Omega_i \), \( h_i(\mu)(x) = M_i(\mu)x + b_i(\mu) \), for all \( \mu \in \mathcal{P} \). These assumptions are satisfied in the numerical cases presented in Section 3. Then, we obtain, for all \( v \in \mathcal{V} \),

\[
 f(\mu; w) = \sum_{i=1}^{2} \int_{\Omega_i} \ell(\mu) \cdot w(x) \cdot \det M_i(\mu) \cdot dx = \sum_{i=1}^{2} \int_{\Omega_i} w(x) \cdot dx.
\]

Let \( (e_k)_{1 \leq k \leq d} \) be the canonical basis of \( \mathbb{R}^d \), and let \( \ell_k(\mu) := e_k \cdot \ell(\mu) \) for all \( 1 \leq k \leq d \). Consequently, in (46), we have \( J' = 2d \), and for all \( 1 \leq j \leq 2d \), \( \alpha_j(\mu) := h_i(\mu) \ell_j(\mu) \) and \( f_j(w) := \int_{\Omega_i} e_k \cdot w(x) \) \( dx \), where \( k := \lfloor (j - 1)/2 \rfloor + 1 \) and \( i := j - 2(k - 1) \) (the notation \( \lfloor \cdot \rfloor \) standing for the integer part). Similarly, under the same assumption on \( h(\mu) \), a separated representation of \( a(\mu; \cdot, \cdot) \) is available.

In the general case where the dependencies on \( \mu \) are non-affine, one typically resorts to the EIM [16,17] in order to build approximate separated representations of \( a(\mu; \cdot, \cdot) \) and \( f(\mu; \cdot) \).

The separated expressions (46) imply that the matrix \( \hat{A}(\mu) \) defined in (44a) and the vector \( \hat{f}(\mu) \) defined in (45a) can be affinely decomposed under the form

\[
 \left( \hat{A}(\mu) \right)_{np} = \sum_{j=1}^{p} \alpha_j^2(\mu) \hat{A}_{jnp} \quad \text{and} \quad \left( \hat{f}(\mu) \right)_p = \sum_{j=1}^{p} \alpha_j^f(\mu) \hat{f}_{jp}, \quad \forall 1 \leq n, p \leq N,
\]

where \( \hat{A}_{jnp} := \alpha_j(\theta_p, \theta_n) \) and \( \hat{f}_{jp} := f_j(\theta_p) \). The key point is that the dependencies on \( \mu \) and \( n, p \) are separated in (49). Therefore, the matrix \( \hat{A}_{jnp} \) and the vector \( \hat{f}_{jp} \) are offline-computable, and all that remains to be performed during the online stage is the assembly of the matrix \( \hat{A}(\mu) \) and the vector \( \hat{f}(\mu) \) using (49) for each new parameter value \( \mu \in \mathcal{P} \).

### 4.3 Separation of the constraint

The remaining bottleneck is the computation of the matrix \( \hat{K}(\mu, \nu) \) and the vector \( \hat{g}(\mu, \nu) \) in (44b) and (45b) respectively. Indeed, these computations require parameter-dependent reconstructions using the FEM basis functions \( (\theta_n)_{1 \leq n \leq N} \) in order to compute the integrals over \( \Gamma^c \). The key idea is to search for approximations \( \kappa_{M^k} \) and \( \gamma_{M^\theta} \) of the nonlinear mappings \( \kappa : \mathcal{P} \times \{1, \ldots, N\} \times \Gamma^c \rightarrow \mathbb{R} \) and \( \gamma : \mathcal{P} \times \Gamma^c \rightarrow \mathbb{R} \) defined such that

\[
 \kappa(\mu, n, x) := k(\mu, u(\mu); \phi_n)(x) \quad \text{and} \quad \gamma(\mu, x) := g(\mu, u(\mu))(x).
\]

Our goal in building these approximations is to separate the dependence on \( \mu \) from the dependence on the other variables. More precisely, for some integers \( M^k, M^\theta \geq 1 \), we look for (accurate) approximations \( \kappa_{M^k} : \mathcal{P} \times \{1, \ldots, N\} \times \Gamma^c \rightarrow \mathbb{R} \) of \( \kappa \) and \( \gamma_{M^\theta} : \mathcal{P} \times \Gamma^c \rightarrow \mathbb{R} \) of \( \gamma \) in the separated
form
\[ \kappa_{M^k}(\mu, n, x) := \sum_{j=1}^{M^k} \varphi_j^k(\mu)q_j^k(n, x), \quad \gamma_{M^9}(\mu, x) := \sum_{j=1}^{M^9} \varphi_j^9(\mu)q_j^9(x), \] (51)

where \( M^k \) (resp. \( M^9 \)) is called the rank of the approximation and \( \varphi_j^k \) (resp. \( \varphi_j^9 \)) are real-valued functions of the parameter \( \mu \) that are found by interpolation. For \( \kappa_{M^k} \), we interpolate over a set of \( M^k \) pairs \( \{(n_1^k, x_1^k), \ldots, (n_{M^k}^k, x_{M^k}^k)\} \) in \( \{1, \ldots, N\} \times \Gamma^c \), whereas for \( \gamma_{M^9} \), we interpolate over a set of \( M^9 \) points \( \{x_1^9, \ldots, x_{M^9}^9\} \) in \( \Gamma^c \). The interpolation is performed using the EIM and leads to the vector \( \hat{\kappa}(\mu, \hat{\nu}) \in \mathbb{R}^{M^k} \), the matrix \( B^* \in \mathbb{R}^{M^k \times M^k} \), the vector \( \hat{\gamma}(\mu, \hat{\nu}) \in \mathbb{R}^{M^9} \) and the matrix \( B^7 \in \mathbb{R}^{M^9 \times M^9} \) defined as follows:

\[
\begin{align*}
\hat{\kappa}(\mu, \hat{\nu})_i &:= k(\mu, \hat{\nu}; \phi_{n_i}^e)(x_i^e), \\
B^*_i &:= q_j^e(n_i^e, x_i^e), \\
\hat{\gamma}(\mu, \hat{\nu})_i &:= g(\mu, \hat{\nu})(x_i^e), \\
B^7_i &:= q_j^9(x_i^9).
\end{align*}
\] (52)

Note that the EIM guarantees the invertibility of the matrices \( B^* \) and \( B^7 \). After the approximation resulting from the separation of the constraint, the problem (43) becomes (we keep the same notation for its solution)

\[
(\hat{u}(\mu), \hat{\lambda}(\mu)) \in \arg \min_{\hat{\nu} \in \mathcal{N}} \max_{\mu \in \mathcal{M}} \left\{ \frac{1}{2} \hat{\nu}^T \hat{\Delta}(\mu) \hat{\nu} - \hat{\nu}^T \hat{f}(\mu) + \hat{\eta}^T(D^*(\mu, \hat{\nu}) \hat{\nu} - D^7(\hat{\nu}) \hat{\gamma}(\mu, \hat{\nu})) \right\},
\] (53)

with the matrices

\[
D^*(\mu, \hat{\nu}) := \sum_{i=1}^{M^k} C_j^e((B^*)^{-1}\hat{\kappa}(\mu; \hat{\nu}))_j \quad \text{and} \quad D^7 := C^7(B^7)^{-1},
\] (54)

where \( C_j^e \in \mathbb{R}^{N \times M^k} \) and \( C^7 \in \mathbb{R}^{N \times M^9} \) are given by

\[
C_j^e := \left( \sum_{i=1}^{N} \frac{1}{\Gamma} \frac{\partial}{\partial \nu_{c_j}^e} (\theta_{n_i} \gamma_{c_j}^e(i, \cdot) \xi_r) \right)_{r,n} \quad \text{and} \quad C^7 := \left( \int_{\Gamma} q_j^9 \xi_r \right)_{p,j},
\] (55)

for all \( j \in \{1, \ldots, M^k\} \), all \( r \in \{1, \ldots, R\} \), all \( n \in \{1, \ldots, N\} \), and all \( j' \in \{1, \ldots, M^9\} \).

The overall computational procedure can now be split into two stages:

(i) An offline stage where one precomputes on the one hand the RB subspace \( \hat{W}_N \) and the RB subcone \( \hat{W}^+_R \) leading to the vectors \( \{\hat{f}_j\}_{1 \leq j \leq J} \in \mathbb{R}^N \) and the matrices \( \{\hat{A}_i\}_{1 \leq i \leq J} \in \mathbb{R}^{N \times N} \), and on the other hand the EIM pairs \( \{(n_i^k, x_i^k)\}_{1 \leq i \leq M^k} \), the EIM points \( \{x_i^9\}_{1 \leq i \leq M^9} \), the EIM functions \( \{q_j^e\}_{1 \leq j \leq M^k} \), and the EIM functions \( \{q_j^9\}_{1 \leq j \leq M^9} \), leading to the matrices \( B^* \in \mathbb{R}^{M^k \times M^k} \), \( B^7 \in \mathbb{R}^{M^9 \times M^9} \), \( \{C_j^e\}_{1 \leq j \leq M^k} \subset \mathbb{R}^{N \times N} \), and \( C^7 \in \mathbb{R}^{N \times M^9} \). The offline stage is discussed in more detail in Section 5.

(ii) An online stage to be performed each time one wishes to compute a new solution for a parameter \( \mu \in \mathcal{P} \). All that remains to be performed is to assemble the vector \( \hat{f}(\mu) \in \mathbb{R}^N \) and the matrix \( \hat{\Delta}(\mu) \in \mathbb{R}^{N \times N} \) using (49), to compute the vectors \( \hat{\kappa}(\mu, \hat{\nu}) \in \mathbb{R}^{M^k} \) and \( \hat{\gamma}(\mu, \hat{\nu}) \in \mathbb{R}^{M^9} \) defined in (52), to assemble the matrix \( D^*(\mu, \hat{\nu}) \) defined in (54), and to solve the reduced saddle-point problem (53). The online stage is summarized in Algorithm 1.
Algorithm 1 Online stage

Input: \( \mu, \{ \tilde{f}_j \}_{1 \leq j \leq J^\mu}, \{ \tilde{A}_j \}_{1 \leq j \leq J^\mu}, \{(n_i^\mu, x_i^\mu)\}_{1 \leq i \leq M^\mu}, \{ x_i^\mu \}_{1 \leq i \leq M^\mu}, \{ q_j^\mu \}_{1 \leq j \leq M^\mu}, \{ \bar{q}_j^\mu \}_{1 \leq j \leq M^\mu}, B^\mu, \{ C_j^\mu \}_{1 \leq j \leq M^\mu} \) and \( D^\mu \).

1: Assemble the vector \( \tilde{f}(\mu) \) and the matrix \( \tilde{A}(\mu) \) using (49).
2: Compute \( \hat{\kappa}(\mu, \hat{\nu}) \) and \( \hat{\gamma}(\mu, \hat{\nu}) \) using (52).
3: Compute \( D^\gamma(\mu) \) using \( \hat{\kappa}(\mu, \hat{\nu}) \) and (54).
4: Solve the reduced saddle-point problem (53) to obtain \( \hat{\mathbf{u}}(\mu) \) and \( \hat{\lambda}(\mu) \).

Output: \( \hat{\mathbf{u}}(\mu) \) and \( \hat{\lambda}(\mu) \).

Remark 4 (EIM matrices). The computations in Algorithm 1 only require the knowledge of the matrix \( (B^\mu)^{-1} \). In order to optimize the computational costs, \( B^\mu \) is inverted during the offline stage. The matrix \( B^\gamma \) is also inverted when computing the matrix \( D^\gamma \) during the offline stage (see (54)). Since these matrices may be ill-conditioned, whenever an inversion is required, a linear system solve is recommended, along with the storage of the LU decomposition to be used whenever a vector multiplication by the EIM matrix is needed during the online stage.

Remark 5 (EIMs on \( k \) and \( g \)). Owing to the quasi-linear structure of the inequality constraint, the reduced problem (53) can be solved using the Kačanov method. At first glance, the influence of this solution choice is that we have to perform the EIM twice since the mappings \( k \) and \( g \) are separated one at a time. Were we to use a Newton method by considering the one-term constraint \( \zeta(\mu, \mathbf{u}(\mu)) \leq 0 \) (see (2)), we would only perform a single EIM. However, an additional EIM would be needed in the Newton method in order to compute the Jacobian preconditioning matrix. Thus, both methods (Kačanov or Newton) lead to two distinct EIMs and the storage cost is essentially the same.

5 The offline stage

There are two main tasks to be performed during the offline stage:

\begin{itemize}
  \item [(T_1)] Build the rank-\( M^k \) and the rank-\( M^\gamma \) EIM approximations in (51);
  \item [(T_2)] Explore the solution manifold in order to construct the linear subspace \( \hat{V}_N \subset V_N \) of dimension \( N \) and the subcone \( \hat{W}_R^+ \subset W_R^+ \) of dimension \( R \).
\end{itemize}

Tasks (T_1) and (T_2) can be performed independently and in whatever order. Since Task (T_1) can be considered to be standard, we only discuss Task (T_2), i.e., the construction of the sets of primal and dual RB functions with cardinalities \( N \) and \( R \) respectively. First, as usual in RB methods, the solution manifold is explored by considering a training set for the parameter values. For simplicity, one can consider the same training set \( \mathcal{P}^\text{tr} \) as for the EIM approximations. This way, one only explores the collection of snapshots \( \mathcal{S}_\text{pr} = \{ \mathbf{u}(\mu) \}_{\mu \in \mathcal{P}^\text{tr}} \) and \( \mathcal{S}_\text{du} = \{ \lambda(\mu) \}_{\mu \in \mathcal{P}^\text{tr}} \) in the primal and dual solution manifolds respectively. For this exploration to be informative, the training set \( \mathcal{P}^\text{tr} \) has to be chosen large enough. In the present setting where HF solutions are to be computed for all the parameters in \( \mathcal{P}^\text{tr} \) when constructing the EIM approximations, the present choice is to compress these computations by means of a Proper Orthogonal Decomposition (POD) [23, 24, 25] to define the primal RB subspace \( \hat{V}_N \). One can also resort to the strong greedy algorithm using the true
projection error. Choosing between the POD and the strong greedy depends on whether one aims at an $L^2$-error or $H^1$-error (POD) or an $L^\infty$-error (strong greedy) over the parameter domain.

Bearing in mind that the dual RB cone $\hat{W}^+_R$ is meant to represent the set of Lagrange multipliers, its spanning vectors should all have non-negative components. Consequently, the POD is not appropriate to build $\hat{W}^+_R$. If the training set has a moderate size, one could keep all the Lagrange multiplier snapshots, especially if they have been computed via a posteriori error estimation. In [4], it is suggested to use the Non-negative Matrix Factorization (NMF) algorithm [5] whenever the number of training snapshots is relatively large, for instance in the case of a time-dependent problem. For a set of snapshots $S_{\text{nu}}$ and an integer $R$, the procedure NMF$(S_{\text{nu}}, R)$ returns $R$ vectors $(w_1, \ldots, w_R)$ with non-negative components (the procedure is briefly recalled in Section A). Nonetheless, the resulting dual RB cone approximates the HF cone only an error tolerance but only the cardinality of the family of vectors generating the dual RB cone. Moreover, the user does not specify an error tolerance but only the cardinality of the family of vectors generating the dual RB cone. In practice, it is often difficult to anticipate how well the dual RB cone approximates the HF cone only from its cardinality (see the numerical results in Section 6 for illustrations).

Here, we suggest to build a dual hierarchical RB cone from the Lagrange multiplier snapshots computed offline by means of a so-called the Cone-Projected Greedy (CPG) algorithm. In the spirit of weak greedy algorithms, the idea is to order the snapshots depending on their relevance to represent the entire set of snapshots. The algorithm reads as follows: First, we choose $\mu_1 \in \mathcal{P}^{\text{tr}}$ such that

$$\mu_1 \in \arg\max_{\mu \in \mathcal{P}^{\text{tr}}} |\lambda(\mu)|_\Lambda.$$ (56)

The most natural choice for the norm on the Lagrange multipliers is $|\cdot|_\Lambda = |\cdot|_{L^2(\Gamma^c)}$. However, at the discrete level, one can also consider the choice $|\cdot|_{\text{tr}} = |\cdot|_{\epsilon_{\text{tr}}(\Gamma^c)}$, where $\Gamma^c \subset \subset \Gamma^c$ is a discrete subset of $\Gamma$.

Afterwards, at each iteration $n \geq 2$, we define the convex cone $\hat{K}^+_{n-1} = \text{span}_+ \{\lambda(\mu_1), \ldots, \lambda(\mu_{n-1})\}$ and select a new parameter value $\mu_n \in \mathcal{P}^{\text{tr}}$ using the criterion

$$\mu_n \in \arg\max_{\mu \in \mathcal{P}^{\text{tr}}} |\lambda(\mu) - \Pi_{\hat{K}^+_{n-1}}(\lambda(\mu))|_\Lambda,$$ (57)

where $\Pi_{\hat{K}^+_{n-1}}$ is the $L^2$-orthogonal projector onto the convex cone $\hat{K}^+_{n-1}$. At each iteration, we check whether or not the stopping criterion

$$\max_{\mu \in \mathcal{P}^{\text{tr}}} |\lambda(\mu) - \Pi_{\hat{K}^+_{n-1}}(\lambda(\mu))|_\Lambda \leq \epsilon_{\text{nu}},$$ (58)

is fulfilled. One can also consider a relative error criterion instead of an absolute one by dividing the left-hand side of (58) by $|\lambda(\mu)|_\Lambda$. The CPG algorithm is summarized in Algorithm 2. The main difference between the CPG and the angle-greedy algorithm from [13] is that the latter selects the parameter that maximizes the error of a linear projection. In other words, in the angle-greedy algorithm, line 5 of Algorithm 2 is replaced by $\mu_n \in \arg\max_{\mu \in \mathcal{P}^{\text{tr}}} |\lambda(\mu) - \Pi_{\hat{W}_{n-1}}(\lambda(\mu))|_\Lambda$, where $\hat{W}_{n-1} = \text{span}\{\lambda_1(\mu), \ldots, \lambda_{n-1}(\mu)\}$ is a linear space. Hence, the stopping criterion in the angle-greedy algorithm does not necessarily reflect the accuracy obtained for the training set, whereas the stopping criterion for the CPG represents an accuracy that is effectively satisfied for the training set when approximating its elements by positive projections on the RB dual cone. Differences between the two algorithms are expected to appear when some Lagrange multipliers are (or are close to being) collinear. An elementary illustration is presented in Remark 6. However, in practice, the angle-greedy algorithm turns out to be efficient for the test cases considered in [13], and it is also the
case for the test cases considered herein. When it comes to computational cost, the angle-greedy algorithm is somewhat faster than the CPG algorithm since the former performs linear projections whereas the latter requires positive projections. The availability of an efficient, off-the-shelf library to perform positive projections (see [26]) is a further motivation for using the CPG. For instance, for the test case discussed in Section 6.3 below, the execution time of the CPG is about ten times that of the angle-greedy algorithm, but it represents less than 1% of the total cost, the constrained HF computations being the most expensive part of the offline stage.

Remark 6 (Comparison in a simplified setting). Consider an angle $\zeta \in [0, \pi/6]$ and the training set of Lagrange multipliers $L = \{e_1, e_2, e_3, e_4\}$ composed of the following column vectors in $\mathbb{R}^3$:

\[
e_1 = \begin{pmatrix} \cos(\zeta) \\ \sin(\zeta) \\ 0 \end{pmatrix}, \quad e_2 = 2 \begin{pmatrix} \cos(2\zeta) \\ \sin(2\zeta) \\ 0 \end{pmatrix}, \quad e_3 = \frac{3}{2} \begin{pmatrix} \cos(3\zeta) \\ \sin(3\zeta) \\ 0 \end{pmatrix}, \quad e_4 = \begin{pmatrix} \cos(2\zeta) \\ \sin(2\zeta) \\ \sin(\zeta/2) \end{pmatrix}.
\]

(59)

Consider the cone $\hat{K}_2^+ = \text{span}_+ \{e_2, e_3\}$. Then the CPG selects $e_1$ as the next vector since it is the most distant to the cone, whereas the angle-greedy criterion selects $e_4$ which is the most distant to the plane $\text{span}\{e_2, e_3\}$. The difference in the selection between the CPG and the angle-greedy algorithms has been triggered here by the fact that $e_1$ is in $\text{span}\{e_2, e_3\}$.

Algorithm 2 Cone-Projected Greedy (CPG) algorithm

\begin{enumerate}
\item Compute $S_{\text{HF}} := \{\lambda(\mu)\}_{\mu \in \mathcal{P}^{\text{tr}}}$ \# HF solutions
\item Set $\hat{K}_0^+ := \{0\}$
\item Set $n := 1$ and $r_1 := 2\epsilon_{\text{dW}}$
\item while $(r_n > \epsilon_{\text{dW}})$ do
\item \hspace{1em} Search $\mu_n \in \arg\max_{\mu \in \mathcal{P}^{\text{tr}}} |\lambda(\mu) - \Pi_{\hat{K}_{n-1}^+}(\lambda(\mu))|_\Lambda$
\item \hspace{1em} Set $\hat{K}_n^+ := \text{span}_+ \{\lambda(\mu_1), \ldots, \lambda(\mu_n)\}$
\item \hspace{1em} Set $n := n + 1$
\item \hspace{1em} Set $r_n := \max_{\mu \in \mathcal{P}^{\text{tr}}} |\lambda(\mu) - \Pi_{\hat{K}_{n-1}^+}(\lambda(\mu))|_\Lambda$
\item \hspace{1em} end while
\item Set $R := n - 1$
\item Output: $\hat{W}_R^+ := \hat{K}_R^+$
\end{enumerate}

Remark 7 (Elementary compression). Additional computational savings can be achieved by suppressing the constraints that are never saturated for any of the parameters in the training set $\mathcal{P}^{\text{tr}}$ but were initially introduced in the HF model. In practice, one can reduce the dimensions of the matrix $K(\mu, u(\mu))$ and the vector $g(\mu, u(\mu))$ appearing in (3) by removing the lines and columns of $K(\mu, u(\mu))$ and the components of $g(\mu, u(\mu))$ that always vanish no matter the value of the parameter $\mu \in \mathcal{P}^{\text{tr}}$.

6 Numerical results

In this section, we illustrate the above developments by two numerical examples related to elastic frictionless contact in a two-dimensional framework. The goal is to illustrate the computational
performance of the proposed method. We first present two different methodologies to address the discretization of the constraint. Hence, Section 6.1 does not deal with model reduction and the reader familiar with the material can skip it. The first example is the contact problem between two half-disks introduced by Hertz in [18], whereas the second investigates a contact problem between a ring and a block as described in [19]. The HF computations use a combination of Freefem++ [27] and Python, whereas the reduced-order modeling algorithms have been developed in Python using the convex optimization package cvxopt [26].

6.1 Discretization of the HF problem

Continuous piecewise affine finite elements are used to discretize the displacement field on triangular meshes of $\Omega_1$ and $\Omega_2$. We consider two different strategies for discretizing the constraint in the HF saddle-point problem (9); namely, a collocation method and the so-called Local Average Contact method (LAC) introduced in [28]. The collocation method amounts to node-to-segment non-interpenetration constraints in 2D (or to the equivalent node-to-face constraints in 3D). However, in many contexts, this method can produce dual solutions with oscillations thereby degrading the accuracy of the computations. The LAC method was designed to overcome the oscillation phenomenon. The price to pay is that the constraint is expressed in a somewhat less local form.

6.1.1 The collocation method

The collocation method expresses the non-interpenetration constraints at given collocation nodes. We choose these nodes, say $\{z_r\}_{1 \leq r \leq R}$, to be the boundary vertices of the mesh from $\Omega_1$ located on $\Gamma^c = \Gamma_1^c$ (other choices are possible). Thus, the non-interpenetration constraints read

$$k(\mu, u_N(\mu); u_N(\mu))(z_r) \leq g(\mu, u_N(\mu))(z_r), \quad \forall r \in \{1, \ldots, R\}.$$  \hspace{1cm} (60)

The conditions in (60) can be interpreted as

$$\int_{\Gamma^c} k(\mu, u_N(\mu); u_N(\mu))\psi_r \leq \int_{\Gamma^c} g(\mu, u_N(\mu))\psi_r, \quad \forall r \in \{1, \ldots, R\},$$  \hspace{1cm} (61)

where $\{\psi_r\}_{1 \leq r \leq R}$ are $P_0$ basis functions defined on $\Gamma^c$ and supported on non-overlapping macro-segments $I^r \subset \Gamma^c$. The sole requirement on the macro-segments $I^r$ is that each one contains at least one internal degree of freedom for the displacement. For instance, for a polynomial degree $k = 1$ of the primal HF space, the macro-segments comprise two adjacent segments that are boundary sides on $\Gamma^c$ of the mesh from $\Omega_1$. In other words, on a fixed mesh, there are two times more basis functions to enforce the constraints in the collocation method than in the LAC method. The integrals in (61) are approximated using Simpson’s rule on $I^r$. Since the midpoint of a macro-segment $I^r$ is also a boundary vertex of the mesh from $\Omega_1$, this means that the integrals in (61) are evaluated only at these boundary vertices.
6.2 Half-disks of Hertz

Consider a two-dimensional setting based on two half-disks, where the upper one is denoted $\Omega_1$ and the lower one $\Omega_2$, see Figure 2. The radii of the disks are denoted $R_1$ and $R_2$, respectively, and the initial gap between the disks is $\gamma_0 = 0.1\text{m}$. We always set $R_1 = 1\text{m}$, whereas the value of $R_2$ depends on the test case. The materials of both half-disks are identical and correspond to a Young modulus $E = 15\text{Pa}$ and a Poisson coefficient $\nu = 0.35$. HF solutions are computed using a finite element subspace defined on a mesh of $\Omega$ and consisting of continuous, piecewise affine functions. The potential contact zone is the circular part of the boundary of both disks. For a mesh with 675 nodes, $\Gamma^c$ contains 51 nodes. Consequently, the problem has $N = 1350$ degrees of freedom and $R = 51$ Lagrange multipliers when using the collocation method and $R = 25$ Lagrange multipliers when using the LAC method.

![Half-disks of Hertz](image)

Figure 2: Half-disks of Hertz. Reference domain $\Omega$ with $R_1 = R_2 = 1\text{m}$ and mesh with $N = 1350$ degrees of freedom.

6.2.1 Presentation of the test cases

We consider two test cases to assess the model reduction strategy.

- Test case (a): Parametric imposed displacement (linear case)

Let $\mathcal{P} = [0.15, 0.45](\text{m})$ be the parameter set and consider the discrete training set $\mathcal{P}^{\text{tr}} = \{0.15 + 0.01i \mid 0 \leq i \leq 30\}(\text{m})$. Regarding boundary conditions, we consider the parametric Dirichlet condition $u_x = 0$ and $u_y = \mu/2$ on the lower horizontal edge, and the parametric Dirichlet condition $u_x = 0$ and $u_y = -\mu/2$ on the upper horizontal edge. The radii in this test case are $R_1 = R_2 = 1\text{m}$. We highlight that the symmetry of the setting and the use of matching meshes for $\Omega_1$ and $\Omega_2$ ensure the matching of the meshes also in the deformed configurations at equilibrium. Therefore, the gap can be computed on the reference configuration along the vertical direction. A crucial consequence is the affine character of the constraint in this test case. The left and the right panels of Figure 3 display the deformed configuration resulting from the HF displacement field for the parameter values $\mu = 0.15\text{m}$ and $\mu = 0.3\text{m}$ respectively,
Figure 3: Test case (a) - Deformed configuration resulting from the HF displacement field $u_N(\mu)$. Left: $\mu = 0.15$ m. Right: $\mu = 0.3$ m.

whereas Figure 4 displays the Lagrange multipliers (obtained with the collocation method) as a function of the abscissas in the initial configuration for some parameter values $\mu \in P^{tr}$. The Lagrange multipliers vanish for the nodes where the contact between the two half-disks is not established at equilibrium. As physically expected, the greater the imposed displacement, the larger the contact zone.

Figure 4: Test case (a) - Lagrange multipliers obtained with the collocation method as a function of the abscissas in the reference configuration for the parameter values $\mu \in \{0.15, 0.2, 0.25, 0.3\}$ m. Vanishing values correspond to nodes where the contact between the two disks is not established at equilibrium.

• Test case (b): Parametric geometry (nonlinear case)

Consider the parameter set $P = [0.9, 1.12]$ m and the discrete training set $P^{tr} = \{0.905 + 0.01i | 0 \leq i \leq 22\}$ m. The radius of the lower disk is $R_2 = \mu$. For the boundary conditions,
we consider the Dirichlet condition $u_x = 0$ and $u_y = 0.2\text{m}$ on the lower horizontal edge, and the Dirichlet condition $u_x = 0$ and $u_y = -0.2\text{m}$ on the upper horizontal edge. Figure 5 displays the deformed configuration resulting from the HF displacement field for the parameter value $\mu = 1.12\text{m}$, whereas Figure 6 displays the Lagrange multipliers (obtained with the collocation method) as a function of the abscissas in the initial configuration for some parameter values $\mu \in \mathcal{P}^{tr}$. The Lagrange multipliers vanish on the nodes where the contact between the two half-disks is not established at equilibrium. Note that since the geometry is parameter-dependent, the meshes do not match at the contact interface.

Figure 6: Test case (b) - HF Lagrange multipliers obtained with the collocation method for the parameter values $\mu \in \{0.9, 1.12\}\text{m}$. Vanishing values correspond to nodes where the contact between the two half-disks is not established at equilibrium.
6.2.2 Choice of the HF discretization

In order to compare the collocation method with the LAC method, we consider their outputs when solving the HF problem of Hertz on the same mesh. For the Kačanov method, we use the stopping criterion

\[
\max \left( \frac{\|u^k(\mu) - u^{k-1}(\mu)\|_{\mathbb{R}^N}}{\|u^{k-1}(\mu)\|_{\mathbb{R}^N}}, \frac{\|\lambda^k(\mu) - \lambda^{k-1}(\mu)\|_{\mathbb{R}^N}}{\|\lambda^{k-1}(\mu)\|_{\mathbb{R}^N}} \right) \leq \epsilon_{\text{KA}},
\]

with \(\epsilon_{\text{KA}} = 10^{-3}\). We also use a relaxation factor \(\alpha = 0.3\) to improve the convergence. More specifically, at each Kačanov iteration, the primal solution \(u^k\) is a convex linear combination of the provisional solution \(\bar{u}^k\) and the previous solution \(u^{k-1}\), i.e. \(u^k = \alpha \bar{u}^k + (1 - \alpha)u^{k-1}\). The dual solution is defined similarly. For a mesh consisting of 802 nodes, i.e. with \(N = 1604\) degrees of freedom, Figure 7 displays the HF normal contact stress (which is proportional to the Lagrange multipliers) for test case (b) (half-disks of Hertz with a parametric geometry) using both the LAC method and the collocation method. One can notice that the curve of the Lagrange multipliers is smoother for the collocation method, whereas that of the LAC method exhibits some irregularities. Moreover, the contact zone slightly differs between the two methods. Since the LAC method agglomerates two contact cells at a time, it involves less constraints than the collocation method. This difference results in the one-node premature ‘take-off’ for the LAC method. It can be observed at the first contact nodes starting from the left-hand side abscissas in the four panels of Figure 7. Table 1 provides the total number of Kačanov iterations for some parameter values \(\mu \in P^{tr}\). Overall, the LAC method converges at a number of iterations which is somewhat smaller than for the collocation method. However, the collocation method enforces twice as many constraints as the LAC method.

<table>
<thead>
<tr>
<th>(\mu)</th>
<th>0.90</th>
<th>0.95</th>
<th>1.05</th>
<th>1.12</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAC iterations</td>
<td>20</td>
<td>20</td>
<td>19</td>
<td>18</td>
</tr>
<tr>
<td>Collocation</td>
<td>24</td>
<td>24</td>
<td>25</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 1: Test case (b) - Number of Kačanov iterations for a mesh with \(N = 1604\) degrees of freedom.

We run the same simulations on a finer mesh consisting of 1682 nodes, i.e., \(N = 3364\) degrees of freedom. We display the HF normal stress in Figure 8. As can be noticed, the curves almost overlap. Once more, we observe a slight difference at both borders of the contact zone which is two cells wider for the LAC method. The difference is less pronounced now that the mesh is finer. Another difference is that the collocation method starts to suffer from the above-mentioned oscillation phenomenon as can be seen at the reference zero abscissa on the four panels of Figure 8 (especially the first and fourth ones). We also provide the number of Kačanov iterations in Table 2. The results corroborate the previously drawn conclusions.

<table>
<thead>
<tr>
<th>(\mu)</th>
<th>0.90</th>
<th>0.95</th>
<th>1.05</th>
<th>1.12</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAC iterations</td>
<td>27</td>
<td>19</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>Collocation</td>
<td>28</td>
<td>12</td>
<td>25</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 2: Test case (b) - Number of Kačanov iterations for a mesh with \(N = 3364\) degrees of freedom.

In the remainder of Section 6.2, we will use the collocation method to deal with the test cases of Hertz, since we employ a rather coarse mesh on the contact zone. Instead, in Section 6.3 dealing
Figure 7: Test case (b) - HF normal contact stress for the LAC method (in blue) and for the collocation method ‘Col’ (in green) as a function of the abscissas in the reference configuration for 61 potential contact nodes. In reading order, the panels respectively correspond to the parameter values $\mu \in \{0.9, 0.95, 1.05, 1.12\}$.

With the ring-on-block test case, we will use the LAC method. We emphasize that these treatments only affect the HF solutions, so that the model reduction strategy remains unchanged in all cases.
6.2.3 Assessment of the RB procedure: Test case (a) - Parametric imposed displacement

During the offline stage, we perform $P = 32$ HF computations leading to the set $\mathcal{S}_{\text{pri}}$ of primal snapshots. Applying the POD to $\mathcal{S}_{\text{pri}}$ based on the energy norm and an absolute truncation threshold $\epsilon_{\text{POD}} = 10^{-2}$, the primal space $\hat{V}_N$ is composed of $N = 9$ RB functions. In order to build the dual RB cone, we test the convergence of the NMF considered in [4] and the CPG algorithm proposed herein (see Algorithm 2) using the norm $\Lambda = | \cdot |_{L^2(\Gamma^c)}$. The approximation errors are shown in Figure 9 for parameter values in the training set. Owing to the linearity of the constraint, the error decrease for the CPG algorithm is much faster than that of the NMF which suffers from stagnation twice. For a truncation threshold $\epsilon_{\text{DU}} = 10^{-1}$, the CPG algorithm conserves seven modes, whereas the NMF achieves the same accuracy with 27 modes. Table 3 reports the dimension $R$ of the dual RB cone $\hat{W}_R^+$ and accuracy level $\epsilon_{\text{DU}}$ achieved by both algorithms. Note that for the CPG algorithm, $\epsilon_{\text{DU}}$ is prescribed and the number of vectors $R$ is a result of the algorithm, whereas for the NMF, the integer $R$ is prescribed and the accuracy can be checked a posteriori. The CPG algorithm outperforms the NMF with a compression level twice as good in the worst-case scenario. We define the error on the
Table 3: Test case (a) - Dual basis dimension $R$ and accuracy level $\epsilon_{du}$ for the NMF and the CPG algorithm with corresponding $\epsilon_{du}$.

<table>
<thead>
<tr>
<th></th>
<th>$\epsilon_{du}$</th>
<th>$10^{-1}$</th>
<th>$10^{-2}$</th>
<th>$5 \cdot 10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMF</td>
<td>$R$</td>
<td>27</td>
<td>29</td>
<td>31</td>
</tr>
<tr>
<td>CPG</td>
<td>$R$</td>
<td>7</td>
<td>12</td>
<td>16</td>
</tr>
</tbody>
</table>

minimum energy

$$
e_{\text{ener}}(\mu) := \frac{1}{2} \left| a(\mu, \hat{u}(\mu), \hat{u}(\mu)) - f(\mu, \hat{u}(\mu)) - a(\mu, u_{\mathcal{N}}(\mu), u_{\mathcal{N}}(\mu)) + f(\mu, u_{\mathcal{N}}(\mu)) \right|, \quad (64)
$$

and the relative $H^1$-error error on the displacement field

$$
e_{\text{displ}}(\mu) := \frac{|\hat{u}(\mu) - u_{\mathcal{N}}(\mu)|_{H^1(\Omega)}}{|u_{\mathcal{N}}(\mu)|_{H^1(\Omega)}}. \quad (65)
$$

Figure 10 compares the two errors for the CPG algorithm with $\epsilon_{du} = 10^{-1}$ (yielding $R = 7$) and

![Figure 10: Test case (a) - Approximation error on the training set for the dual space $\hat{W}_R^+$ as a function of its size $R$.](image)

for the NMF with $R = 7$ and $R = 27$ (the latter yielding $\epsilon_{du} = 10^{-1}$ a posteriori) for parameter values in the training set. As can be seen, the errors are comparable for CPG($10^{-1}$) and NMF(27), although the latter uses a number of modes which is approximately four times larger than the former. However, the errors for the NMF with $R = 7$ show that, with the same number of modes as the CPG algorithm, the NMF lacks accuracy (at least half an order of magnitude).

6.2.4 Assessment of the RB procedure: Test case (b) - Parametric geometry

During the offline stage, we perform $P = 22$ HF computations. Applying the POD to $S_{\text{pri}}$ based on the energy norm and an absolute truncation threshold $\epsilon_{\text{pod}} = 10^{-3}$, the primal space $\hat{V}_N$ is composed
of $N = 11$ RB functions. Table 4 reports the size of the reduced basis as a function of the tolerance $\epsilon_{\text{pod}}$. As can be seen, the number of offline computations is equal to the dimension of the primal space for $\epsilon_{\text{pod}} = 4.10^{-6}$. The left panel of Figure 11 illustrates the decrease of the singular values

<table>
<thead>
<tr>
<th>$\epsilon_{\text{pod}}$</th>
<th>$10^{-2}$</th>
<th>$10^{-3}$</th>
<th>$10^{-4}$</th>
<th>$10^{-5}$</th>
<th>$4.10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>5</td>
<td>11</td>
<td>16</td>
<td>20</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 4: Test case (b) - Primal basis dimension $N$ as a function of the truncation threshold $\epsilon_{\text{pod}}$.

associated with the POD modes. The decrease is not as sharp as is often observed for variational equalities. Moreover, the higher the rank of the singular value, the milder the decrease of the error. In order to build the dual RB cone, we test both the NMF and the CPG algorithm. Table 5 reports the dimension $R$ of the dual RB cone $\hat{W}_R^\dagger$ and the accuracy level $\epsilon_{\text{du}}$ for both algorithms. The

<table>
<thead>
<tr>
<th>$\epsilon_{\text{du}}$</th>
<th>$5 \cdot 10^{-2}$</th>
<th>$10^{-2}$</th>
<th>$5 \cdot 10^{-3}$</th>
<th>$10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMF $R$</td>
<td>4</td>
<td>10</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>CPG $R$</td>
<td>2</td>
<td>5</td>
<td>6</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 5: Test case (b) - Dual basis dimension $R$ and accuracy level $\epsilon_{\text{du}}$ for the NMF and the CPG algorithm.

CPG algorithm achieves the same accuracies with less basis functions than the NMF. Notice that, at the first iterations of the procedure, the NMF uses at least twice as many functions as the CPG algorithm. The right panel of Figure 11 displays the accuracy of the dual RB cone $\hat{W}_R^\dagger$ as its dimension $R$ increases using the error norm $\Lambda = | \cdot |_{L^2(\Gamma')}$ This figure shows that the CPG algorithm outperforms the NMF. Note that it is actually pointless to perform an NMF with an input number.
of modes equal to the total number of available snapshots. The same reasoning applies to the CPG algorithm as well. However, as the CPG algorithm is (in principle) steered by an accuracy threshold rather than a number of modes, the case in which all the modes are retained can still be justified.

Figure 11: Test case (b) - Offline basis construction. Left: Singular values resulting from the POD using the $H^1$-inner product for the primal space $\hat{V}_N$ as a function of its size $N$. Right: Approximation error on the training set for the dual space $\hat{W}_R$ as a function of its size $R$.

We now perform the EIM twice so as to allow for an offline/online decomposition of both terms in the inequality constraint. The convergence of the EIM in the $\ell^8$-norm is reported in Figure 12. As can be noticed, the first selected EIM function induces a sharp decay of the initial error for the nonlinear gap mapping. In fact, the selected function corresponds to a configuration in which the contact zone is the intersection of the contact zones for all the parameters in the training set. The approximation error for the EIM decreases faster for the nonlinear gap mapping $\gamma$ than for the nonlinear contact mapping $\kappa$. This observation is expected since the contact mapping is a trivariate function, whereas the gap mapping is a bivariate function. Moreover, Table 6 reports the first EIM interpolation points $x^\gamma_i$ and $x^\kappa_i$. Since the effective contact zone is centered around the zero abscissa, one can notice that the selected points are chosen on the areas that do not come into contact at equilibrium. Let us physically motivate this selection for instance for the gap mapping $g$. In fact, $g$ vanishes on the effective contact zone at equilibrium. Hence, an EIM function vanishing on this zone suffices to represent the effective contact nodes. However, the nodes that are less likely to come into contact have varying gap values, whence the need to interpolate over these particular points. A similar reasoning applies to the contact mapping $k$.

| $x^\kappa_i$ | -1 | -0.9818 | -0.7364 | 0.9818 | -0.8136 | 0.9916 | 0.9511 | -0.8477 | 0.7765 | -0.9304 |
| $x_i^\gamma$ | 1  | 0.9916 | -1      | -0.9818 | -0.9976 | 0.9818 | -0.9818 | -0.9683 | -0.9916 | 0.9062 |

Table 6: Test case (b) - Reference abscissas of the selected EIM interpolation points $x^\gamma_i$ and $x^\kappa_i$.

Let us now investigate the online stage for the prescribed accuracy levels $\epsilon_{\text{POD}} = 10^{-5}$, $\epsilon_{\text{DU}} = 10^{-4}$, $\epsilon_{\text{EIM}}^k = 10^{-2}$, and $\epsilon_{\text{EIM}}^g = 10^{-3}$. The left panel of Figure 13 displays the error on the minimum energy
Figure 12: Test case (b) - EIM $\ell^\infty$-error as a function of the rank $M$ of the EIM approximation. Left: nonlinear gap mapping $\gamma$. Right: nonlinear contact mapping $\kappa$.

Figure 13: Test case (b) - Error quantification with accuracy levels $\epsilon_{Du} = 10^{-4}$, $\epsilon_{EIM}^k = 10^{-2}$, $\epsilon_{EIM}^g = 10^{-3}$ and $\epsilon_{POD} = 10^{-5}$. $R = 22$ for both methods. Left: Error on the minimum energy $e_{\text{ener}}(\mu)$. Right: Relative $H^1$-error on the displacement field $e_{\text{displ}}(\mu)$. Parameter values in the training set.

$e_{\text{ener}}(\mu)$ for parameter values in the training set. One can notice that the error for the CPG algorithm is always below that of the NMF. Moreover, the right panel of Figure 13 shows the relative $H^1$-error on the displacement field $e_{\text{displ}}(\mu)$, leading to the same observations as before. Finally, Figure 14 displays a quantification of the interpenetration, i.e., the violation of the inequality constraint, by means of the error indicator

$$e_{\text{inter}}(\mu) := \sqrt{\sum_{x \in \Omega_{\text{tr}}} \min(0, k(\mu, \hat{u}(\mu))(x) - g(\mu, \hat{u}(\mu))(x))^2}.$$  

(66)

For low parameter values, there is no interpenetration, but the conclusion is different for the pa-
rameter values that are larger than one, although the amplitude of the interpenetration remains very moderate. The reason for this is that the spatial discretization becomes coarser with the increase of the parameter value. Notice that the interpenetration curves for the NMF and the CPG almost overlap. Running both methods with the looser tolerances $\epsilon_{\text{DU}} = 1 \cdot 10^{-2}$, $\epsilon_{\text{RM}}^k = 2 \cdot 10^{-1}$, $\epsilon_{\text{RM}}^g = 10^{-2}$ and $\epsilon_{\text{POD}} = 10^{-2}$ produces similar results.

In order to get a clearer insight on the impact of the dual space $\tilde{W}^+_R$, we display the same plots as in the first simulation, but with the larger truncation threshold $\epsilon_{\text{DU}} = 5 \cdot 10^{-3}$. The other tolerances are as before. In this configuration, the NMF conserves $R = 18$ dual modes, whereas the CPG algorithm only conserves $R = 5$ dual modes. The minimum energy error $e_{\text{ener}}(\mu)$ and the relative $H^1$-error on the displacement field $e_{\text{displ}}(\mu)$ are plotted in Figure 15. In spite of the substantial difference

![Figure 14: Test case (b) - Estimation of the interpenetration $e_{\text{inter}}(\mu)$.

![Figure 15: Test case (b) - Error quantification with accuracy levels $\epsilon_{\text{POD}} = 10^{-4}$, $\epsilon_{\text{DU}} = 5 \cdot 10^{-3}$, $\epsilon_{\text{RM}}^k = 10^{-2}$, and $\epsilon_{\text{RM}}^g = 10^{-4}$. The NMF uses $R = 18$ modes whereas the CPG and the truncated NMF use $R = 5$ modes. Left: Error on the minimum energy $e_{\text{ener}}(\mu)$. Right: Relative $H^1$-error on the displacement field $e_{\text{displ}}(\mu)$. Parameter values in the training set.

between the sizes of the NMF space and the CPG space, Figure 15 shows that the CPG algorithm

27
still delivers accurate approximations and, in average, produces smaller errors than NMF(18). For the comparison between the two algorithms to be fairer, we also consider the case where we keep \( R = 5 \) basis vectors for the NMF, and we display the additional curves of the error indicators \( e_{\text{ener}}(\mu) \) and \( e_{\text{displ}}(\mu) \) in Figure 15 as well. In this situation, the error for the CPG algorithm is always below that of NMF(5). The quantification of the interpenetration displayed in Figure 16 corroborates the previous comments.

Figure 16: Test case (b) - Estimation of the interpenetration \( e_{\text{inter}}(\mu) \). Left: \( R = 18 \) for the NMF and \( R = 5 \) for the CPG. Right: \( R = 5 \) for both algorithms.

6.3 Test case (c): Ring on block

Let \( \mathcal{P}^{\text{tr}} = [0.95, 1.15](m) \) be the parameter interval and let \( \mathcal{P}^{\text{tr}} = \{0.95 + 0.01i \mid 0 \leq i \leq 20\}(m) \) be the discrete training set. We investigate the case considered in [19] of an elastic ring with a parametric radius \( R_1 = \mu \) that comes into contact with a rectangular block. The elastic ring has a thickness \( t = 10m \) and is 15 times stiffer than the block. A vertical displacement \( u_y = 50m \) and the homogeneous horizontal Dirichlet boundary condition \( u_y = 0 \) are applied to the ring at its top ends. For the lower horizontal edge of the block, we consider homogeneous Dirichlet conditions \( u_x = 0 \) and \( u_y = 0 \). The configuration \( \Omega \) corresponds to the parameter value \( \mu = 1 \). In this test case, the non-symmetry between the two bodies is challenging since this lack of symmetry leads to non-matching meshes at the contact interface, even in the reference configuration illustrated in the left panel of Figure 17. Figure 18 displays the Lagrange multipliers (obtained with the LAC method) as a function of the abscissas in the initial configuration for two parameter values \( \mu \in \mathcal{P}^{\text{tr}} \).

During the offline stage, we perform \( P = 21 \) HF computations. The singular values resulting from the POD applied to the collection of the primal snapshots \( \mathcal{S}^{\text{pri}} \) decrease as illustrated in the left panel of Figure 19. The right panel of Figure 19 displays the approximation error for the dual space \( \hat{W}_R^+ \) as its dimension \( R \) increases using the error norm \( \Lambda = \| \cdot \|_{L^2(\Gamma)} \). Once more, the CPG algorithm is more efficient than the NMF. As observed in the previous test cases, the latter suffers from stagnation (here, it occurs at the eighth iteration). The right panel of Figure 19 displays the approximation error for the angle-greedy algorithm. We distinguish two curves: the blue curve represents the real approximation error, i.e. that of a positive projection, whereas the green curve represents the estimated approximation error that steers the angle-greedy algorithm, i.e. that of a linear projection. Note that the estimated error is far more optimistic that the effective error. Also, the real accuracy of the angle-greedy algorithm is better than that of the NMF. Yet, the algorithm is outperformed by
Figure 17: Test case (c) - Left: Reference domain $\Omega$ with $R_1 = 1$m and mesh with 1590 nodes. Right: Deformed configuration resulting from the HF displacement field $u_\lambda(\mu)$ for $R_1 = 1$m.

Figure 18: Test case (c) - Lagrange multipliers as a function of the abscissas in the reference configuration for the parameters $\mu \in \{1.0, 1.13\}$m. Vanishing values correspond to nodes where the contact between the ring and the rectangular surface is not established at equilibrium.

the CPG, thereby confirming the theoretical considerations of Section 5 and Remark 6. Separately, we perform the EIM on both the contact mapping $\kappa$ and the gap mapping $\gamma$. The convergence is reported in Figure 20. Afterwards, we perform the online stage for the prescribed accuracy levels $\epsilon_{\text{pod}} = 1$, $\epsilon_{\text{du}} = 10^{-3}$, $\epsilon_{\text{eim}}^k = 1$, and $\epsilon_{\text{eim}}^g = 10^{-5}$. The left panel of Figure 21 displays the error on the minimum energy $\epsilon_{\text{ener}}(\mu)$, whereas the right panel shows the relative $H^1$-error error on the displacement field $e_{\text{displ}}(\mu)$ with parameter values in the training set. As in the previous test cases, the accuracies of the CPG algorithm using eight modes and the NMF using 21 modes are comparable. This result is confirmed when using the verification set $\mathcal{P}_{\text{verif}} = \{0.9575 + 0.02i \mid 0 \leq i \leq 10\}$ as
Figure 19: Test case (c) - Offline basis construction. Left: Singular values resulting from the POD for the primal space $\hat{V}_N$ as a function of its size $N$. Right: Approximation error on the training set for the dual space $\hat{W}^+_R$ as a function of its size $R$.

Figure 20: Test case (c) - EIM $\ell^p$-error as a function of the rank $M$ of the EIM approximation. Left: nonlinear gap mapping $\gamma$. Right: nonlinear contact mapping $\kappa$.

7 Conclusion and perspectives

We have presented a reduced-basis scheme for parametrized nonlinear variational inequalities, which can be efficiently applied to elastic frictionless contact problems from computational mechanics. We tackled inequality constraints within the reduced basis method for a generic setting where neither small displacements nor matching meshes are assumed. Reduced basis schemes that preserve key
Figure 21: Test case (c) - Left: Error on the minimum energy $e_{\text{ener}}(\mu)(m)$. Right: Relative $H^1$-error on the displacement field $e_{\text{displ}}(\mu)$. The NMF uses 21 modes, whereas the CPG algorithm and the truncated NMF use 8 modes. Parameter values in the training set.

Physical properties such as the non-negativity of the Lagrange multipliers have been achieved through a novel constrained greedy algorithm, which is a variant of the weak greedy algorithm based on computing orthogonal projections onto a cone. Future work includes the testing of the present methodology on three-dimensional test cases and on industrial applications. Another promising research direction is the inclusion of friction in the contact problem.

### A Non-negative Matrix Factorization (NMF)

For completeness, this section provides some details on the NMF. The following results can be found in the literature on clustering [5]. The goal is to briefly describe the procedure

$$\mathbf{W} = \text{NMF}(\mathbf{T}, R),$$

where we are given $P$ vectors $(\mathbf{t}_1, \ldots, \mathbf{t}_P)$ forming the rectangular matrix $\mathbf{T} \in \mathbb{R}^{R \times P}$ whose entries are all non-negative, and we are looking for $R \leq R$ positive vectors $(\mathbf{w}_1, \ldots, \mathbf{w}_R)$ forming the rectangular matrix $\mathbf{W} \in \mathbb{R}^{R \times R}$. We quantify the quality of the approximation of a matrix $\mathbf{A}$ by a matrix $\mathbf{B}$ by the Frobenius norm of the difference

$$|\mathbf{A} - \mathbf{B}|^2 := \sum_{ij} (A_{ij} - B_{ij})^2.$$  \hspace{1cm} (68)

The NMF optimization problem then reads:

$$\mathbf{(W, H)} = \arg\min_{\mathbf{W} \in \mathbb{R}^{R \times R}, \mathbf{H} \in \mathbb{R}^{R \times P}} |\mathbf{T} - \tilde{\mathbf{W}}\tilde{\mathbf{H}}|^2;$$

so that $\mathbf{W} \in \mathbb{R}^{R \times R}$ and $\mathbf{H} \in \mathbb{R}^{R \times P}$. The functional $|\mathbf{T} - \tilde{\mathbf{W}}\tilde{\mathbf{H}}|$ is not convex in both variables $\tilde{\mathbf{W}}$ and $\tilde{\mathbf{H}}$ together. Thus, only the recovery of local minima is considered. Regarding the search algorithm, the decrease of the Frobenius norm is proven in [5] for the following iterative update rules:

$$H_{ij} \leftarrow H_{ij} \frac{(\mathbf{W}^T\mathbf{T})_{ij}}{(\mathbf{W}^j\mathbf{W})_{ij}}, \quad \mathbf{W}^+_{ij} \leftarrow \mathbf{W}^+_{ij} \frac{(\mathbf{T}\mathbf{H}^T)_{ij}}{(\mathbf{W}\mathbf{H}\mathbf{H}^T)_{ij}}.$$  \hspace{1cm} (70)
The first update rule is equivalent to a gradient descent algorithm

\[ H_{ij} \leftarrow H_{ij} + \eta_{ij} \left( (W^T T)_{ij} - (W^T W H)_{ij} \right), \]

with \( \eta_{ij} = H_{ij}/(WHH^T)_{ij} \). The reasoning for \( W_{ij} \) is similar. The motivation for (70) is that if the pair \((W, H)\) yields an exact reconstruction, i.e. \( T = WH \), then \((W, H)\) is a fixed-point of the algorithm. Finally, note that, in contrast to the POD, the integer \( R \) is a required input for the NMF. Moreover, the uniqueness of the output is not guaranteed. In fact, any positive matrix \( D \in \mathbb{R}^{R \times R} \) satisfies \( T = WDD^{-1}H \), thereby leading to another NMF decomposition.
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