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ABSTRACT

The brain is significantly deformed during neurosurgery, in particular because of the removal of tumor tissue. Because of this deformation, intraoperative data is needed for accurate navigation in image-guided surgery. During the surgery, it is easier to acquire ultrasound images than Magnetic Resonance (MR) images. However, ultrasound images are difficult to interpret. Several methods have been developed to register preoperative MR and intraoperative ultrasound images, to allow accurate navigation during neurosurgery. Model-based methods need the location of the resection cavity to take into account the tissue removal in the model. Manually segmenting this cavity is extremely time consuming and cannot be performed in the operating room. It is also difficult and error-prone because of the noise and reconstruction artifacts in the ultrasound images. In this work, we present a method to perform the segmentation of the resection cavity automatically. We manually labelled the resection cavity on the ultrasound volumes from a database of 23 patients. We trained a Unet-based artificial neural network with our manual segmentation and evaluated several variations of the method. Our best method results in 0.86 mean Dice score over the 10 testing cases. The Dice scores range from 0.68 to 0.96, and nine out of ten are higher than 0.75. For the most difficult test cases, lacking clear contour, the manual segmentation is also difficult but our method still yields acceptable results. Overall the segmentations obtained with the automatic methods are qualitatively similar to the manual ones.
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1. CONTEXT

During neurosurgery, the brain is significantly deformed because of gravity, loss of cerebrospinal fluid and tissue resection. After the dura matter is opened, preoperative images do not match the actual configuration of the brain anymore. Thus, preoperative images cannot be used as is for navigation during the surgery, and intraoperative imaging is needed.

To acquire intraoperative MRI, the surgical tools need to be removed and the patient has to be moved, which makes the surgery significantly longer. Moreover, intraoperative MRI equipment is expensive. On the other hand, ultrasound images can be acquired without moving the patient and ultrasound probes are less expensive. So during the surgery, it is easier to acquire ultrasound images than MR images. However, ultrasound images are less detailed and have more noise and artifacts than MR images (figure 1). They are significantly harder to read, and especially determining the boundaries of the regions of interest is difficult. Because preoperative MR images are more detailed, several works\textsuperscript{1–7} proposed methods to register intraoperative ultrasound and preoperative MR images. Some methods use a biomechanical model of the brain in addition to image processing techniques.

Model-based methods\textsuperscript{1–5} use a biomechanical model of the brain to estimate the deformation. In order to take into account the tissue resection, the resection cavity needs to be segmented so that the corresponding nodes can be removed from the model. In Miga et al.,\textsuperscript{2} the model elements that coincide with the resection cavity are manually identified and deleted. In Ferrant et al.,\textsuperscript{3} the resection cavity is semi-automatically segmented. Manual and semi-automatics methods require user input in the operating room, which is not convenient. Bucki et al\textsuperscript{4} proposed a method where an ellipsoid registration is used to estimate the resection cavity. However, the shape of the resection cavity is often more complex. In Fan et al.,\textsuperscript{5} a first estimation of the cavity is determined with intraoperative stereovision images using the difference between the 3D surfaces before and after resection. The model is run with this estimation of the cavity. If after the simulation the resection cavity is different from the original estimation, the model is run again with the updated resection cavity. The stereovision cameras only
capture surface data, and in-depth parts may be missed if the cavity sags. These methods would greatly benefit from automatic and accurate estimation of the resection cavity.

Most image processing methods\textsuperscript{6,7} ignore the resection cavity in the algorithm: the registration between the pre-resection and during-resection images is done regardless of the resection cavity difference between the two images. In Riva et al.,\textsuperscript{6} a similarity metric (normalized cross-correlation) is used patch-wise to retrieve the transformation locally. The authors report that while good results were obtained for before-resection volumes, the method performed poorly with after-resection volumes. In Machado et al.,\textsuperscript{7} transformation invariant features are extracted from the images and used to perform the registration. After generating a set of possible correspondences, a gaussian mixture model is used to retrieve the most probable deformation. Because the method uses local feature descriptors and the registration algorithm uses a clustering algorithm, the deformation can be retrieved despite the resection cavity difference. These image-based methods could use the segmentation of the resection cavity as a mask constraint to further improve the results.

In this paper, we present a method to automatically segment the resection cavity in intraoperative ultrasound images. This method does not require user input and is fast, so that it can be used in the operating room and in conjunction with a registration method.

2. METHODS

2.1 Data

We used the images from the RESECT public database.\textsuperscript{8} It contains acquisitions from 23 patients. For each patient, a preoperative MR volume and three intraoperative ultrasound 3D volumes were acquired before, during and after resection. We manually segmented 37 ultrasound volumes to use as the ground truth: 21 after-resection volumes and 16 during-resection volumes.

Intra-rater variability and inter-rater variability have been assessed on ten volumes by two observers. For the intra-rater variability, the volumes were segmented again after one month. The variabilities are compared to our method in the results section.

2.2 Encoder-decoder network

Recent research has shown that artificial neural networks achieve outstanding results in segmenting images. Most of the networks used for segmentation follow an encoder-decoder architecture.\textsuperscript{9–11} The first part of the network is the encoder part: it extracts features from the input image. It consists in groups of convolutional layers, connected with pooling layers that decrease the image size, so that features are extracted at different scales. The second part is the decoder: it creates the segmentation mask based on the extracted features. It is symmetric to the encoder part: for each group of convolutional layers in the encoder part, there is a corresponding group of convolutional layers in the decoder part. Upsampling layers are used between the convolutional layers (symmetric to the pooling layers in the encoder part).
We used a network architecture similar to the one presented by Ronneberger et al.,\textsuperscript{11} U-Net. A schema of our architecture is included (figure 2).

The input of the original U-Net was 2D images, but we adapted it to accept a group of several adjacent slices. The network was trained to output the segmentation for the middle slice, based on the group of slices: it could use the surrounding slices as a context to help segment the middle slice. The volumes were then processed by groups of adjacent slices with a step of one slice, so that all slices are segmented. The dimensions of the input layer were $256 \times 256 \times c_i$, where $c_i$ is the number of adjacent slices. We trained three networks with $c_i \in \{1, 3, 7\}$ respectively.

### 2.3 Training

The cases were split into a training set (70\% of the volumes) and a test set (the remaining 30\%). The proportion of after-resection volumes versus during-resection volumes was the same in both sets.

The size of the volumes was bigger than the network input size: the volumes were between 300 and 500 voxels for each side. So the size of volumes had to be reduced to fit the network’s input size. For the training, we extracted one patch from each volume, so that the resection cavity is centered in the patch. First, a bounding box of the resection cavity was computed for all training volumes. Then, each bounding box was extended to the input size (256 voxels) such that the resection cavity is centered in the bounding box. Finally, slices or groups of adjacent slices were extracted from the bounding box.

Because of the dataset imbalance (around 95\% of the voxels are background), we used a loss function based on the Dice score:\textsuperscript{12} $\text{loss}(y_{true}, y_{pred}) = 1 - \text{Dice}(y_{true}, y_{pred})$. With the binary cross-entropy loss function, the training did not converge easily: the network remained in a state where all the voxels were predicted background, because such predictions had a high score due to the dataset imbalance. Using a weighted binary cross-entropy loss with a higher weight for foreground voxels solved the convergence problem. However, it also increased the number of false positives, because the weight for background was lower so such errors were less penalized. The loss function based on the Dice score had neither the convergence nor the false positive problems, so we used this loss function.
2.4 Testing

The test volumes also had to be reduced to the network’s input size. We tested three methods: (1) downsampling, (2) using a sliding window, and (3) estimating a bounding box with downsampled input and running the network again on that region at original scale (referred to as region-of-interest, or ROI, method). In the downsampling method, the input images were downsampled and the resulting prediction from the network was upsampled to the original size. In the sliding window approach, overlapping patches were extracted from the input images and the resulting prediction patches were averaged. The stride between consecutive patches was 64 so that each 256x256 patch had high overlap with neighboring patches. In the region of interest method, the network was first run on the downsampled images. Then, a 256x256x256 bounding box centered on the detected cavity was extracted from the original volume. The network was then run on that bounding box, in order to obtain a more precise prediction (at the original scale).

2.5 Post-processing

The output predictions were thresholded to get a binary mask. We used a threshold of 0.5 for the downsampling and ROI method, and 0.1 for the sliding window method. A lower threshold was used because the intensity on the edges was lower for the sliding window method. The patches containing only a part of the cavity tended to not detect the cavity, which lowered the final voxel value when the average value of all patches was taken. An example of this is given figure 3. In order to remove small and disconnected false positives around the cavity, only the biggest connected component was kept in the final result.

3. RESULTS

All the methods we tested were successful for most of the cases. With our best performing method (one context slice and ROI sampling), the Dice scores range from 0.68 to 0.96. Example predictions for each of the ten test cases are presented figure 5. Nine of the ten test cases were completely successful, with no obvious false areas and Dice scores above 0.75. The other case (case 8 after) had the most artifacts (noise and missing edges, see figure 1). It also had the highest inter-rater variability. The major part of the cavity was still correctly segmented, and the errors were located around the edges where the two observers also disagreed (see examples figure 6). As the network agreed with observer 2 in these areas, the Dice score for this case is substantially better when compared to observer 2’s segmentations: the score is 0.78 compared to observer 2 (whereas it is 0.68 compared to observer 1). Also in this case, the network successfully segmented the left part although a part of the white contour is missing (figure 6b).

The mean Dice score for both inter-rater and intra-rater was 0.89. The Dice scores were over 0.9 for eight of the ten cases for intra-rater and for seven cases for inter-rater. The other two cases were also the cases were the automated method was less successful. With a mean Dice score of 0.86, the automated method achieves results that are comparable to manual segmentation. Figure 7a compares the Dice scores of our best performing method with the inter- and intra-rater variability.

Figure 7b shows the Dice scores for each method. Each box correspond to a number of context slices, and contains the values for the three sampling methods.

In all contexts, the sliding window and ROI sampling methods had similar results. Results obtained with the downsized images were not as good as the sliding window and ROI methods. With the downsampling method, parts of the resection cavity were not detected in some slices. It is likely that the downsampling reduces the
(a) A correct prediction
(b) A correct prediction in a noisy image

Figure 4: Example results (green: ground truth, blue: prediction)

<table>
<thead>
<tr>
<th>Case</th>
<th>2 after</th>
<th>4 after</th>
<th>8 after</th>
<th>17 during</th>
<th>19 after</th>
</tr>
</thead>
<tbody>
<tr>
<td>Middle slice</td>
<td><img src="image1.png" alt="image" /></td>
<td><img src="image2.png" alt="image" /></td>
<td><img src="image3.png" alt="image" /></td>
<td><img src="image4.png" alt="image" /></td>
<td><img src="image5.png" alt="image" /></td>
</tr>
<tr>
<td>Dice</td>
<td>0.90</td>
<td>0.83</td>
<td>0.68</td>
<td>0.93</td>
<td>0.95</td>
</tr>
<tr>
<td>Case</td>
<td>19 during</td>
<td>21 after</td>
<td>24 after</td>
<td>25 during</td>
<td>26 during</td>
</tr>
<tr>
<td>Middle slice</td>
<td><img src="image6.png" alt="image" /></td>
<td><img src="image7.png" alt="image" /></td>
<td><img src="image8.png" alt="image" /></td>
<td><img src="image9.png" alt="image" /></td>
<td><img src="image10.png" alt="image" /></td>
</tr>
<tr>
<td>Dice</td>
<td>0.96</td>
<td>0.96</td>
<td>0.76</td>
<td>0.76</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Figure 5: Per case results (green: ground truth, blue: prediction)

(a) Disagreement in the area without clear contours
(b) Disagreement in the noisy area

Figure 6: Example results from case 8 after (green: observer 1, red: observer 2, blue: prediction)
neural network’s ability to recognize the textures representative of the resection. In two cases where the resection cavity was small, the network failed to detect the cavity and a bigger area was selected in the post-processing step. The downsampling step made the resection cavity even smaller, and was likely the reason why the network failed to detect the cavity. The two failing cases are shown as outliers in figure 7b. The sliding window method had a longer runtime because several patches were processed (about one minute per case on average, compared to 15 seconds for the downsampling and ROI methods). However it may be more reliable than the ROI method, which depends on the downsampling method providing a correct localisation of the cavity. This is difficult to evaluate precisely because our testing set contained only ten cases. For these ten cases, the localisation of the cavity provided by the downsampling method was accurate enough so the ROI method succeeded. Thus, while the sliding window and ROI approach had similar results, one or the other may be preferred depending on runtime and reliability constraints.

The results with more slices of context were similar to the ones with one slice of context: there were no visible improvement in the difficult areas with more slices of context. Seven slices of context is probably not enough context to make significant improvements. A 3D version of the neural network, using 3D convolutions and accepting 3D patches as input may have better results and will be explored in future work.

The mean runtime to run the network on one case was 15 seconds (for the downsampling and ROI methods), which is compatible with surgical procedures. In particular, the automated segmentation method can be used in model-based registration to take into account the resection cavity.

4. CONCLUSIONS

We created a ground truth dataset for segmentation of the resection cavity on the RESECT dataset. The artificial neural network we trained was successful in all the test cases. The obtained segmentations were highly accurate, with a mean Dice score of 0.86. In future work, we will evaluate the use of the segmented resection region for model-based registration of the pre-operative MR to intra-operative US images, which would enable improving image-guided tumor resection procedures.
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