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Abstract. This paper presents a first implementation of a new
rheological model for sea ice on geophysical scales. This
continuum model, called Maxwell elasto-brittle (Maxwell-
EB), is based on a Maxwell constitutive law, a progressive
damage mechanism that is coupled to both the elastic mod-
ulus and apparent viscosity of the ice cover and a Mohr–
Coulomb damage criterion that allows for pure (uniaxial and
biaxial) tensile strength. The model is tested on the basis of
its capability to reproduce the complex mechanical and dy-
namical behaviour of sea ice drifting through a narrow pas-
sage. Idealized as well as realistic simulations of the flow
of ice through Nares Strait are presented. These demonstrate
that the model reproduces the formation of stable ice bridges
as well as the stoppage of the flow, a phenomenon occurring
within numerous channels of the Arctic. In agreement with
observations, the model captures the propagation of damage
along narrow arch-like kinematic features, the discontinuities
in the velocity field across these features dividing the ice
cover into floes, the strong spatial localization of the thickest,
ridged ice, the presence of landfast ice in bays and fjords and
the opening of polynyas downstream of the strait. The model
represents various dynamical behaviours linked to an overall
weakening of the ice cover and to the shorter lifespan of ice
bridges, with implications in terms of increased ice export
through narrow outflow pathways of the Arctic.

1 Introduction

The formation of ice bridges is a common phenomenon in
the Amundsen Gulf, Bering Strait and many narrow passages
of the Canadian Arctic Archipelago (Sodhi, 1977). Com-
monly referred to as ice “arches” because of their curved
and concave shape, these structures can remain stable for
several weeks or months and stop the flow of ice through
outflow channels (Kwok, 2005; Kwok et al., 2010; Mün-
chow, 2016). Downstream of ice bridges, expanses of ice-
free water and polynyas open, which strongly impacts the lo-
cal atmosphere–ocean heat exchanges and promotes the gen-
eration of new ice (Smith et al., 1990). Upon breakup of a
bridge, the outflow of ice, stored in the basin upstream, dras-
tically increases. Therefore, the capability of representing
adequately the complex dynamical behaviour of ice drifting
through narrow passages might constitute a key asset when
using numerical models to assess the seasonal and interan-
nual variability in the circulation and export of fresh water
and sea ice in the Arctic.

Figure 1b shows an example of such an ice arch present on
2 July 2010, at the Lincoln Sea entrance to Nares Strait, in the
Canadian Arctic Archipelago (see Fig. 1a), one of the most
extensively studied outflow pathways for seasonal and mul-
tiyear Arctic sea ice (Barber et al., 2001; Kwok, 2005; Kwok
et al., 2010; Münchow, 2016; Ryan and Münchow, 2017).
The annual mean ice volume flux through this channel, only
a few tens of kilometres wide (30–40 km) in some places, is
thought to be equivalent to about 7 % of the annual mean flux
through Fram Strait (∼ 130–140 km3; Kwok, 2005; Kwok
et al., 2010). Poleward of the strait, ice converges towards
the coast of Ellesmere Island and Greenland, where multi-
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Figure 1. Moderate Resolution Imaging Spectroradiometer (MODIS) reflectance image indicating (a) the location of Nares Strait (red
rectangle); (b) the presence of an ice bridge prior to a partial breakup event, on 2 July 2010, with multiple arch-like leads upstream of
Robeson Channel (red dotted line); (c) a stable ice bridge at the constriction between Kane Basin and Smith Sound, indicated by the red
dotted line, with the North Water Polynya open on 7 May 2016. The superimposed grey shading indicates the coverage of the domain used
in the realistic Nares Strait simulations. NASA/GSFC MODIS Rapid Response at http://rapidfire.sci.gsfc.nasa.gov/imagery/.
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year ice coverage is known to be high (> 80 %, Kwok, 2006).
Convergence leads to the formation of pressure ridges and
the thickness of the ice cover there reaches values among the
highest encountered in the Arctic Ocean (Wadhams, 1994;
Haas et al., 2006). Analyses of RADARSAT imagery have
shown that the ice flux out of Nares Strait stops seasonally
after the formation of stable ice bridges in mid- to late winter,
allowing the wide North Water Polynya to open downstream
of the strait (Barber et al., 2001; Ingram et al., 2002), and re-
sumes upon breakup of the bridges in summer (Kwok, 2005;
Kwok et al., 2010).

In this paper, these unique flow and ice coverage condi-
tions are used as a benchmark for testing a new rheologi-
cal framework developed as an alternative to the traditional
viscous–plastic (VP) rheology to represent accurately the de-
formation and drift of sea ice in continuum models at re-
gional (∼ 100 km) to global (∼ 1000 km) scales (Dansereau
et al., 2016). This framework, called Maxwell elasto-brittle
(Maxwell-EB), combines the concepts of elastic memory,
viscous-like relaxation of the internal stress and progres-
sive damage mechanics. Highly idealized simulations have
demonstrated that the Maxwell-EB model reproduces the im-
portant characteristics of sea ice deformation revealed by the
analysis of available ice buoy and satellite data: anisotropy,
high localization in both space and time and the associated
scaling laws (Dansereau et al., 2016; Weiss and Dansereau,
2017). Here, this rheological framework is implemented on
geophysical scales and in a realistic context. This work fo-
cusses on two main aspects. We aim to establish the capa-
bility of the model to represent (1) the localization of the
ice deformation along arch-like features in the vicinity and
within a channel as well as the formation of stable ice bridges
and (2) the strong localization of the thickest ice along nar-
row oriented features representing pressure ridges. Based on
our simulation results, we also discuss how the mechanical
weakening of the ice cover estimated over the period 2002–
2008 relative to the period 1979–2001 (Gimbert et al., 2012a)
can be linked to a shorter lifespan of ice arches and, conse-
quently, to an increased ice export through Nares Strait.

2 Background

2.1 Ice bridges

Granular materials have been known for a long time to form
concave stress-free surfaces and exhibit self-obstruction to
flow under certain conditions (e.g., Richmond and Gard-
ner, 1962; Walker, 1966). By assimilating sea ice as a two-
dimensional continuum material obeying Coulomb’s failure
criterion, Sodhi (1977) applied the concepts of granular mod-
els developed to describe the formation of stress-free arches
in hoppers and chutes to the formation of stable ice bridges
in the Bering Strait and Amundsen Gulf and obtained good
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Figure 2. Damage criterion in the Maxwell-EB model represented
symmetrically in the principal stresses plane (thick solid lines). The
thin solid lines radiating from the origin represent the damage cri-
terion in the case of no cohesion (C = 0). The ellipses represent the
yield criterion in the standard VP model of Hibler (1979) for dif-
ferent aspect ratios (< 2, outer; 2, centre; > 2, inner ellipse). The
numbers 0 to 4 indicate the state of (0) biaxial tension, (1) uniaxial
tension, (2) biaxial tension and compression, (3) uniaxial compres-
sion and (4) biaxial compression.

agreement with ice deformation patterns as observed via
satellite (Landsat) imagery.

Stable ice bridges have also been successfully reproduced
by plastic-type sea ice models, providing the prescribed plas-
tic yield criterion allowed for some cohesive strength, i.e.,
for the capability to sustain uniaxial (tensile and/or compres-
sive) stresses (e.g., Ip, 1993; Hibler et al., 2006). Recently,
Dumont et al. (2009) were able to simulate the formation of
ice arches in both idealized and realistic representations of
Nares Strait using a dynamic elastic–viscous–plastic (EVP)
model (Hunke, 1997), the ice mechanics component of which
is based on the VP rheology and elliptical yield curve of Hi-
bler (1979). This rheological framework typically does not
account for uniaxial or biaxial (i.e., pure) tensile strength
(see Fig. 2, stress states 0 and 1). In the case of Dumont
et al. (2009), stable ice bridges and flow stoppage were ob-
tained by decreasing the ellipticity of the yield curve below
its original value (2; Hibler, 1979) to increase the shear and
uniaxial compressive strength of the ice (see Fig. 2, stress
state 3), which increases its cohesive strength. Rasmussen
et al. (2010) performed numerical simulations of the sea ice
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dynamics in Nares Strait and the North Water Polynya us-
ing the dynamic–thermodynamic CICE sea ice model, based
on the EVP rheology. The authors noted a lack of stability
and shorter lifespan of the simulated ice bridges, leading to a
slower opening and lower extent of the North Water Polynya
and to an earlier draining of Nares Strait compared to esti-
mates from satellite imagery. They attributed this deficiency
to a too-low ice strength in their model, caused by either a
too-thin ice cover or the inability of their rheology to repro-
duce the correct internal strength of sea ice.

Channel flow simulations have not yet been performed us-
ing elastic–brittle models. Hence such experiments consti-
tute an interesting test case of their mechanical behaviour.
Moreover, while other rheological models have been shown
to simulate both the occurrence of ice bridges and flow
stoppage, it is not at all clear whether these models, even
with a fine spatial resolution (e.g., 4 km in the Lincoln Sea,
about 7 km at the constriction between Kane Basin and Smith
Sound and 10 km in Baffin Bay in the model of Rasmussen
et al., 2010, and about 3 by 4 km in the realistic simulations
of Nares Strait of Dumont et al., 2009), are also able to ac-
count for the presence of multiple arch-like leads within and
upstream of the channel, as observed from satellite imagery
(e.g., see Fig. 1b). In coupled thermodynamic and dynamic
models, a high density of leads is expected to impact the sim-
ulated heat fluxes between the atmosphere, the ice and the
ocean (Smith et al., 1990). With its capability to represent the
extreme localization of damage and deformation (Dansereau
et al., 2016), the Maxwell-EB model might be suited to sim-
ulate these fine features.

Ice drift and coverage conditions within a channel more-
over represent a severe test of the numerical scheme in terms
of handling discontinuities within the simulated fields, be-
cause once a stable ice bridge forms the ice downstream
detaches from the bridge and is driven out of the channel
without mechanical resistance. At this point, extremely sharp
gradients in ice velocity, thickness and concentration are ex-
pected to arise (see Figs. 1b and 3a).

2.2 Ice ridges

Sea ice models are most often compared to each other and to
observations in terms of the spatial distribution of the simu-
lated ice thickness (e.g., Johnson et al., 2012). An equally im-
portant, and perhaps more appropriate, metric to investigate
the mechanical behaviour of the sea ice cover is the proba-
bility density function (PDF) of the ice thickness, of which
some valuable information have been available for some time
from drill-hole, submarine-mounted sonar and airborne elec-
tromagnetic sounding measurements (Lindsay, 2003). In par-
ticular, the tail of the PDF represents the ice that has thick-
ened, due not only to thermodynamic but also to mechanical
redistribution processes. This ice is incorporated in pressure
ridges, which are long, linear rubble piles of ice, metres or
tens of metres wide, formed under convergent and shearing

motions. A recurrent statistical property of the tail of the PDF
of ice thickness is that it appears to fit a negative exponential
function (Wadhams, 1994; Haas, 2009). To this day, it is not
clear why it takes this particular form. The important point,
however, is that it is the signature of the tendency of me-
chanical redistribution to “create extremes” (Thorndike et al.,
1975). In other words, it characterizes the strong localization
of the thickest ice in space.

Over the years, there have been different attempts to rep-
resent the formation of pressure ridges in numerical simu-
lations of the sea ice cover (e.g., Parmerter and Coon, 1972;
Kovacs and Sodhi, 1980; Hopkins, 1994), but no model is yet
capable of describing the entire process. Continuum sea ice
models typically have a spatial resolution of a few kilometres
to tens of kilometres and hence do not resolve ridges per se.
In such models, two main approaches are taken to handle the
redistribution of ice thickness associated with ridge building.

The so-called multi-thickness categories scheme based on
the pioneering work of Thorndike et al. (1975) and Rothrock
(1975) is widely used in current sophisticated sea ice and
coupled models. This scheme introduces an areal thickness
distribution function which evolves in time due to both ther-
modynamics and dynamics processes. Ridging is treated “ex-
plicitly” by allowing a prescribed thin ice portion of the
thickness distribution to be redistributed into thicker ice cat-
egories in response to the simulated deformation. The main
advantage of this scheme is that it allows accounting for vari-
ations in the ice thickness at the sub-grid scale. The rela-
tion between the redistribution process and the strength of
the ice (often characterized by a pressure, P ) in this mod-
elling framework is based on energy conservation princi-
ples: the deformational work is equated to the work done in
building ridges, which is partitioned between potential en-
ergy changes (Thorndike et al., 1975), the frictional dissipa-
tion in ridging (Rothrock, 1975) and dissipation in shearing
deformation (Pritchard, 1981), all of which are very hard to
estimate. This theory does not take into account other mech-
anisms such as crushing, buckling, flexural breakage, inelas-
tic contacts and frictional sliding contacts between rubble
ice blocks (Hopkins, 1998). As the simulated strain rate ten-
sor does not provide directly the information on the relative
amount of opening and ridging (and also sliding) within the
ice cover, expressions for the modes of redistribution need to
be assumed, the correct form of which remains uncertain to
this day (Hunke et al., 2010). These redistribution functions
can be set in an ad hoc manner (Thorndike et al., 1975), esti-
mated empirically from strain rates observations (Stern et al.,
1995) or, in the case of plastic models such as the VP and
EVP models, determined based on the prescribed form of the
yield criteria and flow rule (Rothrock, 1975; Hibler, 1980;
Flato and Hibler, 1995). The multi-category scheme intro-
duces several additional parameters (e.g., a frictional dissi-
pation coefficient, a prescribed percentage of the thickness
distribution participating in the ridging), which are all poorly
constrained and to which the simulated thickness distribu-
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tion and patterns can be highly sensitive (Flato and Hibler,
1995; Bitz et al., 2001). This framework necessitates solving
an additional evolution equation for the thickness distribution
function as well as thermodynamics and transport equations
for multiple ice thicknesses, which increases the cost of nu-
merical schemes as the number of ice categories is increased.

The second approach is the simpler two-level model sug-
gested by Hibler (1979) in which the simulated ice cover falls
into two thickness categories: the effective thickness, rep-
resenting the average ice thickness of the ice-covered por-
tion of a model grid cell, and zero thickness, or open water.
As opposed to the multi-category scheme, ridge building is
treated implicitly based on a volume conservation principle.
Known shortcomings of this model when coupled to a VP (or
EVP) rheological framework are the underestimation of ice
thickening in regions of convergent and shearing ice motion,
which has been attributed to the unresolving of thin ice that
participates in ridge building. This process has been more
adequately simulated at the cost of increasing the number
of ice thickness categories in a multi-category redistribution
scheme (e.g., Bitz et al., 2001).

Here, we use a very simple redistribution scheme to test
the capability of the Maxwell-EB rheological framework to
reproduce the observed strong localization of thick ice in
space.

3 The Maxwell-EB sea ice model

The Maxwell-EB model builds on the continuum elasto-
brittle (EB) rheology, which has been used to model the frac-
turing of rocks (e.g., Amitrano et al., 1999) and was imple-
mented for sea ice modelling by Girard et al. (2010), Bouil-
lon and Rampal (2015) and Rampal et al. (2016). As the EB
model is based on a linear-elastic constitutive law, it does not
solve simultaneously for both the elastic (reversible) defor-
mations associated with the fracturing of the ice pack and
the permanent (irreversible) deformations occurring once the
ice pack is fractured and ice floes move relative to each other.
Therefore, it does not allow an unambiguous estimation ice
drift velocities. The Maxwell-EB model was developed to
deal with these intrinsic shortcomings of the EB framework.
This mechanical model has been described in full detail by
Dansereau et al. (2016). Here we only review its essential
features and present the full system of equations and its nu-
merical treatment in Appendix A.

In this augmented rheology, a transition between the
small/elastic and large/permanent deformations is made pos-
sible by the addition of a viscous-like relaxation term in the
linear-elastic constitutive law for a compressible, continuous
solid (Dansereau et al., 2016). Associated with the linear-
elastic term in this constitutive equation (Eq. A2) is the true
elastic modulus (E) of the material, i.e., of sea ice, at the
scale of the model grid cell. The viscosity, η, associated with
the viscous term, is not the true bulk viscosity of sea ice,

but an apparent viscosity that represents the flow resistance
of the fractured/fragmented ice cover averaged over the grid
cell. The ratio of the two mechanical properties, λ= η

E
, has

the dimension of a time and sets the rate of dissipation of
the stress through permanent viscous-like deformations. Al-
ternatively, it quantifies the capability of the ice pack to re-
tain the memory of elastic deformations. In the Maxwell-EB
model, these three mechanical parameters vary with the local
level of damage of the material, quantified by a scalar vari-
able d that evolves between 1 for an undamaged and 0 for a
“completely damaged” ice cover.

Damage occurs when the state of stress becomes overcriti-
cal with respect to a Mohr–Coulomb failure criterion or a ten-
sile cut-off. The combined criteria are represented in Fig. 2
(thick black lines) in the principal stresses space (σ1, σ2),
with the convention that compressive stresses are positive.
With such criteria, uniaxial compressive strength, σc, uniax-
ial tensile strength, σt (as well as biaxial tensile strength), are
accounted for and are directly related to a cohesion parame-
ter C as follows:

σc =
2C

(µ2+ 1)1/2−µ
, (1)

σt =−
σc

q
, (2)

where µ is the internal friction coefficient and q =[
(µ2
+ 1)1/2+µ

]2 is the slope of the Mohr–Coulomb fail-
ure envelope in the internal stress space 1. In the model, the
damage criterion varies spatially, as some disorder in C is
introduced at the local scale to represent the natural hetero-
geneity of the ice cover associated with the presence of var-
ious defects (e.g., brine pockets, thermal cracks) as well as
of different ice types (first-year versus multiyear ice), floe
sizes and arrangements at the sub-grid scale. This hetero-
geneity ensures the progressive failure of an initially undam-
aged ice cover even under fully homogeneous forcing condi-
tions (Dansereau et al., 2016).

A healing mechanism counterbalances the effects of dam-
aging over much larger timescales and represents the refreez-
ing of leads. This mechanism is distinct from pure thermo-
dynamic growth as it allows the level of damage variable
to re-increase and recover at most the undamaged value of
d = 1 (see Dansereau et al., 2016, Sect. 3.3.2). Both pro-
cesses, damaging and healing, are combined in a single equa-
tion for the evolution of d (Eq. A3).

The coupling ofE, η and λwith d (Eqs. 18–20, Dansereau
et al., 2016) is such that the mechanical strength, as well as
the capability of the material to retain the memory of elas-
tic deformations, decreases with increasing damage (d→ 0)
and increases with healing. It is this coupling of the mechan-
ical properties with the level of damage of the ice cover that

1Note that there is an error in the expression for σt,
Eq. (10), in Dansereau et al. (2016): σt =−

σc
q , but σt 6=

−2C
[
(µ2
+ 1)1/2+µ

]
.
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allows the model to dissipate internal stresses in large, per-
manent deformations along leads once the ice pack is highly
damaged while reproducing the small deformations associ-
ated with the fracturing process and retaining the memory of
elastic deformations over relatively low-damage areas.

Analyses of the deformation and damage fields simulated
using idealized geometries, simple forcing conditions and
mechanical parameters values consistent with sea ice on geo-
physical scales (Dansereau et al., 2016) have demonstrated
that the Maxwell-EB rheological framework successfully re-
produces the anisotropy of sea ice deformation as well as the
strong strain localization in both space and time and asso-
ciated spatial scaling laws (Stern et al., 1995; Kwok, 2001;
Marsan et al., 2004; Rampal et al., 2008, 2009; Weiss, 2008).
The observed coupling between these spatial and temporal
scalings is also represented (Weiss and Dansereau, 2017).
Sensitivity analyses on the damage parameter α, which sets
the rate of viscous dissipation of the internal stress as a func-
tion of the increasing level of damage of the ice cover, have
shown that the model, with few independent variables, can
represent a large range of mechanical behaviours: from a reg-
ular, predictable stick-slip with a single damaging frequency
related to the prescribed rate of healing to a marginally stable,
unpredictable deformation with temporal correlations in the
damaging activity at all timescales below the material’s heal-
ing time (Weiss and Dansereau, 2017). Over a range of values
of this parameter, the model reproduces both the persistence
of creeping leads in the ice cover and the activation of new
leads with different shapes and orientations (Dansereau et al.,
2016; Weiss and Dansereau, 2017).

In the channel flow simulations presented here, this new
rheological model is implemented in a continuum modelling
framework typical of regional and global sea ice models.
In such framework, the ice cover is simulated as a two-
dimensional plate. Hence plane stresses are assumed. The
motion of the ice is described by the following Navier–
Stokes type equation:

ρh

[
∂u

∂t
+ (u · ∇)u

]
= (3)

A(τ a− τw)− ρhf k×u− ρhg∇H +∇ · (hσ ),

with u, the ice velocity, σ , the stress tensor, ρ, the ice density,
τ a and τw, the air and water drags, −ρhf k×u, the Coriolis
pseudo-force, f , the Coriolis parameter, k, the upward unit
vector normal to the ice surface, g, the gravitational accel-
eration, and −ρhg∇H , the force due to gradients in the sea
surface dynamic height (H ), which can be expressed in terms
of the geostrophic ocean current velocity, uw (e.g., Thomson
et al., 1988).

In this two-dimensional momentum equation, the vari-
ables h and A represent, respectively, the mean ice thickness
and ice concentration over a model grid cell. The mean thick-
ness, h, is the weighted sum of the average ice thickness over
the ice-covered portion of the grid cell, hthick, often referred

to as the thickness of thick ice (e.g., Hibler, 1979), and the
remaining open water (zero thickness). Hence h= hthickA.

In the present uncoupled implementation of the Maxwell-
EB model, thermodynamic processes are not accounted for.
The ice density is considered constant, and for 0≤ A≤ 1
mass conservation is ensured by the following evolution
equations for the ice concentration and mean thickness of the
ice-covered portion of the grid cell:

∂A

∂t
+∇ · (Au)= 0, (4)

∂hthick

∂t
+ (u · ∇)hthick = 0. (5)

Ice thickening through mechanical redistribution, i.e., pres-
sure ridge formation, is accounted for in a very simple man-
ner. This is done on purpose to test the input of the new rhe-
ology in the representation of the thickness distribution. If as
a result of convergent ice motion the ice coverage A over a
given model element exceeds unity, the excess concentration,
max[0, (A− 1)], is used to increment the ice thickness over
that element, and the ice concentration is reset to 1 (see Ap-
pendix A, Sect. A2.1). The mechanical sink of A in this case
reads

A− =−max[0, (A− 1)] (6)

and the associated mechanical source of hthick, equivalent to
h for A= 1, is

h+thick =max[0, (A− 1)]hthick. (7)

This redistribution scheme implies that ridging does not oc-
cur for A< 1. In the absence of quantitative observational
support for the dependance of the amount of ridging on sea
ice concentration, we chose the simplest possible approach.

Finally, the mechanical parameters E and η are coupled to
the ice concentration A as follows:

E = f1(E
0,d)exp[−c∗(1−A)], (8)

η = f2(η
0,d)exp[−c∗(1−A)], (9)

with E0 and η0, the elastic modulus and apparent vis-
cosity of an undamaged ice cover, f1 and f2, the func-
tional dependence of E and η on d , given respectively by
Eqs. (18) and (19) in Dansereau et al. (2016), and c∗ a
non-dimensional, constant parameter. The dependence on
the ice concentration follows the one suggested by Hi-
bler (1979) and widely employed in VP models for the
pressure term (P ), which sets the ice strength in com-
pression. The exponential function of A simply allows the
value of both E and η to be maximal when the ice con-
centration is 100 % (A= 1) and to decrease rapidly when
leads open and A drops (∼ 10 % at A= 90 %, represent-
ing essentially a free drift state). It is employed to char-
acterize the dependence of the elastic modulus (or effec-
tive elastic stiffness) on A in the elasto-brittle models of
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Figure 3. Domain and boundary conditions for (a) the realistic simulations of Nares Strait and (b) the idealized simulations of the constriction
point between Kane Basin and Smith Sound (dashed box, panel a).

Girard et al. (2010) and of Bouillon and Rampal (2015). In
the case of η, this parametrization is compatible with the
rapid decay of the apparent viscosity of granular media when
decreasing their packing fraction from the close-packed limit
(Aranson and Tsimring, 2006). In the present implementa-
tion of the Maxwell-EB model, this simple parametrization
as well as the value of the non-dimensional parameter c∗ is
the same for both mechanical parameters, but this could be
refined in future developments of the rheology.

4 Channel flow simulations

The drift of sea ice within Nares Strait is thought to be pri-
marily driven by the prevalence of northerly winds associ-
ated with the strong pressure gradient between the Lincoln
Sea to the north and Baffin Bay to the south, and which are
orographically channelled by the steep coastal topography of
Ellesmere Island and Greenland (Ingram et al., 2002; Gud-
mandsen, 2004; Samelson and Barbour, 2008; Münchow,
2016). The most recurrent location for an ice bridge is in the
southern Kane Basin (see Fig. 1c) (Kwok et al., 2010), where
a stable arch is observed to form almost every year between
November and March (Barber et al., 2001) as a result of the
convergence of a mixture of first-year and multiyear ice into
Kane Basin (Gudmandsen, 2004; Kwok et al., 2010). Disin-
tegration of the ice cover downstream of this arch leads to the
opening of the North Water Polynya (see Fig. 1c) in Smith
Sound (Barber et al., 2001; Ingram et al., 2002).

In both the idealized and realistic simulations presented
here, we aim to reproduce the formation of such an ice

bridge. In the idealized case, the domain consists in a 120 km
wide rectangular basin that converges into a 40 km wide,
40 km long channel (see Fig. 3b). The geometry, similar to
that used in the idealized simulations of Dumont et al. (2009),
is conceived to be roughly consistent with the shape of the
constriction between Kane Basin and Smith Sound (dashed
box, Fig. 3a). This simple configuration, symmetric with re-
spect to the y axis, facilitates the analysis of the dynamical
behaviour of the model and, in particular, of the simulated
states of stress. The dynamics described in the next section is,
however, not specific to this geometry: simulations were also
performed over different domains (narrower, longer chan-
nels, smaller basins) and produced similar results. The re-
alistic domain covers the entire strait down to Smith Sound
(see Fig. 1c, grey shading). This configuration allows investi-
gating the formation of secondary arches in various locations
as well as other phenomena related to the presence of topo-
graphic features such as islands and fjords. In this case the
mesh was built using the Gmsh mesh generator (Geuzaine
and Remacle, 2009) and the GSHHG high-resolution shore-
line data (http://www.soest.hawaii.edu/pwessel/gshhg/) be-
tween 73 and 85◦ N and 280 and 320◦W. These data are
available in geodetic longitude/latitude on the WGS-84 el-
lipsoid. Here it is converted to Cartesian coordinates using
a stereographic projection. The projection is centred on the
North Pole, with the Greenwich meridian aligned on the pos-
itive x axis and the strait roughly oriented along the y axis
(see Fig. 3a).

The prescribed wind forcing is made as simple as possible
to facilitate the analysis. Consistent with observations of oro-
graphic channelling, an along-channel, i.e., southward, wind
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stress, τ a, is applied. The stress is spatially uniform and in-
creased steadily between 0 and 1 N m−2 over a period of 24 h,
and then held constant, to simulate the passage of a storm
(Kwok, 2006; Samelson et al., 2006; Samelson and Barbour,
2008). Considering a simplified quadratic wind drag based
on the absolute, instead of the relative, wind speed of the
form

τ a = ρaCda |ua|ua, (10)

with ua, the wind velocity, ρa = 1.3 kg m−3, the surface air
density, and Cda , the air drag coefficient, commonly set
to 1.2× 10−3 in sea ice models following Hibler (1979);
this corresponds to a maximum wind speed of ∼ 22 m s−1

(∼ 82 km h−1). The ocean is at rest (uw = 0), and hence the
oceanic drag is given by the following quadratic formula

τw = ρwCdw |u|u, (11)

where ρw = 1027 kg m−3 is the density of seawater and Cdw

is the drag coefficient, set to 5.5× 10−3 (McPhee, 1980).
In both the idealized and realistic simulations, the Coriolis

term in the momentum equation (Eq. 3) is discarded to re-
tain symmetry in forcing conditions. The ocean is at rest, and
hence the force associated with gradients in the sea surface
dynamic height is also zero. As the goal of these numerical
experiments is to investigate the dynamical behaviour of the
Maxwell-EB model, thermodynamic processes are not ac-
counted for. Simulations are therefore analyzed over a short
period of time (3 days).

Mechanical parameter values are based on measurements
within sea ice. An undamaged elastic (Young’s) modulus
of E0

= 5.85× 108 Pa, on the order of that used by Girard
et al. (2010) and consistent with an elastic shear wave speed
of 500 m s−1 in an heterogeneous ice pack (Marsan et al.,
2011), is considered. Poisson’s ratio is set to ν = 0.3 (Timco
and Weeks, 2010). The undamaged relaxation time, λ0, is
set to 107 s (∼ 115 days), a value that allows the numerical
scheme to converge, while also ensuring that non-physical
viscous dissipation over low-damage areas of the ice cover
is insignificant (Dansereau et al., 2016). The characteristic
time for the healing process, th, which corresponds to the
time required for the local level of damage d to re-increase
from 0 to 1, is set to 5× 105 s (∼ 5.7 days) based on esti-
mates of ice growth within open leads: Petrich et al. (2007)
reported a time for the growth of 1 m of ice within an opening
of 10 cm under air temperatures of −15 ◦C between 105 and
106 s. A constant healing rate is used (see Eq. A3). As ther-
modynamic processes are not accounted for and as healing
is meant to represent only the local recovery of the ice me-
chanical strength within refreezing leads, not the thermody-
namic growth of ice within polynyas, healing is turned off as
soon as the ice concentration locally drops below 75 % in the
simulations, which occurs when and where the ice detaches
from a stable ice bridge or from the coast. This avoids un-
physical situations where healing would cause d to increase

Table 1. Model parameters for the idealized and realistic channel
flow simulations.

Parameters Values

Internal friction coefficient µ 0.7
Ice density ρ 900 kg m−3

Undamaged elastic modulus E0 5.0× 108 Pa
Undamaged apparent viscosity η0 107

×E0 Pa s
Undamaged relaxation time λ0 107 s
Minimum cohesion Cmin 2,5,10,20,30 kPa
Damage parameter α 4
Characteristic time for damage td 4 s (idealized sim.),

6 s (realistic sim.)
Characteristic time for healing th 5× 105 s
Mean model resolution 1x 2 km (idealized sim.),

3 km (realistic sim.)
Model time step 1t 4 s (idealized sim.),

6 s (realistic sim.)
c∗ 20

Air drag coefficient Cda 1.5× 10−3

Air density ρa 1.3 kg m−3

Water drag coefficient Cdw 5.5× 10−3

Water density ρw 1027 kg m−3

again towards the undamaged value of 1 over low ice con-
centration or even open water areas. As the dependency of
the mechanical parameters on the ice concentration (Eqs. 8
and 9) ensures that the rheology term drops to less than 1 %
of its undamaged value for A= 75 %, including this thresh-
old has no significant impact on the results presented here.
Table 1 summarizes all model parameter values employed in
the simulations presented here.

As a determining factor for the formation of stress-free
surfaces is the cohesive strength of the material, simulations
with a different range of values of cohesion were compared.
The field of C was set as follows. First, its spatial distribu-
tion for all simulations using the idealized or realistic do-
main was obtained by randomly drawing a value in the non-
dimensional interval [1,2] over each model element. This
noise was then multiplied by a minimum value of cohesion,
Cmin, such that C ∈ [Cmin,2×Cmin]. This minimum cohe-
sion was varied between 2,5,10,20,30 kPa. Hence, the same
spatial distribution of C was used in all simulations, but the
magnitude of C was varied between simulations. In all sim-
ulations, the disorder introduced in the field of cohesion is
quenched (Herrmann and Roux, 1990): it is set once, at the
beginning of each simulation, and is passively advected with
the ice flow. It is important to note that this disorder, because
it is set randomly, does not introduce spatial correlations in
the model. Therefore, it does not prescribe the location of
the simulated ice leads and bridges. Model simulations using
the same value of Cmin but different random spatial distri-
butions of the disorder on C produced similar results, com-
parable in all aspects to those discussed below. The largest
values of C employed are consistent with in situ stress mea-
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surements in the Beaufort Sea reported by Weiss et al. (2007)
and Weiss and Schulson (2009) (see Fig. 8a). According to
the presumed scale effect on shear strength, set by the size
of the defects/heterogeneities present in the ice cover (Schul-
son, 2004; Weiss et al., 2007), lower values of C are con-
sistent with larger defects/heterogeneities sizes and a lower
shear strength.

All simulations are initialized with a uniform ice thick-
ness of 1 m. This value is consistent with the median ice draft
in Nares Strait over the 2003–2012 period reported by Ryan
and Münchow (2017). Moreover, we find that the evolution
of the simulated fields described in the following sections
does not depend on the specific value of the initial ice thick-
ness, as long as the coverage is initially uniform. The domain
is initially completely covered with undamaged ice (A= 1,
d = 1) so that the location of ice bridges is not prescribed.
Simulations are started from rest. A no-slip condition (u= 0)
is applied at the lateral boundaries 0left and 0right, represent-
ing the coasts (see Fig. 3a and b). The channel is open at
its top (0in) and bottom (0out) boundaries with the Neumann
condition σ ·n = 0. The value of all transported quantities
is prescribed on 0in and 0out and represent undamaged ice
entering the channel, i.e., with d = 1, A= 1, h= 1 m and
σ = 0, and with C randomly drawn from the same uniform
distribution prescribed as initial conditions.

The model is entirely developed within the C++ environ-
ment RHEOLEF (Saramito, 2013a). The numeric is based
on finite elements and variational methods. The equations
of motion are cast in the Eulerian frame and discontinu-
ous Galerkin methods are used to handle advective processes
(Saramito, 2013b) as well as the non-linear terms arising in
the objective derivative of the stress tensor (see Appendix A).
Polynomial approximations of degree 1 are used for the ve-
locity field and all advected fields (σ , A, h, d , C) are piece-
wise constant. Appendix A presents the details of the numer-
ical scheme.

Unstructured meshes with triangular elements are used.
The average spatial resolution, 1x, is constant. It is 2 km
in the idealized simulations and 3 km in the realistic simu-
lations. The time step is 4 s in the idealized and 6 s in the
realistic simulations. The results obtained here are not condi-
tional to the choice of spatial resolution, as long as it allows
resolving the flow of ice through the narrowest point of the
channel with the no-slip boundary condition.

5 Results

5.1 Dynamical behaviour

Here we investigate the formation of arches and stable ice
bridges in the Maxwell-EB model and analyze the evolution
of the simulated level of damage, ice velocity and internal
stresses.

Idealized and realistic simulations with a different range
of values of C (see Sect. 4) were compared. The evolution of
the applied wind forcing (dashed line) and of the damage rate
(solid grey line), defined as the number of damaged elements
per model time step times their respective distance to the
Mohr–Coulomb or tensile damage criterion (see Dansereau
et al., 2016), is represented for one idealized and one real-
istic simulation using Cmin = 20 kPa in Figs. 4a and 6a, re-
spectively. The spatial distributions of the level of damage
and ice concentration are shown at three different stages of
these two simulations in Figs. 4b, c and 6b, c. We first dis-
cuss the idealized simulations results and then comment on
the realistic case.

5.1.1 Idealized simulations

In all simulations using different values of Cmin, high de-
formation rates first concentrate along narrow, concave dam-
aged features that form in the interior and downstream of the
channel (Fig. 4b, panel 1). The profile of the y component
of the ice velocity, uy , for the simulation with Cmin = 20 kPa
shown in Fig. 4 is plotted along the central meridional axis of
the idealized domain (red curve, Fig. 5a). It shows that after
the onset of damaging (indicated by the first peak in damage
rate in Fig. 4a), the ice over this portion of the domain is set in
motion while the undamaged ice upstream remains motion-
less (Fig. 5a, stage 1). The sharp no-flow transition coincides
with the constriction point that defines the entrance to the
channel, across which an ice arch has formed (see Fig. 4c).
It is important to note that here, “no-flow” or, as later men-
tioned, “flow stoppage” is not defined as a zero drift speed
but rather as a drift velocity on the order of that associated
with strictly elastic deformations within an undamaged ice
cover (here, |u| is on the order of 10−5 m s−1 before the on-
set of damage).

As the wind forcing is further increased, damage prop-
agates upstream of the channel, which corresponds to the
second peak in the damage rate seen in Fig. 4a. Linear con-
verging features form along both sides of the channel, leav-
ing some stagnant ice with low damage near the coasts in
the converging part of the basin (see Fig. 4b, panel 2). This
creates an inner flow channel, inside of which the ice is set
in motion everywhere and the drift is almost uniform (see
Fig. 5, panel 2). Similar results were also obtained by Du-
mont et al. (2009) and are consistent with the observed jam-
ming of grains and sand along the walls of a silo (Munch-
Andersen, 1986; Munch-Andersen et al., 1992) as well as
with previous discrete elements (Morrissey et al., 2013) and
continuum (Wang and Ooi, 2015) model simulations of the
discharge of a granular solid in a silo.

Up to that point, the overall spatial and temporal evolution
of damage is similar between the simulations using different
ranges of cohesion. However, as the local value of C sets the
local damage criterion in the Maxwell-EB model, i.e., the
local value of σc and σt, the minimum value of cohesion over
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Figure 4. (a) Time series of the wind forcing (dashed curve) and of the damage rate (solid grey curve) in an idealized channel simulation
using Cmin = 20 kPa. Instantaneous spatial distribution of (b) the level of damage and (c) ice concentration at the times indicated by the
numbers 1, 2 and 3 on the time series of panel (a).

the domain controls the timing of the onset of damaging in
the simulations, with damaging occurring sooner as Cmin is
lower.

Beyond this point, drift velocities in the middle of the do-
main progressively decrease as ice converges into the inner
ice channel (not shown). The simulated dynamics then dif-
fer between the simulations using different values of C. For

the smaller values of cohesion used (Cmin = 2,5,10 kPa), ice
arches that form at the opening of the channel eventually col-
lapse as the wind forcing is further increased. In the simula-
tions with higher values of cohesion (Cmin ≥ 20 kPa), a stable
bridge forms and the flow of ice within and upstream of the
channel effectively stops (see Fig. 5a, panel 3).
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Figure 5. Profiles of (a) the instantaneous x component (dashed curves) and y component (red curves) of the ice velocity and (b) the
instantaneous principal stress components σ1 (black curves) and σ2 (grey curves) along the central meridional axis of the channel at the three
stages indicated in Fig. 4a (Cmin = 20 kPa). (c) Spatial distribution of all the elements that have exceeded the Mohr–Coulomb (blue), the
tensile (red) or both (black) damage criteria during the three periods of time, between the beginning of the simulation and times numbered 1,
2 and 3, indicated by the red arrows Fig. 4a.

We further investigate the mechanism behind the forma-
tion of the ice arches by analyzing the simulated states of
stress for the idealized simulation with Cmin = 20 kPa. Sim-
ilar results were obtained for Cmin = 30 kPa. The symmetry

of the idealized domain facilitates the analysis, but the same
general conclusions also apply to the realistic simulations.
Figure 5b represents the instantaneous profiles along the cen-
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tral meridional axis of the principal stresses σ1 and σ2 at the
times indicated by the numbers 1, 2 and 3 in Fig. 4a.

Internal stresses within the initially undamaged ice cover
are compressive (σ1,σ2 > 0) over the basin, change sign at
the middle of the channel (at y = 0) and are tensile (σ1,σ2 <

0) downstream of the channel (not shown). At the onset of
damage, σ2 becomes negative (i.e., tensile; see Fig. 2) over
the converging part of the basin (y < 50 km) and in the inte-
rior of the channel. Within and downstream of the channel,
multiple minima in σ2 are observed. These minima are collo-
cated with either a maximum (positive) value of σ1 (shearing
state of stress) or a minimum (negative) value of σ1 < 0 (ten-
sile state of stress) and correspond to the location of arch-like
features (see Fig. 4b, panel 1). Figure 5c, panel 1, shows the
elements that have exceeded either the local Mohr–Coulomb
(in blue), the tensile (in red) criterion or both criteria (in
black) from the beginning up to this point in the simulation
and confirms that these features were formed by a shear, ten-
sile or a combination of both failure mechanisms.

Later in the simulation, the ice cover fails preferentially
in shear upstream of the channel, while tensile failure pro-
gressively becomes predominant within and near the exit of
the channel (see Fig. 5c, panels 2 and 3). Once the stable ice
bridge is formed, its location is clearly seen on the field of ice
concentration (Fig. 4c, panel 3) and on the profile of vertical
ice velocity (Fig. 5a, panel 3). The profile of the principal
stress components just upstream of the bridge gives evidence
that this structure sustains biaxial tensile stresses (Fig. 5b,
panel 3). This is an important point, as models based on the
standard elliptical yield curve do not account for uniaxial or
biaxial tensile strength and hence would not be able to repro-
duce the formation of a stable ice arch with self-obstruction
to flow under the stress conditions simulated here. Consis-
tent with the formation of a stable stress-free surface and
with the detachment of the ice from the bridge, both principal
stress components decrease to zero downstream of the bridge
(Fig. 5b, panel 3). Velocity profiles (Fig. 5a, panel 3) are uni-
form downstream of the no-flow transition with ux ≈ 0 and
uy ≈ 0.43 m s−1 corresponding to the free drift velocity

uy =

√
τa

ρwCdw

, (12)

for τa = 1 N m−2. Simulations with a spatial resolutions of
2, 4 and 8 km were compared and produced similar results
(not shown), demonstrating that the mechanical and dynami-
cal behaviour of the Maxwell-EB model described here does
not depend on its spatial resolution.

5.1.2 Realistic simulations

The temporal evolution of damage, velocity and internal
stress in the realistic simulations is similar to the idealized
case. The ice first fails near the exit of Kane Basin and rapidly
weakens in Smith Sound (see Fig. 6b, t = 6 h). Damage then
progressively propagates within and upstream of Kane Basin

along closed arches up to the entrance of Robeson Channel
and eventually along open arches and more linear features
upstream of the strait (Fig. 6b, t = 24 and 72 h). The opening
of multiple arch-like leads under the effect of the wind forc-
ing appears clearly on the corresponding fields of ice con-
centration (Fig. 6c). Comparison of these fields and corre-
sponding snapshots of the ice drift velocity over the domain
indicates that these leads divide the ice into relatively undam-
aged plates, or floes. Drift speeds are piecewise constant over
the floes and discontinuous across the floes (Fig. 7, t = 6 h
and left inset), a feature that is also reproduced in the ideal-
ized simulations, as shown by the staircase-like profiles of uy
(see Fig. 5a). This behaviour is consistent with the motion of
the Arctic ice cover as revealed by synthetic aperture radar
imagery analysis and RGPS motion products (Kwok, 2001;
Moritz and Stern, 2001).

Also evident from the fields of ice concentration and cor-
responding fields of ice drift speed are regions where the ice
remains landfast even under strong wind forcing, either en-
closed in bays, inlets and fjords or between islands and the
nearby shore. This is consistent with observations of landfast
first-year ice in the strait in protected areas along the coasts of
Ellesmere and Greenland and within Kane Basin and Smith
Sound in winter and spring (Mundy and Barber, 2001; Yackel
et al., 2001). Figure 6c shows that the ice progressively de-
taches from the coast or landfast ice-covered areas. The sharp
gradients in ice velocity between these motionless regions
and the fast-flowing ice downstream are well simulated (see
Fig. 7, t = 72 h, right inset).

For Cmin ≥ 20 kPa, stable ice arches form in the realistic
simulations. Consistent with observations, the main bridge
is located at the constriction point between Kane Basin and
Smith Sound (see Figs. 6c and 7). Downstream of this bridge,
the ice concentration rapidly drops as the ice detaches and is
driven out the channel at the free drift speed, leading to the
opening of the North Water Polynya (see Fig. 6c, t = 72 h).
The model also simulates the detachment of the ice from the
leeward side of islands (see Fig. 7, t = 72 h) and, as the wind
forcing is further increased, from a secondary bridge at the
entrance of Kane Basin (see Fig. 6c, t = 72 h), which is also
observed on satellite imagery (Kwok et al., 2010).

Internal stresses in the realistic simulations also evolve
similarly to the idealized case. Figure 8a shows the evolu-
tion of the proportion of the simulated (uniaxial and biaxial)
tensile, biaxial tensile–compressive and biaxial compressive
stresses over the domain in the realistic simulation shown
in Figs. 6 and 7. The instantaneous states of stress are rep-
resented in the principal stresses plane in Fig. 8c (t = 72 h)
after the formation of a stable ice bridge, i.e., after the pro-
portion of the three stress types and the repartition of stresses
in the principal stresses plane has stabilized. The states of
stresses are compared to in situ stress measurements from
the Beaufort Sea reported by Weiss and Schulson (2009)
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Figure 6. (a) Time series of the wind forcing (dashed curve) and of the damage rate (solid grey curve) over the realistic Nares Strait in a
simulation using Cmin = 20 kPa. Instantaneous fields of the simulated (b) level of damage and (c) ice concentration at t = 6,24 and 72 h.
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Figure 7. Instantaneous fields of the simulated ice drift speed over the realistic Nares Strait at t = 6,24 and 72 h (Cmin = 20 kPa). The lower
panels are magnifications of the 6 and 72 h drift speed fields, showing (a) the division of the ice cover downstream of Kane Basin into ice
floes with piecewise constant velocities and (b) the sharp gradient in ice velocity between free drifting ice and regions of stagnant, landfast
ice attached to the coast in narrow fjords and upwind of islands (the white arrows indicate the drift direction at evenly spaced element nodes).

(Fig. 8b2). Consistent with these observations, biaxial ten-
sile stresses occur in a large number both prior and after
the formation of a stable ice bridge in the strait. This again
supports the relevance of accounting for some resistance in
pure tension in sea ice models. Biaxial tensile–compressive,
i.e., shear, stresses are the dominant type of stresses at all
times during the simulation. Also consistent with in situ mea-
surements, large biaxial compressive stresses do not appear
so frequent compared to pure tensile and biaxial tensile–
compressive states (Weiss et al., 2007; Weiss and Schulson,
2009), although convergent ice motion occurs over a sig-
nificant portion of the domain. It is important to note that
isotropic stresses (σ1 = σ2) are frequent in the observations
and absent in the model. Theses are associated with ther-
mal processes, i.e., thermal expansion/contraction (Richter-
Menge et al., 2002), which are not represented in the present
Maxwell-EB framework.

2The value of q used on this figure by Weiss and Schulson
(2009) is based on a value of the internal friction coefficient µ of
0.9 estimated by Schulson (2006a) from laboratory tests on first-
year Arctic sea ice and is slightly higher than the value used in the
model (0.7).

5.1.3 Consequences in terms of sea ice export

While studies have highlighted the strong interannual vari-
ability of the flux of ice through Nares Strait (Kwok et al.,
2010), observations have also shown a tendency for ice
bridges to form later and break earlier in the 1990s than in the
1980s (Barber et al., 2001), suggesting that an increased ice
outflow through the strait should be expected in a future cli-
mate. Except for a 2-month period, no ice bridge formed be-
tween Kane Basin and Smith Sound in the winters of 2007–
2008 to 2009–2010. During that time, the (southward) ice
and ocean velocities in the strait were observed to increase
and surface waters became fresher (Münchow, 2016). The
year 2007 in particular was characterized by the absence
of any ice bridge and flow stoppage in the strait, which re-
sulted into a record ice area and volume export, equivalent
to twice their estimated average value over the 1997 to 2009
period (Kwok et al., 2010) and in a maximum observed me-
dian draft of the drifting ice over the 2003 to 2012 period
(Ryan and Münchow, 2017). The following question arises:
would a tendency towards shorter lifespan of ice bridges and
associated increased ice export through straits be the conse-
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Figure 12. Strain-rate fields of the Arctic sea ice cover over a 3-day
period in winter (13–16 January 1997), obtained at a scale of
∼10 km from successive SAR satellite images
(http://www-radar.jpl.nasa.gov/rgps/radarsat.html). (a) Shear
strain-rate (in 1 day−1): the 10 × 10 km2 cells with a shear strain-rate
larger than 0.065 day−1 are indicated, revealing linear faults where
deformation is concentrated. Although these cells represent only
7.2% of the area covered by the data, they concentrate 54% of the
total shear. Other cells, with a shear strain-rate below this threshold,
are plotted in grey. (b) Divergence rate (in 1 day−1): the 10 × 10 km2

cells with a divergence rate larger than 0.02 day−1 are indicated,
revealing the same faults observed in (a). Although these cells
represent only 7.2% of the area covered by the data, they concentrate
74% of the total divergence. Other cells are plotted in uniform grey.

value increases with decreasing scale of measurement (see
Marsan et al (2004), Rampal et al (2008)) and section 3.3).
This confirms that the conditions for Coulombic faulting are
fulfilled for the sea ice cover.

3.2. In situ failure envelopes, scale-independent friction and
scale-dependent cohesion

The observations summarized in section 3.1 offer strong
support for the argument of scale-independent fracture physics
and for Coulombic faulting as a major deformation mechanism
in sea ice, but remain essentially qualitative. In situ stress
measurements were performed in the Arctic by researchers
from CRREL during several field campaigns (Richter-Menge

(a)

(b)

Figure 13. Stress states recorded during the SHEBA experiment in
the Beaufort sea at one stressmeter, from mid-October, 1997 to end
of June, 1998 (1 measure per hour). (a) plotted in a principal stress
space. The dotted line represents σ1 = qσ2 + σc with q = 5.2 and
σc = 250 kPa; (b) plotted in a τ versus σN graph. The dotted line
represents |τ | = |τ0| + µσN, with |τ0| =40 kPa and µ = 0.7. If one
assumes that the fault orientation (unknown) corresponding to the
stress states along the dotted lines maximizes the Coulomb stress,
the internal friction coefficient is given by relation (4a), µi = 0.9.
(From Weiss et al (2007).)

and Elder 1998, Richter-Menge et al 2002). The stress sensors
determine the stress acting on a point in the horizontal plane of
the ice cover by measuring changes in the radial deformation of
a cylindrical annulus, allowing one to estimate the associated
maximum (σ1) and intermediate (σ2) principal stresses (Cox
and Johnson 1983). Figure 13 shows in principal stress
space the stress states recorded at one sensor from October
1997 to July 1998 (one measure/hour) in the Beaufort sea
during the SHEBA experiment (Richter-Menge et al 2002,
Weiss et al 2007). Data recorded on different sensors or
during different field campaigns give similar results. In
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Figure 8. (a) Time series of the proportion of tensile (uniaxial and biaxial, solid curve), biaxial tensile–compressive (dashed curve) and
biaxial compressive (dotted curve) stresses over the realistic Nares Strait in the simulation using Cmin = 20 kPa. (b) Stress states in principal
stress space recorded by one stress meter (one measurement per hour) during the SHEBA experiment in the Beaufort sea (from mid-October
1997 to the end of June 1998). The dashed red lines represent the Coulombic branches of a failure envelope for σc = 250 kPa and µ= 0.9
(Weiss and Schulson, 2009). (c) Instantaneous stress states simulated with the Maxwell-EB model using Cmin = 20 kPa after the formation of
the stable ice bridge downstream of Kane Basin (t = 72 h). The dashed red lines represent the damage criterion corresponding to the highest
value of cohesion over the domain (σc ≈ 154 kPa, σt = 42 kPa, µ= 0.7). In panels (b) and (c), (σ1,σ2) and (σ2,σ1) are plotted, resulting in
symmetry about the axis σ1 = σ2.

quence of a thinning and/or a mechanical weakening of the
ice cover?

In a recent study, Gimbert et al. (2012b) analyzed in the
frequency domain the drift of Arctic sea ice over the pe-
riod 1979–2008 as estimated from the International Arctic
Buoy Data Programme dataset and identified an increase of
the inertial motion of the ice cover. With the use of a sim-
ple dynamically coupled ice–ocean boundary-layer model,
Gimbert et al. (2012a) were able to relate this evolution to
a genuine mechanical weakening of the ice pack in the Arc-
tic and peripheral zone over the period 2002–2008 relative to
the previous 22 years, that is, a weakening that is indepen-
dent of a concomitant sea ice thinning and could be due to
an evolution towards a more fractured ice cover and smaller
ice floes. In this section we analyze a supplemental set of
simulations, which allows the investigation of the model’s

behaviour when changing few of its mechanical parameters
to represent this mechanical weakening scenario.

In accordance with Gimbert et al. (2012a), who estimated
a decrease in mechanical strength by a factor of about 1.5
to 1.75 between the periods 1979–2001 and 2002–2008 in
both summer and winter, we compare realistic simulations
of Nares Strait in which both the minimum uniaxial com-
pressive strength and minimum tensile strength, set in the
model by the cohesion, C, are reduced by a factor of 2 com-
pared to the simulation with Cmin = 20 kPa (in which a sta-
ble ice arch does form under the specific forcing conditions
applied here; see Sect. 5.1.2). The initial prescribed ice thick-
ness (h= 1 m) is unchanged. Summer conditions are distin-
guished from winter conditions by increasing the prescribed
healing time to th = 365 days, so that the recovering of me-
chanical strength associated with the refreezing of leads is
negligible over the short duration of the simulations. Fig-

www.the-cryosphere.net/11/2033/2017/ The Cryosphere, 11, 2033–2058, 2017



2048 V. Dansereau et al.: Ice bridges and ridges in the Maxwell-EB sea ice rheology

ure 9a shows the time series of the meridional component
of the simulated ice drift velocity, averaged zonally across
the strait (uy) near the exit of Kane Basin, i.e., just upstream
of the Kane Basin ice bridge. Four scenarios are compared:
a stronger (Cmin = 20 kPa) and a weaker (Cmin = 10 kPa) ice
cover, corresponding respectively to 1979–2001 and 2002–
2008 conditions, in both winter and summer. Figure 9b shows
instantaneous fields of the ice drift speed, |u|, over the do-
main at t = 48 h in these four cases.

In all cases, arch-like leads are still clearly defined and oc-
cur in similar locations as in the stronger ice (1979–2001)
winter case discussed in Sect. 5.1.2 (not shown). In this win-
ter case, the stable ice arch that forms at the exit of Kane
Basin causes the meridional ice flow to stop completely
within 48 h (see Fig. 9a). In all of the weaker ice cover sce-
narios (2002–2008 period and/or summer), none of the ice
arches formed near the exit of Kane Basin nor secondary
arches formed elsewhere sustain the applied wind forcing
and all ice bridges eventually collapse. While the flow of ice
can be significantly slower over narrower than over larger
portions of the strait (see Fig. 9b), complete flow stoppage
does not occur in any of these weaker ice cover scenarios
over the time period analyzed here (see Fig. 9a), which al-
lows a much larger portion of ice to be flushed out of the
strait. Comparison of the fields of |u| in the summer and win-
ter cases moreover suggests that the healing of the fractured
ice cover might play a significant role in supporting stable ice
bridges. The reduction of the extent of landfast ice between
the summer and winter cases implies that healing also helps
maintain the stagnant ice within bays and fjords.

It is important to note that these numerical experiments are
by no means an attempt to determine the physically appro-
priate value of the cohesion of the ice cover in either of these
scenarios, as the presence or not of a stable ice bridge also
depends on other mechanical parameter values (in particu-
lar, the elastic modulus), on the magnitude and form of the
applied wind forcing as well as on the prescribed initial ice
thickness. Instead, this exercise serves to show that by vary-
ing few mechanical strength parameters in a range of values
which, based on observations, seems physically appropriate,
the Maxwell-EB model is able to reproduce a wide range of
dynamical behaviours. Conversely, the simulations suggest
that mechanical weakening, independent of thinning of the
ice cover, can play a role in increased ice exports through nar-
row outflow pathways of the Arctic. This has implications in
terms of ice export because the ice cover is expected to con-
tinue weakening, i.e., being more fragmented in the future.

5.2 Ice thickness distribution

We now investigate the ice thickness distribution simulated
by the Maxwell-EB model and, in particular, the distribution
of ridged ice, i.e., the ice that has thickened through mechan-
ical redistribution. In the simulations analyzed for this pur-
pose we set Cmin = 10 kPa. In these conditions, a stable ice
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Figure 9. (a) Time series of the meridional component of the sim-
ulated ice drift velocity, uy , averaged zonally across the constric-
tion point between Kane Basin and Smith Sound, in the 1979–
2001 (stronger ice cover) and 2002–2008 (weaker ice cover) winter
(th ≈ 5.7 days) and summer (th = 365 days) scenarios. (b) Instan-
taneous field of the ice drift speed, |u|, over Nares Strait after 48 h
of simulation in the four scenarios. The green lines show the loca-
tion of the zonal cross section used for the calculation of uy in (a).
Everywhere over the domain and at all times, the drift velocity is
dominated by its meridional component and is southward.

bridge does not form over the 3-day period analyzed here:
the flow of ice upstream the channel slows but does not stop,
which allows the ice to be more rapidly redistributed under
the applied wind forcing.

Figure 10 shows the instantaneous fields of the mean ice
thickness over a grid cell, h, after 3 days of simulation in an
idealized case using Cmin = 10 kPa and the probability den-
sity functions, P(h), corresponding to instantaneous fields of
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h at different times after the onset of damaging in this sim-
ulation. As the spatial resolution is approximately constant
over the domain, P(h) here is estimated by the frequency
histogram of h and normalized by the total number of model
grid cells (i.e., h values are not weighted by the areal fraction
of the corresponding grid cell).

This PDF is dominated by a strong mode at 1 m that corre-
sponds to the initial prescribed value of h. The ice thickness
increases over time within the channel in the converging part
of the basin, defining oriented regions of ridged ice that cor-
respond to the areas of shear failure identified in Fig. 5c. This
part of the basin is essentially represented by the tail of the
distribution (h > 1 m), which at all times is described well
by a negative exponential (the coefficient of determination
for the goodness of the fit varies between 90 and 98 %). This
function is of the form

P(h)∼ exp−
h
h∗ , (13)

with h∗ increasing in time until the convergence and thick-
ening of ice at the entrance of the channel reduces the flow
of ice (see Fig. 10). The flattening of the PDF is a signature
of the thickening of the ice along these highly localized fea-
tures.

The part of the distribution with h < 1 is characterized by a
second mode near h= 0 associated with the presence of open
water (e.g., Wadhams, 1981, 1994; Haas et al., 2006; Haas,
2009), which becomes more important as ice is driven out
of the domain. At t = 3 days (orange curve), the ice down-
stream of the channel has nearly left the domain and a large
patch of ice is almost completely detached from the interior
of the channel. The fact that P(h) is not zero for values of
h ∈]0,1[ at this point is mostly attributable to numerical dif-
fusion. For polynomial approximations of degree 0 of ad-
vected quantities (see Sect. 4), the Galerkin discontinuous
method coincides with a finite volume scheme with upwind-
ing, which is known to be diffusive. As expected, numeri-
cal diffusion is most important at the edge of the detached
ice, where mechanical stresses vanish, gradients between the
ice and opening water are the strongest and drift velocities
the highest. It is important to note, however, that the present
continuum model is not meant to represent the dynamical be-
haviour of sea ice in regions of low ice concentration domi-
nated by free drift conditions such as the marginal ice zone
but rather that of the ice pack. A Lagrangian scheme would
perhaps be a more natural approach to simulate the edge
of the detached ice, although some diffusion would be un-
avoidable in free drift mode as some remeshing would be
required. Where ice concentration is high (A> 90 %), me-
chanical stresses are significant and constantly redistributed
under damage. In the Maxwell-EB model, the associated de-
formation is highly localized in both space and time, which
acts to mitigate numerical diffusion and re-increase gradients
in all fields.

The realistic simulations show a similar evolution of the
ice thickness in the channel. In the funnel-like entrance to

Nares Strait, the converging part of Kane Basin and upstream
of coasts and islands, the ice builds up along narrow and ori-
ented features (see Fig. 11a). The effect of numerical dif-
fusion in smoothing these features and reducing the local-
ization of the thickest ice increases with ice drift velocities
downstream of the domain. Nevertheless, at all times the sim-
ulated probability density function is strongly asymmetric,
consistent with thickness distributions estimated for sea ice
with little history of melting in the open Arctic ocean (e.g.,
Haas, 2009) and at the entrance of Nares Strait (Haas et al.,
2006). As in the idealized case, the strong localization of the
ridged ice translates into an exponential tail for P(h) of the
form of Eq. (13), with h∗ increasing with time (see Fig. 11b).

According to Eq. (5) and to the simple redistribution
scheme employed here, the evolution of h is a function of
the mechanical redistribution term given by Eq. (7), which
itself is a function of the flux of ice concentration ∇ · (Au)=
u · ∇A+A∇ ·u. The spatial distribution of h in the present
Maxwell-EB model therefore depends essentially on the sim-
ulated velocity field. Furthermore, both simulations, ideal-
ized and realistic, show a similar exponential decrease for the
tail of P(h). This suggests that the localization of the thickest
ice does not arise from the complexity of the domain geom-
etry. The shape of the tail of P(h) is also conserved when
using a lower spatial resolution, for instance, with 1x = 4
and 8 km in idealized simulations (orange, dotted and dotted-
dashed curves in Fig. 10b), indicating that this property of
P(h) is not resolution-dependent either. This is consistent
with the fact that there is no characteristic scale for the lo-
calization of damage and deformation in the model beyond
the scale of the model element (see Dansereau et al., 2016,
Sect. 6.1 and 6.2); i.e., at all spatial resolutions, the simu-
lated deformation is highly localized. Additional simulations
with different ranges of cohesion (not shown) indicate that
the value of C does not impact the shape of the ice thickness
distribution but rather only the rate at which the exponential
tail flattens, i.e., the rate at which the ice cover thickens. In
brief, the strong localization of ridged ice in the model there-
fore appears to be only the consequence of its capability to
reproduce the extreme localization of ice deformation and
associated sharp gradients in the ice velocity field.

6 Conclusions

In this paper we have presented the results of a first imple-
mentation of the Maxwell-EB rheology for modelling sea ice
on geophysical scales. Idealized and realistic simulations of
the flow of ice through Nares Strait have shown the follow-
ing:

– The Maxwell-EB sea ice model is able to repro-
duce the formation of multiple arch-like leads within
the ice cover downstream, in the interior and up-
stream of the channel, in agreement with observa-
tions of ice conditions in narrow straits of the Arctic
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Figure 10. (a) Instantaneous field of the mean ice thickness, h, after 3 days in an idealized channel simulation. The value of Cmin is 10 kPa
and self-obstruction to flow (i.e., a stable ice bridge) does not occur. (b) Probability density function of the instantaneous simulated ice
thickness P(h) at different times (coloured lines). A bin width of 0.2 m is used. Note the semi-logarithmic axis. The (orange) dotted and
dotted-dashed lines represent P(h) calculated at t = 3 days in simulations using the same idealized domain and boundary conditions but a
decreased spatial resolution of 1x = 4 and 8 km respectively. The inset shows the values of h∗ calculated at different times using a linear
regression of lnP(h) for h > 1.0 m.
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Figure 11. (a) Instantaneous field of the mean ice thickness, h, after 3 days in the realistic simulation of Nares Strait. The value of Cmin is
10 kPa and a stable ice bridge does not occur. (b) Probability density function of the instantaneous simulated ice thickness, P(h) at different
times (coloured lines). A bin width of 0.2 m is used. Note the semi-logarithmic axis. The inset shows the values of h∗ calculated at different
times using a linear regression of lnP(h) for h > 1.0 m. The percentage of the variance (R) explained by this fit is > 95 %.

(Sodhi, 1977; Kwok et al., 2010). As these features ap-
pear in high numbers in both highly idealized and realis-
tic simulations, they are attributable not to the complex-
ity of the domain geometry or boundary conditions but
to the mechanical behaviour of the Maxwell-EB model
itself.

– The model can reproduce the formation of a stable, con-
cave ice bridge, the associated stoppage of the ice flow
upstream and the opening of a polynya downstream of

the bridge. In the realistic simulations of Nares Strait,
the location of the main bridge is consistent with the
stable arch observed to form seasonally downstream of
Kane Basin.

– The model shows regions of relatively undamaged ice
with uniform, plate-like motion and extreme gradients
in ice velocity across the leads that delimit these re-
gions, consistent with RGPS observations (see Kwok,
2001; Moritz and Stern, 2001). In particular, the model
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reproduces the very sharp gradients in ice velocity, con-
centration and thickness associated with the edge of the
ice bridge while remaining numerically stable.

– The model reproduces the presence of landfast ice along
portions of the coast of Nares Strait, in agreement with
observations (Mundy and Barber, 2001; Yackel et al.,
2001). This landfast ice resists the strong applied wind
forcing. The associated sharp gradients in ice velocity
between this stagnant and the nearby fast-flowing ice
are well represented.

– The model shows states of stress that are overall in
good agreement with in situ measurements in Arctic sea
ice. In particular, the simulations have shown that uni-
axial/biaxial tensile stresses are rather frequent, hence
pointing out the importance of accounting for some re-
sistance in pure tension in sea ice models.

– The model can reproduce the strong localization of
ridged ice and an associated thickness distribution with
an exponential tail, in agreement with probability den-
sity functions calculated from sea ice thickness mea-
surements.

This last point is an important outcome of this first imple-
mentation of the Maxwell-EB rheology in a realistic context,
as the treatment of the mechanical redistribution of the ice
thickness, in particular of the ridging process, has been the
subject of numerous studies since the 1970s and continues to
challenge the sea ice modelling community to this day. Al-
though the very simple redistribution scheme used here does
not include multiple ice categories nor allows prescribing the
thickness of the ice involved in the ridging, the Maxwell-EB
model seems to allow ice to thicken in regions of strong con-
vergence and shear. In the Maxwell-EB model, this capabil-
ity of accounting for a sufficient thickening of the ice as well
as the spatial localization of extreme thickness values arises
from the appropriate description of extreme strain localiza-
tion. From a mechanical point of view, this may therefore
question the relevance of using multi-category redistribution
schemes.

In terms of the simulated thermodynamic fluxes and ice
energy balance, however, a number of studies have high-
lighted the sensitivity of simulation results to the number
of ice thickness categories used (e.g., Castro-Morales et al.,
2014) and have pointed to an overall underestimation of ice
thickness due the underrepresentation of the thermodynamic
growth of thin ice using a two-level versus a multi-category
model (e.g., Walsh et al., 1985). As opposed to mechan-
ical redistribution processes, thermodynamic processes are
expected to “seek the mean” (Thorndike et al., 1975) and
smooth the distribution by allowing ice to grow over open
water, thinner ice to thicken faster than thick ice and thicker
ice to melt comparatively faster (Haas, 2009). A thorough
comparison of simulated ice thickness distributions model

against observations therefore calls for larger-scale, longer-
term simulations including thermodynamic processes. The
coupling of the Maxwell-EB rheology with a thermodynamic
component is underway and will allow evaluating the im-
pact of the representation of multiple, fine ice leads in the
Maxwell-EB model on the simulated heat fluxes between the
atmosphere, ice and ocean.

Besides numerical efficiency, other advantages of using a
simple redistribution scheme such as the one employed here
is that no thickness redistribution function needs to be as-
sumed and the redistribution is not directly tied to the pre-
scribed failure strength of the ice. In the Maxwell-EB model,
the prescribed strength is instead based on in situ stress mea-
surements, which point to a Mohr–Coulomb failure criterion
and directly provide information on the relative amount of
shear and tensile strength. In particular, both the observa-
tions and numerical simulations here suggest that prescrib-
ing a cut-off for biaxial compressive strength (equivalent to
the pressure, P , in VP models) is unnecessary (see Fig. 8).
Instead, the uniaxial compressive strength, σc, and maxi-
mum uniaxial tensile strength, σt, appear to be more rele-
vant to represent adequately the strength of the ice cover.
The Maxwell-EB model presents the advantage that both
these quantities are set through a single parameter, the cohe-
sion, C. The channel flow simulations performed here more-
over showed that varying this single parameter in the limit
of physically acceptable values and in agreement with the
suggested evolution of the failure strength of the ice pack in
recent years (Gimbert et al., 2012a), while keeping the initial
thickness unchanged, is sufficient to reproduce different dy-
namical behaviours of the ice cover (the presence of stable
or unstable bridges, the opening of different size polynyas
and the associated ice fluxes). This therefore suggests that
the Maxwell-EB model could be an efficient tool for mod-
elling the deformation and drift of sea ice in complex flow
regimes and under different climate scenarios.

Data availability. The Maxwell-EB model is entirely developed
within the C++ finite element environment RHEOLEF, which
is available freely at https://www-ljk.imag.fr/membres/Pierre.
Saramito/rheolef/ (Saramito, 2013a). The system of equations and
the exact numerical scheme employed are presented in Appendix A.
This study did not use any other data.
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Appendix A: Equations and numerical scheme

A1 System of equations

With the Coriolis term neglected, the ocean at rest and the
mean ice thickness over the grid cell given by h= hthickA,
the momentum equation, reads

ρhthickA

[
∂u

∂t
+ (u · ∇)u

]
= (A1)

A
(
τ a− ρwCdw |u|u

)
+∇ · (hthickAσ ).

Following Connolley et al. (2004), both the air and water
drag terms are weighted by the local ice concentration to ac-
count for the fraction of open water within a grid cell.

The Maxwell-EB constitutive law writes

1
E

[
∂σ

∂t
+ (u · ∇)σ +βa(∇u,σ )

]
+

1
η
σ =K : ε̇,

where ε̇ is the strain rate tensor, here equivalent to the rate
of strain tensor, and the term βa in the objective Gordon–
Schowalter derivative of σ accounts for the effect of rotation
and deformation of the stress tensor. This term reads

βa(∇u,σ )= σW(u)−W(u)σ − (σD(u)+D(u)σ )

in the upper convected form, with D(u)= ∇u+∇uT

2 and

W(u)= ∇u−∇uT

2 , the symmetric and anti-symmetric parts of
the velocity gradient. In plane stress conditions, the dimen-
sionless stiffness tensor, K, is defined in terms of ν, Poisson’s
ratio, such that for all symmetric tensors ε = εij∀i,j ; 1≤
i,j ≤ 2, (K : ε)ij = ν

1−ν2 tr(ε)δij + 2 1
2(1+ν)εij . With the fol-

lowing coupling of the mechanical parameters with respect
to the level of damage and ice concentration,

E = E0d exp[−c∗(1−A)],

η = η0dα exp[−c∗(1−A)],

λ=
η0

E0 d
α−1
= λ0dα−1,

(Eqs. 18–20, 24 and 25 in Dansereau et al., 2016), where α
is a constant greater than one such that the relaxation time
for the stress, λ, decreases with increasing level of dam-
age and increases with healing (see Dansereau et al., 2016,
Sect. 4.1.5), the constitutive equation can be alternatively

written in the following form:

λ0dα−1
[
∂σ

∂t
+ (u ·∇)σ +βa(∇u,σ )

]
+ σ = (A2)

η0dα exp[−c∗(1−A)]K : D(u).

The damage evolution equation reads

∂d

∂t
+ (u ·∇)d = (A3)(

min
[

1,
σt

σ2
,

σc

σ1− qσ2

]
− 1

)
1
td
d +

1
th
, 0< d ≤ 1,

with td, the characteristic time for damaging, set by the ratio
1x
c

with1x, the spatial resolution, and c, the speed of propa-
gation of elastic waves in the ice cover which carry the dam-
age information (see Dansereau et al., 2016, Sects. 3.3.1 and
4.4.1); th, the characteristic time for healing (see Dansereau
et al., 2016, Sects. 3.3.2 and 4.4.2); σc and σt defined in terms
of C as in Eqs. (1) and (2) respectively; and σ1 and σ2 the
principal stresses, defined as

σ1 =−
(σ11+ σ22)

2
+

√[
σ11− σ22

2

]2

+ σ 2
12,

σ2 =−
(σ11+ σ22)

2
−

√[
σ11− σ22

2

]2

+ σ 2
12.

As the internal stress is assumed to be homogeneously dis-
tributed over the thickness of the ice cover, the momentum,
constitutive and damage equations are written in terms of
the internal stress rather than the vertically integrated inter-
nal stress. This allows a direct comparison between the local
state of stress and the damage criterion.

As thermodynamic processes are not accounted for in the
present implementation of the model, the conservation equa-
tions for the thickness of the ice-covered portion of the grid
cell, hthick =

h
A

, and ice concentration read

∂hthick

∂t
+ (u ·∇)hthick = 0, (A4)

∂A

∂t
+ (u ·∇)A=−A(∇ ·u). (A5)

for 0≤ A≤ 1. Adjustments to the concentration and thick-
ness are applied when and where A> 1 and are given by
Eqs. (6) and (7).

An additional equation handles the transport of the passive
field of cohesion, which sets the local value of the damage
criterion, with the ice flow:

∂C

∂t
+ (u ·∇)C = 0. (A6)

Together, Eqs. (A1) (two horizontal components), (A2)
(three components), (A3), (A4), (A5), (A6) form a system
of nine equations that are solved for the nine variables σ
(three components), u (two components), d, A, hthick and C.
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A2 Numerical scheme

The system of Eqs. (A1)–(A6) is closed by suitable initial
and boundary conditions and solved over a domain � and a
time t ∈ [0,+∞[. Initial conditions are given by

u(t = 0)= 0m s−1 in �,

σ (t = 0)= 0Mn−2 in �,
d(t = 0)= 1 in �,
A(t = 0)= 1 in �,

hthick(t = 0)= 1m in �,
C(t = 0)= C0 Pa in �,

where C0 is the initial field of cohesion, set as described in
Sect. 4. The domain boundary ∂� is partitioned as ∂�=
0in∪0left∪0out∪0right. A no-slip condition is applied at the
lateral boundaries (0left, 0right). The channel is open at its top
(0in) and bottom (0out) boundaries with the Neumann condi-
tion σ ·n= 0. The values of the transported quantities u, σ ,
d, A, hthick and C are prescribed on the upstream part of the
top and bottom boundaries, 0−, defined as

0− = {x ∈�;u(x) ·n(x) < 0}.

These are chosen to represent inflowing undamaged ice, with
d = 1, A= 1, hthick = 1 m, σ = 0 Nm−2 and C randomly
drawn from the same uniform distribution prescribed as ini-
tial condition. The velocity of the inflowing ice is taken as
the ice velocity at the nearest upstream boundary node, u−.
The complete set of boundary conditions is

u(t)= 0ms−1 on 0left×]0,+∞[and 0right×]0,+∞[,

σ (t) ·n= 0Nm−2 on 0in×]0,+∞[and 0out×]0,+∞[,

u(t)= u−(t) m s−1 on 0−×]0,+∞[,

σ (t)= 0Nm−2 on 0−×]0,+∞[,
d(t)= 1 on 0−×]0,+∞[,
A(t)= 1 on 0−×]0,+∞[,

hthick(t)= 1m on 0−×]0,+∞[,
C(t)= C0 Pa on 0−×]0,+∞[.

A2.1 Time discretization

Let 1t > 0 be the model time step and tn = n1t , n≥ 0. The
system of equations is discretized in time as follows.

– A semi-implicit scheme is used for the momentum
equation: the internal stress term is discretized using
an implicit scheme, the water drag term is linearized as
τw = ρwCdw |u

n
|un+1 and ice thickness and concentra-

tion are both taken at the nth time step. The total deriva-
tive of the ice velocity Du

Dt
=

∂u
∂t
+ (u · ∇)u is approxi-

mated using a Lagrange–Galerkin method as

Du

Dt
(tn+1,x)= (A7)

u(tn+1,x)−u(tn,Xn(x))

1t
+O(1t),

where O(1t) denotes the neglected higher-order terms
and Xn(x) is the position of a particle at time tn that is
at the position x at time tn+1 and is transported by the
velocity field un. The first-order Euler approximation
for this position is

Xn(x)≈ x−1tu
n(x).

The second term on the right-hand side of Eq. (A7) is
denoted un ◦Xn (Saramito, 2013a).

– A semi-implicit scheme is used for the constitutive
equation in which the advection, rotation and deforma-
tion terms are estimated using the fields of velocity and
internal stress at the nth model time step. The ice con-
centration is taken at the nth time step.

– The damage evolution equation is discretized using an
explicit scheme in which the damage term is evaluated
using the states of stress at the (n+ 1)th time step and
the damage criterion (σc and σt) at the nth time step.

– The cohesion, ice thickness and concentration equations
use an explicit scheme and the value of the ice velocity
at the (n+ 1)th time step.

Hence a semi-implicit, first-order discretization of the
problem reads

(P) For all n≥ 0, with un, σ n, dn, An, hnthick,

Cn known, find un+1, σ n+1, dn+1, An+1, hn+1
thick and

Cn+1 such that

ρ hnthickA
nu

n+1
−un ◦Xn

1t
=

An
(
τ a− ρwCdw |u

n
|un+1

)
+∇ ·

(
hnthickA

nσ n+1
)

λ0
(
dn+1

)α−1
[
σ n+1

− σ n

1t
+ (un ·∇)σ n+βa

(
∇un,σ n

)]
+ σ n+1

= η0
(
dn+1

)α
exp

[
−c∗

(
1−An

)]
K :D

(
un+1

)
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dn+1
− dn

1t
+
(
un ·∇

)
dn = (A8)(

min

[
1,

σ nt

σ n+1
2

,
σ nc

σ n+1
1 − qσ n+1

2

]
− 1

)
1
td
dn+

1
th
,

0< dn+1
≤ 1

hn+1
thick−h

n
thick

1t
+ (un+1

· ∇)hnthick = 0

An+1
−An

1t
+ (un+1

· ∇)An =−An(∇ ·un+1)

Cn+1
−Cn

1t
+ (un+1

· ∇)Cn = 0

with

un+1
= 0 on 0left ∪0right

σ n+1
·n= 0 on 0in ∪ 0out

un+1
= un+1
− on 0−

σ n+1
= 0 on 0−

dn+1
= 1 on 0−

An+1
= 1 on 0−

hn+1
= 1 on 0−

Cn+1
= C0 on 0−.

These equations are coupled and hence the problem is
non-linear. To solve it we use a decoupled semi-implicit
scheme that divides it into a set of smaller subproblems at
each time step as follows. (1) A fixed point algorithm is
used in which the momentum and constitutive equations are
first solved simultaneously, and the damage equation solved
exactly. (2) The value of d is then updated in the consti-
tutive equation and the two computations are iterated until
the residual of the constitutive equation drops below a pre-
scribed tolerance or a prescribed maximum number of it-
erations. (4) The conservation equations for the ice thick-
ness and concentration are solved using un+1 and both fields
are adjusted for mechanical redistribution. (5) The cohesion
transport equation is then solved using un+1 and the local
damage criterion is updated.

Using the superscript k ≥ 0 for the fixed point sub-
iterations, the fixed point algorithm for decoupling the
momentum, constitutive and damage equations reads

When k = 0, let
(
σ n+1,0,un+1,0,dn+1,0)

= (σ n,un,dn),
For all k ≥ 0, by recurrence, assume that
(σ n+1,k,un+1,k,dn+1,k) are known.

– (P1) Find σ n+1,k+1 and un+1,k+1 such that

ρhnthickA
n

[
un+1,k+1

−un ◦Xn

1t

]
= (A9a)

An
(
τ a− ρwCdw |u

n
|un+1,k+1

)
+∇ ·

(
hnthickA

nσ n+1,k+1
)

λ0
(
dn+1,k

)α−1
[
σ n+1,k+1

−σ n

1t
+ (un ·∇)σ n (A9b)

+βa(∇u
n,σ n)

]
+ σ n+1,k+1

= η0(dn+1,k)α exp[−c∗(1−An)]K :D
(
un+1,k+1

)
un+1,k+1

= 0 on 0left ∪0right (A9c)

σ n+1,k+1
·n= 0 on 0in ∪0out (A9d)

un+1,k+1
= u

n+1,k+1
− on 0− (A9e)

σ n+1,k+1
= 0 on 0−. (A9f)

– (P2) Find dn+1,k+1, such that 0< dn+1,k+1
≤ 1 and

dn+1,k+1
− dn

1t
= (A10a)(

min

[
1,

σ nt

σ2n+1,k+1 ,
σ nc

σ
n+1,k+1
1 − qσ

n+1,k+1
2

]
− 1

)
1
td
dn,

dn+1,k+1
= 1 on 0−. (A10b)

– Stopping criterion: compute

resσ =
∣∣∣∣λ0(dn+1,k+1)α−1

[
σ n+1,k+1

− σ n

1t
+ (un ·∇)σ n

+βa(∇u
n,σ n)

]
+ σ n+1,k+1

− η0
(
dn+1,k+1

)α
exp[−c∗(1−An)]K :D(un+1,k+1)

∣∣∣ .
If resσ < tol then

set
(
un+1,σ n+1,dn+1

)
=

(
un+1,k+1,σ n+1,k+1,dn+1,k+1

)
and stop iteration in index k.

Subproblem (P1) is solved in two steps. From Eq. (A9b),
the following explicit expression for σ n+1,k+1 in obtained in
terms of the unknown un+1,k+1 and other known variables:

σ n+1,k+1
= (A11)

K

[
λ0
(
dn+1,k

)α−1
(
σ n

1t
−
(
un ·∇

)
σ n−βa

(
∇un,σ n

))
+η0

(
dn+1,k

)α
exp

[
−c∗

(
1−An

)]
K :D

(
un+1,k+1

)]
,

where K =
[
λ0(dn+1,k)α−1 1

1t
+ 1

]−1
. Substituting for this

expression in Eq. (A9a) leads to an expression of Eq. (A9b)
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with un+1,k+1 as the only unknown. This linear equation is
solved, after discretization with respect to space, by a di-
rect method. Then, σ n+1,k+1 is computed explicitly from
Eq. (A11). Subproblem (P2) leads to an explicit computation
of dn+1,k+1.

The machine used for these simulations allows us to reach
a value of the residual of the constitutive equation, resσ , on
the order of 10−12. In the simulations presented here, the tol-
erance, tol, was set to 10−7, which allowed resσ to drop by 4
to 9 orders of magnitude relative to its initial value through
the iterative fixed point algorithm. A maximum number of
sub-iteration of 10 was imposed. In these simulations, the
number of instances for which the residual resσ did not drop
below the fixed tolerance in the prescribed number of fixed
point iteration represent 2 % or less of the total number of
model time steps. Imposing a larger maximum number of
subiterations (20, 40, 50) reduces this percentage but has
shown to have no effect on the results.

Using the superscript ′ for the variables before mechanical
redistribution, the ice thickness and concentration are
obtained from the following:

(P4) Find A′ and h′thick such that

h′thick−h
n
thick

1t
+

(
un+1

· ∇

)
hnthick = 0

A′−An

1t
+

(
un+1

· ∇

)
An =−An

(
∇ ·un+1

)
h′thick = 1 on 0−
A′ = 1 on 0−

and

hn+1
thick = h

′

thick+max
[
0, (A′− 1)

]
h′thick,

An+1
= A′−max[0, (A′− 1)].

The transport equation for the cohesion is solved as follows:

(P5) Find Cn+1 such that

Cn+1
−Cn

1t
+ (un+1

· ∇)Cn = 0,

Cn+1
= C0 on 0−.

The damage criterion, i.e., σ n+1
c and σ n+1

t , is then obtained
directly from Eqs. (1) and (2) and the time step is complete.

While the advection, rotation and deformation terms in
the momentum, constitutive and damage equations could all
be updated in the fixed point iteration, we find that this
has no impact on the results presented here since the time
step employed in the simulations is taken very small (6 s for
1x = 3 km and 4 s for 1x = 2 km) in order to simulate the
propagation of damage over the ice cover with the highest
possible resolution (see Dansereau et al., 2016). Similarly,
the cohesion, ice thickness and concentration could also be
solved for using an implicit scheme and could be updated as
part of the fixed point iteration. However, because variations
in the mechanical parameters associated with changes in C,
h and A are slow compared to the changes due to damag-
ing, we find that this does not significantly impact our model
solution either.

A2.2 Space discretization

The velocity field is discretized in space by a continuous
first-order polynomial finite element method while all oth-
ers variables are discretized by a piecewise constant discon-
tinuous approximation. The transport operator u · ∇ (as well
as the terms for the rotation and deformation of the stress
tensor) are discretized by a discontinuous Galerkin method
that coincides, when using piecewise constant approxima-
tion, with the usual upwind finite volume scheme on unstruc-
tured meshes.
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