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ABSTRACT. The $\ell$-distribution modeling is proposed for radiative heat transfer in uniform and non-uniform non-gray gaseous media. The method is partly based on the application of results from the $k$-moment method. It combines this technique with several concepts from probability theory: the notion of rank transmutation maps allows extending the $k$-moment method to an infinite number of $k$-moments; copula models appear naturally to extend the method from uniform to non-uniform gas paths. The $\ell$-distribution approach is shown to provide results: 1/ more accurate – up to three orders of magnitude - than usual $k$-distribution approaches in uniform media, 2/ as precise as Correlated-$k$ models in non-uniform situations. All these results are obtained at a computational cost lower than $k$-distribution models. Differences and similarities between $k$- and $\ell$-distribution methods are discussed.
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NOMENCLATURE

c copula density \( c(X,Y) = \frac{\partial^2 C(X,Y)}{\partial X \partial Y}, (X,Y) \in [0,1]^2 \)

C copula

F distribution

g “germ” random variable; cumulative-

Gr rank transmutation map in Section 3; defined as \( Gr = T_{R,(2)} \)

k absorption coefficient (cm\(^{-1}\))

l(\(\xi\)) random absorption length (cm)

L gas path length (cm)

\( \mathcal{P} \) probability law

\( T_R \) rank transmutation map in Section 2

Greek symbols

\( \alpha \) absorptivity as defined by Eq. (1)

\( \beta \) overlapping parameter as defined by Eqs. (14-b,39)

\( \kappa_{\eta} \) spectral absorption coefficient (cm\(^{-1}\))

\( \lambda \) inverse \( k \)-moment absorptivity model, Eqs. (12-13) (cm)

\( \Lambda \) in section 3, \( \Lambda = \lambda_{(2)} \) (cm)

\( \eta \) wavenumber (cm\(^{-1}\))

\( \tau \) transmission function; transmissivity

\( \Omega \) natural logarithm of \( 1 - \alpha^{\eta \Lambda} (L) \) – see Eq. (7)

\( \omega \) coefficients in the series expansion of \( \Omega \) and its reciprocal – Eq. (7)

\( \xi \) random variable uniformly distributed over \([0,1]\)

Subscripts

\( P \) Planck mean

\( R \) Rosseland mean

\( \langle n \rangle \) related to the \( k \)-moment model at order \( n \)

\( n \) related to the \( n \)-th uniform sub-path along a non-uniform path
$1..n$ related to the $L_1 + L_2 + .. + L_n$ non-uniform path

**Superscripts**

$\Delta \eta$ width of the spectral interval for the averaging of spectral properties
1. INTRODUCTION

Many approximate models were developed during the past decades to treat radiative heat transfer in gaseous media [1,2]. The so-called $k$-moment approach is among the most recent ones. It was originally proposed in 2006 [3] and studied during the last ten years [4,5]. This paper is devoted - in part – to a reformulation and analysis of some useful results related to this technique. They are then used to propose a new approximate model for non-gray absorption in uniform and non-uniform gaseous media.

Probably the most difficult thing to understand in the $k$-moment approach is that its primary objective is not to derive $k$-distribution functions but absorptivities or transmissivities of gaseous paths. However, in some situations, the inverse Laplace transform of these transmissivities can be evaluated analytically and $k$-distributions can be obtained. Nevertheless, it is a consequence of the results of the method, not its main objective.

The $k$-moment approach is mostly funded on the idea that by using the moments of the absorption coefficient – that can be evaluated by many different ways – one can derive reliable and accurate approximate transmissivity or absorptivity models. With only two moments, for instance, it is possible to estimate all the quantities required for the application of the Statistical Narrow Band (SNB) model based on Malkmus’ distribution of line-strengths [6]. However, many test cases showed that using only two moments with Malkmus-SNB is not sufficient to ensure accurate results for all possible thermophysical states of the gas and values of path-lengths – this may also explain why most Malkmus-SNB model parameters are obtained through adjustments on curves-of-growth [7], and not through their definition -. Several attempts – based for instance on the application of the Maximum Entropy principle, see [5] - were made during the past years to increase the number of moments used in the approximate models, viz. to add more than two moments to the Malkmus-SNB or to other possible models. However, no “perfect” solution was found up to now.

The aim of the present work is to show how results from the $k$-moment approach can be used as starting points: 1/ to propose models that can achieve LBL accuracy, 2/ to extend these models to non-uniform situations. It is based on the following ideas.

Mathematically, and under some restrictions, absorptivities are distribution functions. The corresponding random variable is an absorption length, hence the name of the new method for radiative heat transfer in non-uniform gaseous media proposed in this work: the $\ell$-distribution modeling.

The key idea of $\ell$-distribution modeling is the following one. As soon as absorptivities are regarded as distribution functions, the treatment of non-uniform paths can be reformulated equivalently into a new problem: how to derive a multi-variate distribution function – absorptivity or transmissivity of a non-uniform path - from its marginals – radiative properties over uniform paths -? This issue can be handled mathematically using Copula’s theory. Using a probabilistic framework also allows using some mathematical tools, such as the concept of rank transmutation mapping. This provides a simple and accurate method to extend the $k$-moment approach to an infinite number of moments of the absorption coefficient.

The paper is structured as follows. The first section is dedicated to the development of the $\ell$-distribution modeling in uniform media: the principle of the model is described and the approach is connected with the $k$-moment method. Then, the principle of rank transmutation maps (RTMs) is introduced and an explicit formula for RTMs is derived by application of some results from the $k$-moment approach. The second section is devoted to the extension of the model to non-uniform media. For this purpose, the so-called path dependent scaling (PDS) approximation is proposed and detailed in the case of two uniform sub-paths. It is shown that this assumption can be formulated in terms of Archimedean copulas. The technique is then extended to any non-uniform path, using some mathematical properties of this particular type of copulas. This leads to the development of an iterative process, called the ICE (Iterative Copula Estimation) scheme, to treat any non-uniform path.

Although the method is sophisticated from a pure mathematical perspective, its use in radiative transfer is straightforward. Some test cases - including a Turbulence-Radiation Interaction problem known to be challenging from a computational perspective due to the large amount of calculations it requires -
show that the present approach is at the same time as accurate and less computationally expensive that the more usual $k$-distribution technique.

2. **$\ell$-DISTRIBUTIONS IN UNIFORM MEDIA**

2.1. Principle of $\ell$-distributions

The concept of distribution function is omnipresent in gas radiation modeling. It appears explicitly in the so-called $k$-distribution approach [2] but also in Statistical Narrow Band (SNB) models for which line positions and strengths are considered as random quantities with given distribution functions - spectral line centers are assumed to be uniformly distributed over narrow bands for instance [1,2].

The mathematical definition of a distribution - see Ref. [8], p.20 - is any non decreasing function $F$ on $\mathbb{R}$ having $F(-\infty)=0$ and $F(+\infty)=1$. For any such function, there exists - [8], p. 107 - a probability space and a random variable $X$ - defined in probability theory as a measurable function from this space to some real interval - for which the distribution function of $X$ is $F$ i.e. $F(x) = \mathbb{P}(X \leq x)$ where $-\infty < x < +\infty$.

Following this definition - and restricting it to positive real numbers -, the absorptivity of a uniform path of length $L$ inside a gas averaged over a narrow spectral band defined as:

$$\alpha^{\Delta \eta} (L) = 1 - \frac{1}{\Delta \eta} \int \exp(-\kappa_{\eta} L) \, d\eta = \mathbb{P}[l(\xi) \leq L]$$

is a $\ell$-distribution as soon as the spectral interval considered for the averaging does not contain any transparency region of the gas – this constraint is required in order to ensure that the absorptivity takes value 1 for infinitely long paths. This result applies to any band width up to the full spectrum but a weighting by the Planck function may be required. It can be noticed that transmissivities can also be interpreted as survival distributions i.e. $\tau^{\Delta \eta} (L) = 1 - \alpha^{\Delta \eta} (L) = \mathbb{P}[l(\xi) > L]$.

The corresponding random variable $l(\xi)$ - that represents an absorption path length - in Eq. (1) can be defined as the solution of the implicit equation:

$$\xi = \alpha^{\Delta \eta} [l(\xi)] = 1 - \frac{1}{\Delta \eta} \int \exp[-\kappa_{\eta} l(\xi)] \, d\eta$$

(2)

where $\xi$ is a random variable uniformly distributed over $[0,1]$. This is a direct consequence of the so-called inverse transformation theorem ([8], p. 111), widely used in Monte Carlo approaches [9].

Let us now consider any arbitrary approximate model $\alpha^{\Delta \eta}_c (L)$ for $\alpha^{\Delta \eta} (L)$. The minimum constraint that we can impose to $\alpha^{\Delta \eta}_c (L)$ is to coincide with $\alpha^{\Delta \eta} (L)$ for the two extreme values $L=0$ and $L=+\infty$. If in addition we impose $\alpha^{\Delta \eta}_c (L)$ to be a strictly monotonous function of $L$, then we can immediately observe that $\alpha^{\Delta \eta}_c (L)$ is also a distribution function. As for $\alpha^{\Delta \eta} (L)$, the corresponding random variable can be defined as solution of the following implicit equation:

$$\xi = \alpha^{\Delta \eta}_c [l_c(\xi)]$$

(3)

where again $\xi$ is uniformly distributed over $[0,1]$.

From the two previous definitions, it is obvious that random variables $l(\xi)$ and $l_c(\xi)$ take values inside the same interval, which is in this case $[0, +\infty]$ - notice that the previous interval is closed which means that infinite values of $l(\xi)$ and $l_c(\xi)$ are allowed. -.
For two distribution functions $F_1$ and $F_2$ with corresponding random variables that take values inside the same interval, Shaw and Buckley [10] define a *rank transmutation mapping* (RTM) function $T_{R}$ as:

$$F_1^{-1}(\xi) = F_2^{-1}[T_{R}(\xi)] \iff T_{R}(\xi) = F_1\left[F_2^{-1}(\xi)\right]$$

(4)

$T_{R}$: 1/ is defined as the functional composition of the cumulative distribution function of one distribution with the inverse of the other one, 2/ maps the unit interval $[0,1]$ into itself and connects the quantile – ie inverse - functions associated with the two distributions. Rank transmutation maps were introduced in [10] in order to modulate a given base distribution for the purpose of modifying its moments. It is a method to add moments to any base distribution in the same way as Edgeworth and Gram-Charlier series expansions, but without some deficiencies and problems in terms of convergence that may be encountered with these techniques - see Ref. [10] for more details -.

The same concept can be used in gas radiation modeling. Indeed, by replacing respectively $F_1$ and $F_2$ by $\alpha^{\Delta\eta}_{\xi}$ and $\alpha^{\Delta\eta}_{\alpha}$ in the last equation, we can construct in our case the following RTM:

$$T_{R}(\xi) = \alpha^{\Delta\eta}_{\xi}\left[\left(\alpha^{\Delta\eta}_{\xi}\right)^{-1}(\xi)\right] = \alpha^{\Delta\eta}_{\alpha}(L(\xi))$$

(5)

Now, if we replace the random variable $\xi$ by the deterministic quantity $\alpha^{\Delta\eta}_{\xi}(L)$ in the previous relationship, we obtain:

$$T_{R}\left[\alpha^{\Delta\eta}_{\xi}(L)\right] = \alpha^{\Delta\eta}_{\alpha}(L)$$

(6)

that is to say a possible way to write the true $\xi$-distribution $\alpha^{\Delta\eta}_{\xi}(L)$ in terms of its approximation $\alpha^{\Delta\eta}_{\xi}(L)$. The main problem consists in evaluating function $T_{R}$ but also to choose a base distribution. This problem is discussed in the next section where, by using some results from the $k$-moment method, we provide an explicit equation for the RTM function.

**2.2. The $k$-moment method**

The principle of the $k$-moment method was first described in Ref. [4], where it was formulated in terms of transmissivities and for any band width. Here, we will write it equivalently in terms of absorptivities, so as to comply with the definition of the RTM as given by Eq. (5). Moreover, in order to simplify the derivation, only narrow bands will be considered. The $k$-moment method can be explained as follows.

Let us consider a narrow spectral interval $\Delta\eta$ that: $H1/ is narrow enough to assume that the Planck function remains constant, $H2/ does not contain any transparency region of the gas at any temperature. For simplicity, we will first consider a single absorbing gas in a thermophysical state described by a state vector $\phi$ that encompasses all the quantities required to characterize the path: its temperature, total pressure and molar fraction in absorbing species. The spectral absorption coefficient of the gas in state $\phi$ is $\kappa_{\eta}$.

Let us define $\Omega(L)$ as the logarithm of $1-\alpha^{\Delta\eta}_{\alpha}(L)$, where $\alpha^{\Delta\eta}_{\alpha}(L)$ is given by Eq. (1). $\Omega(L)$ can be expanded as a Taylor-Lagrange series in the variable $L$ around the origin viz. $L = 0$ to provide:

$$\Omega(L) = \ln\left[1-\alpha^{\Delta\eta}_{\alpha}(L)\right] = \omega_0 + \omega_1 L + \omega_2 L^2 + ...$$

(7)
The first three coefficients \( \omega \) are, by simply evaluating the derivatives of \( \ln [1 - \alpha^{\lambda\eta} (L)] \) with respect to \( L \) at the origin \( L = 0 \):

\[
\omega_0 = \ln [1 - \alpha^{\lambda\eta} (L = 0)] = 0 \quad (8-a)
\]

\[
\omega_1 = \frac{\partial \ln [1 - \alpha^{\lambda\eta} (L = 0)]}{\partial L} = - \frac{1}{1 - \alpha^{\lambda\eta} (L = 0)} \frac{\partial \alpha^{\lambda\eta} (L = 0)}{\partial L} = - \frac{1}{\Delta \eta} \int \kappa_{\eta} \, d\eta = - k_p \quad (8-b)
\]

\[
\omega_2 = \frac{1}{2} \frac{\partial^2 \ln [1 - \alpha^{\lambda\eta} (L = 0)]}{\partial L^2} = \frac{1}{2} \frac{1}{\Delta \eta} \int \left( \kappa_{\eta} - k_p \right)^2 \, d\eta \quad (8-c)
\]

In the previous equations, \( k_p \) is used to represent the (Planck) mean absorption coefficient of the gas over \( \Delta \eta \).

Now, as \( \omega_0 = 0 \) and \( \omega_1 = -k_p < 0 \) following assumption \( H2 \), we can conclude that the series expansion can be reversed to yield:

\[
L = \omega_1 \Omega (L) + \omega_2 \Omega (L)^2 + ...
\]

in which the coefficients are given as - see for instance Ref. [11] for more details about series reversion formulas -:

\[
\omega_1' = \frac{1}{\omega_1} = - \frac{1}{k_p} \quad (10-a)
\]

\[
\omega_2' = \omega_1 \omega_2 \omega_1' = \frac{1}{k_p} \frac{\omega_2}{\omega_1} \quad (10-b)
\]

According to the previous results, one can rewrite Eq. (9) under the following mathematical form:

\[
- k_p L = \Omega (L) - \omega_2 \frac{\Omega (L)}{\omega_1} \Omega (L)^2 + ... = \ln [1 - \alpha^{\lambda\eta} (L)] - \omega_2 \frac{1}{\omega_1} \left( \ln [1 - \alpha^{\lambda\eta} (L)] \right)^2 + ...
\]

\[
\L = - \frac{1}{k_p} \ln [1 - \alpha^{\lambda\eta} (L)] + \frac{\omega_2 k_p}{\omega_1} \frac{1}{k_p} \left( \ln [1 - \alpha^{\lambda\eta} (L)] \right)^2 + ...
\]

Eq. (11) allows defining two sequences of functions \( \lambda_{(n)} \), \( n \geq 1 \) and \( \alpha^{\lambda\eta}_{(n)} (L) \), \( n \geq 1 \):

- functions \( \lambda_{(n)} \), \( n \geq 1 \) are lengths defined by truncating the series expansion at the RHS in Eq. (11) at some finite order \( n \). This provides for instance for the first two orders:

\[
\lambda_{(1)} (X) = - \frac{\ln (1-X)}{k_p} \quad (12-a)
\]

\[
\lambda_{(2)} (X) = - \frac{\ln (1-X)}{k_p} + \frac{\omega_2 k_p}{\omega_1} \frac{1}{k_p} \left( \frac{\ln (1-X)}{k_p} \right)^2 \quad (12-b)
\]
functions $\alpha_{(n)}^{\lambda_0}(L), n \geq 1$ are defined as the solutions of the set of functional equations, derived directly from Eq. (11):

$$L = \lambda_{(n)} \left[ \alpha_{(n)}^{\lambda_0}(L) \right]$$  \hspace{1cm} (13)

Eq. (13) simply means that functions $\lambda_{(n)}, n \geq 1$ are the inverse of $\alpha_{(n)}^{\lambda_0}(L), n \geq 1$.

Each solution $\alpha_{(n)}^{\lambda_0}(L), n \geq 1$ obtained by this technique corresponds to an approximate absorptivity model. The method to obtain such models consists in the following two step process – see Ref. [4] for more details and application of the technique up to order $n = 3$ - : 1/ solve the polynomial equation for $\Omega(L)$ set by Eq. (9) for a given prescribed integer $n$, 2/ retain, for orders $n$ higher than 1, the solution that provides values of $\alpha_{(n)}^{\lambda_0}(L), L \geq 0$ inside the $[0,1]$ interval. This approach gives, for instance for the first two orders:

$$\alpha_{(1)}^{\lambda_0}(L) = 1 - \exp(-k_p L) \hspace{1cm} (14-a)$$

$$\alpha_{(2)}^{\lambda_0}(L) = 1 - \exp \left[ -\frac{\beta}{\pi} \left( \sqrt{1 + \frac{2\pi k_p L}{\beta}} - 1 \right) \right], \frac{\beta}{\pi} = \frac{\alpha_3}{2 \alpha_2} \hspace{1cm} (14-b)$$

Accordingly, the absorptivity model associated with the first order – Eq. (14-a) - corresponds to the gray gas approximation; the second order – Eq. (14-b) - provides a formulation that is similar to the widely used Statistical Narrow Band (SNB) model with Malkmus’ distribution function of linestrengths [6].

Now, if we have a closer look at solutions (14-a) and (14-b) we can see that by increasing the order $n$ of the series expansion by 1 – starting from Eq. (14-a), viz. $n = 1$ - allows adding in the corresponding absorptivity model – (14-b) - some new quantities that correspond to the coefficient added in the series expansion, that it to say information about the $n$-th moment – in the present case, information about the second moment, see Eq. (8-c) -. By increasing $n$ indefinitely, one can expect to converge toward the exact absorptivity given by Eq. (1) that obviously contains information about all the $k$-moments. This idea is basically the principle of the so-called $k$-moment method.

Most previous works on this approach stopped at this stage, viz. at order 2. Indeed, solving Eq. (13) becomes quickly complicated as $n$ increases. Consequently, formulation (14-b) was up to now the most studied in our previous works. It was used as the building block: 1/ to derive Curtis-Godson like approximations in non-uniform media in Refs. [12,13]; to propose an approximate model – called the Spectral Line Moment Based model - over the full spectrum in Ref. [14]; etc. In the next section, we will show how the previous results can be used to provide explicit rank transmutation maps.

**2.3. Some relationships between the $k$-moments and $\ell$-distributions**

First of all, we can notice that if we combine Eq. (13) and Eq. (12-a) then, for any integer $n \geq 1$, Eq. (13) can be written in equivalent form:

$$\ln \left[ 1 - \alpha_{(n)}^{\lambda_0}(L) \right] = -k_p \lambda_{(n)} \left[ \alpha_{(n)}^{\lambda_0}(L) \right] = -k_p \lambda_{(n)} \left[ \alpha_{(n)}^{\lambda_0}(L) \right]$$  \hspace{1cm} (15)
Then, Eq. (1), together with \( \exp(-\kappa L) = \left[ \exp(-k_p L) \right]^{\frac{k_p}{\kappa}} = \left[ 1 - \alpha_{(i)}^{\lambda \eta} (L) \right]^{\frac{k_p}{\kappa}} \), see Eq. (14-a), can be used to write:

\[
\alpha^{\lambda \eta} (L) = \frac{1}{\Delta \eta} \int_{\Delta \eta} \left[ 1 - \exp(-\kappa \eta L) \right] d\eta = 1 - \frac{1}{\Delta \eta} \int_{\Delta \eta} \left[ 1 - \alpha_{(i)}^{\lambda \eta} (L) \right]^{\frac{k_p}{\kappa}} d\eta
\]

(16)

or equivalently, from Eq. (15) written as \( 1 - \alpha_{(i)}^{\lambda \eta} (L) = \exp\left\{ -k_p \lambda_{(i)} \left[ \alpha_{(i)}^{\lambda \eta} (L) \right] \right\} \):

\[
\left\{ \begin{align*} 
\alpha^{\lambda \eta} (L) &= T_{R,(i)} \left[ \alpha_{(i)}^{\lambda \eta} (L) \right] \\
T_{R,(i)} (X) &= 1 - \frac{1}{\Delta \eta} \int_{\Delta \eta} \exp\left[ -\kappa \eta \lambda_{(i)} (X) \right] d\eta
\end{align*} \right.
\]

(17)

This shows how to represent, for any integer \( n \geq 1 \), the true absorptivity \( \alpha^{\lambda \eta} (L) \) as a function of its approximation \( \alpha_{(i)}^{\lambda \eta} (L) \). By comparing Eq. (17) and Eq. (6), we can conclude that as soon as the base distribution functions \( \alpha_{(i)}^{\lambda \eta} \) is chosen as a member of the set of models obtained from the \( k \)-moment method, then the corresponding rank transmutation map takes the form given by Eq. (17).

Eqs. (5,17) allow proposing a simple method to evaluate function \( T_{R,(i)} (X) \) for a given prescribed value of integer \( n \):

1/ choose any random value \( \xi \) uniformly distributed over \([0,1]\),

2/ apply function \( \lambda_{(i)} \), as defined for instance for the first two values of \( n \) by Eqs. (12), to \( \xi \) in order to obtain a length \( l (\xi) = \lambda_{(i)} (\xi) \).

3/ the corresponding value of the rank transmutation function is then simply, from Eq. (17):

\[
T_{R,(i)} (\xi) = \alpha^{\lambda \eta} \left[ \lambda_{(i)} (\xi) \right]
\]

(18)

This method allows evaluating \( T_{R,(i)} \) directly from LBL data. The process can be iterated for a large number of samples \( \xi \) and the corresponding values of \( T_{R,(i)} (\xi) \) stored in Tables. Then, \( T_{R,(i)} (X) \) can be estimated for any \( X \in [0,1] \) by interpolating the data stored in these Tables. By choosing arbitrarily an integer \( n \), one can thus propose the following simple scheme to approximate the absorptivity of a uniform gaseous medium:

**AI Model parameter generation:**

1/ use the \( k \)-moment solution at order \( n \) to generate a base distribution function,

2/ then, evaluate the corresponding rank transmutation map by using the method described previously. These values can be estimated for a given set of values of parameter \( \xi \) – see Eq. (18) - and then stored in Tables. More details about the method retained in this work will be provided later in this paper.
3/ for a given length L inside the gas, first evaluate a “base” absorptivity using the approximate k-moment model at order n – see Step 1 -

4/ then, map this value to the “real” one using the values of the rank transmutation mapping function stored in the Table.

It can be noticed that as soon as the value of parameter X is one of the values of ξ chosen to generate the Table, then applying the previous scheme provides the exact LBL solution. Indeed, using mapping functions mostly provides a convenient method to parameterize and interpolate LBL absorptivity data – this is the main signification of Eq. (17) -. But instead of tabulating these data over the \([0, +\infty]\) interval of possible values of the gas path length L, which would not be handy, the method proposed here allows reformulating the problem over the \([0, 1]\) interval, using an approximate model for this purpose. This approach is thus very similar to the usual k-distribution method for which a high resolution spectrum is condensed into a small set of k-values and the wavenumber axis is, using a probabilistic framework, reduced to the \([0, 1]\) interval.

We will from now on restrict our developments to the case \(n = 2\). The corresponding mapping and \(\lambda\) functions will be written \(Gr(X) = T_{R,2}(X)\) - so as to comply with the notation proposed in Ref. [10], and since no confusion with a Grashof number can be made here - and \(\Lambda(X) = \lambda^{(2)}(X)\) to avoid possible misunderstanding. Examples of functions \(Gr(X) = T_{R,2}(X)\) are shown in Figure 1.

3. DISTRIBUTIONS IN NON-UNIFORM MEDIA

Some of the developments described in the previous section also have applications for the extension of the method to non-uniform gaseous media. This problem is the aim of the present section.

3.1. Preliminary comments

We consider now a non-uniform path discretized into \(M\) uniform sub-paths. Each sub-path is characterized by a state vector \(\phi_m, m = 1, \ldots, M\) and a length \(L_m\). The transmissivity of a uniform path of length \(L\) inside the gas in thermophysical state \(\phi_m\) will be from now on written under the following form \(\tau_m^{\Delta\eta}(L)\). Over each uniform path, we also define local functions \(Gr\) and \(\Lambda\). As for transmissivities, an explicit dependency of these functions with respect to the local thermophysical state is required in order to avoid possible confusion. This dependency with respect to \(\phi_m, m = 1, \ldots, M\) will be represented by an index \(m\) - without \(\langle \rangle\), which is used to represent a k-moment model at a given integer order - ie \(Gr_m\) and \(\Lambda_m\).

Our objective is to extend the previous results, described for uniform situations, to this non-uniform path. We will start by studying in details the case \(M = 2\).

Let us thus consider a non-uniform path \(L_1 + L_2\) defined as the juxtaposition of a path of length \(L_1\) inside the gas at \(\phi_1\) and a length \(L_2\) inside the gas at \(\phi_2\). The band averaged transmissivity of the non-uniform path is in this case:

\[
\tau_{12}^{\Delta\eta}(L_1, L_2) = \frac{1}{\Delta\eta} \int_{\Delta\eta} \exp\left[ -\kappa_\eta(\phi_1) L_1 - \kappa_\eta(\phi_2) L_2 \right] d\eta
\] (19)
\( \tau_{12}^{\Delta \eta} (L_1, L_2) \) can be interpreted as a joint probability \( \tau_{12}^{\Delta \eta} (L_1, L_2) = \mathcal{P}[l_1(\xi_1) > L_1, l_2(\xi_2) > L_2] \) where random variables \( l_m(\xi_m), m = 1, 2 \) are defined as solutions of:

\[
\xi_m = \alpha_m^{\Delta \eta} \left[ l_m(\xi_m) \right] = 1 - \frac{1}{\Delta \eta} \int \exp \left[ -\kappa_{\eta}(\phi_m) l_m(\xi_m) \right] d\eta, \quad m = 1, 2 \tag{20}
\]

In Eq. (20), \( \xi_m, m = 1, 2 \) are two independent random variables uniformly distributed over the \([0, 1]\) interval.

The two random variables \( l_m(\xi_m), m = 1, 2 \) are not independent since:

\[
\tau_{12}^{\Delta \eta} (L_1, L_2) = \mathcal{P}[l_1(\xi_1) > L_1, l_2(\xi_2) > L_2] \\
\neq \frac{1}{\Delta \eta} \int \exp \left[ -\kappa_{\eta}(\phi_1) L_1 \right] d\eta \frac{1}{\Delta \eta} \int \exp \left[ -\kappa_{\eta}(\phi_2) L_2 \right] d\eta \\
= \mathcal{P}[l_1(\xi_1) > L_1, l_2(\xi_2) > L_2] \tag{21}
\]

However, it was shown by Sklar in Ref. [15] that one can find a bivariate function \( C \) – called a copula \([16]\) – such that:

\[
\mathcal{P}[l_1(\xi_1) > L_1, l_2(\xi_2) > L_2] = C\left[ \mathcal{P}[l_1(\xi_1) > L_1], \mathcal{P}[l_2(\xi_2) > L_2] \right] = C[\tau_1^{\Delta \eta} (L_1), \tau_2^{\Delta \eta} (L_2)] \tag{22}
\]

As \( \tau_1^{\Delta \eta} (L_1) = \mathcal{P}[l_1(\xi_1) > L_1] \) and \( \tau_2^{\Delta \eta} (L_2) = \mathcal{P}[l_2(\xi_2) > L_2] \) are continuous, the copula is unique.

More details about copulas are given in Appendix A.

The main difficulty, when one wants to represent some dependency between random variables via a copula models, is to find which copula representation (Archimedean, Gaussian, etc) to use for a given application. In our case, this problem can be solved easily if gas spectra are assumed path dependent scaled. This concept, together with its mathematical formulation, is described in the next paragraphs.

**3.2. The Path Dependent Scaling (PDS) approximation**

**3.2.1. Mathematical formulation**

Two gas spectra will be called path dependent scaled if there exists a wavenumber independent real and positive coefficient \( u \) - that depends on the thermophysical states of the gas, \( \phi_1 \) and \( \phi_2 \) associated with the two spectra and on the length of the path \( L \). Notice that we will omit here the explicit dependency of \( u \) with respect to the thermophysical states so as to abridge the notations - such that for any length \( L_1 \) inside the gas in state \( \phi_1 \):

\[
\frac{1}{\Delta \eta} \int \exp \left[ -\kappa_{\eta}(\phi_1) L_1 \right] d\eta = \frac{1}{\Delta \eta} \int \exp \left[ -\kappa_{\eta}(\phi_2) u(L_1) L_1 \right] d\eta \tag{23}
\]

In our previous works [17,18], this assumption was - improperly - referred to as the Scaled-\( k \) approximation with reference to the implicit equation provided in Ref. [19]. However, in this reference, the objective is to obtain an effective scaling coefficient that is then fixed inside the
medium. In our case, this quantity is allowed to depend on \( L \) – see for instance Appendix B in Ref. [17] for a short discussion on this specific point. Accordingly, physical assumptions are fundamentally different although they involve exactly the same implicit equation.

Indeed, physically, the PDS approximation extends the scaling approximation – for which \( u \) does not depend on \( L \) – by assuming that one can write the absorption coefficient in state \( \phi_1 \) as:

\[
\kappa_\eta(\phi_1) = \kappa_\eta(\phi_2)(\bar{u} + \delta u_\eta)
\]

where \( \bar{u} \) represents the value of the scaling function at the optically thin limit – it is the ratio of the Planck mean absorption coefficients - and \( \delta u_\eta \) is a wavenumber dependent effect that measures the error made by approximating the spectra as actually scaled. In this case, it was shown in Ref. [17] – further details are also provided in Appendix B - that the effect of some errors in the scaling coefficient – viz. \( \delta u_\eta \neq 0 \) - is to induce a dependency of the effective scaling coefficient – i.e. the scaling coefficient that would provide the exact properties of the gas in state \( \phi_1 \) - with respect to the length of the gas path. This dependency involves a length dependent scaling coefficient that can be obtained by solving the following implicit equation - equivalent to Eq. (23) - :

\[
\tau_{i}^{\lambda \eta}(L_i) = \frac{1}{\Delta \eta} \int_{\Delta \eta} \exp\left[ -\kappa_\eta(\phi_2) u(L_i) L_i \right] d\eta
\]

The PDS assumption share many similarities with the usual scaling. Indeed, in both cases, all the values of the absorption coefficient are assumed to follow rigorously the same trend – viz. non-uniformities affect all the values taken by the absorption coefficient in exactly the same way. In other words, this means that errors \( \delta u_\eta \) are statistically independent of \( \kappa_\eta(\phi_2) \) - which is in fact not true but is a simplifying assumption. The accuracy of the PDS approximation will be assessed later, in the section dedicated to the application of the model.

Now, if gas spectra are assumed path dependent scaled, then one can approximate Eq. (19) as:

\[
\tau_{12}^{\lambda \eta}(L_1, L_2) \approx \frac{1}{\Delta \eta} \int_{\Delta \eta} \exp\left[ -\kappa_\eta(\phi_2) \left( L_2 + u(L_1) L_1 \right) \right] d\eta = \tau_{2}^{\lambda \eta}[ L_2 + u(L_1) L_1]
\]

Eq. (26), together with the following two relationships:

\[
\tau_{2}^{\lambda \eta}(L_2) = \frac{1}{\Delta \eta} \int_{\Delta \eta} \exp\left[ -\kappa_\eta(\phi_2) L_2 \right] d\eta
\]

\[
\tau_{1}^{\lambda \eta}(L_1) = \tau_{2}^{\lambda \eta}[ u(L_1) L_1]
\]

defines a so-called Archimedean copula. More details about this particular type of copula, which are among the most widely encountered [16], are provided in Appendix A.

Basically, applying the non-uniform model set by Eqs. (26-28) consists in the following two steps - illustrated in Figure 2-a - :

1/ first “transform”, using Eq. (28), the path \( L_1 \) into an equivalent sub-path of length \( u(L_1) L_1 \) in the gas in the thermophysical state \( \phi_2 \). The two sub-paths in state \( \phi_2 \) can then be combined. This
allows replacing the non-uniform path $L_1 + L_2$ by an equivalent uniform one in the gas at $\phi_2$. The total length of this equivalent path is $L_2 + u(L_1) L_1$.

2/ then evaluate the transmissivity of the equivalent uniform path at $\phi_2$ using Eq. (26).

The only difficulty to apply Eq. (26) is to find $u(L_1)$, viz. to solve the implicit equation Eq. (28). We will show, in the next section, how results from the $k$-moment approach can be used to solve this problem.

### 3.2.2. Mathematical treatment of Eq. (28)

Our objective is to find $u(L_1)$ as the solution of Eq. (28).

We can first notice that:

$$
\tau^\eta_1(L_1) = \tau^\eta_2[u(L_1) L_1] \Leftrightarrow \alpha^\eta_1(L_1) = \alpha^\eta_2[u(L_1) L_1]
$$

(29)

Now if we use Eq. (17) from the previous section, we obtain from Eq. (29):

$$
\alpha^\eta_1(L_1) = Gr_2[\alpha^\eta_2[u(L_1) L_1]]
$$

(30)

in which an explicit dependency of the rank transmutation mapping function with the thermophysical state $\phi_2$ - subscript “2” - is used. In Eq. (30), $\alpha^\eta_2$ represents the second order $k$-moment model – Eq. (14-b) - for the gas in the thermophysical state $\phi_2$ – we remind that in this section, all the quantities are related to this second order model, as said at the end of the previous Part -.

This allows writing:

$$
\alpha^\eta_2[u(L_1) L_1] = Gr_2^{-1}[\alpha^\eta_1(L_1)]
$$

(31)

where $Gr^{-1}$ is the inverse of $Gr$.

Finally, using Eq. (13):

$$
u(L_1) L_1 = \Lambda_2 \{Gr_2^{-1}[\alpha^\eta_1(L_1)]\}
$$

(32)

where $\Lambda_2$ can be evaluated analytically following its definition, Eq. (12-b).

This allows proposing the following simple method to solve Eq. (28):

1/ evaluate the absorptivity of the uniform path $L_1$ - this defines the LHS in Eq. (30) -;

2/ apply the inverse of function $Gr_2$ - associated with the thermophysical state $\phi_2$ - to the previous value of absorptivity – see Eq. (31) -. As for the direct function, values of $Gr^{-1}$ can be evaluated first and stored in Tables;

3/ apply Eq. (12-b) - that provides an explicit formula for $\Lambda_2$ - to the result obtained at the second step. The result is then $u(L_1) L_1$, as shown in Eq. (32).
4/ as soon as \( u(L) \) \( L \) is known, the transmissivity of the non-uniform path can be obtained by evaluating the transmissivity of a gas path in state \( \phi \) with total length \( L_2 + u(L) \) \( L_4 \). This is a direct application of Eq. (26).

3.3. Extension of the technique to more than two sub-paths – the Iterative Copula Estimation (ICE) scheme

3.3.1. Principle of the ICE scheme

Eq. (26) can be extended to any number of random variables – viz. to any number of uniform elements -. This provides in this case for \( m \) sub-paths, if we define \( \phi_{ref}^{\alpha} \) as a reference state:

\[
\tau_{\alpha,1}^{\alpha}(L_1, L_2, \ldots, L_m) = \frac{1}{\Delta \eta} \int \exp \left\{ -\kappa_{\eta} \left( \phi_{ref}^{\alpha} \right) \sum_{m=1}^{M} \tau_{\phi_{ref}}^{\alpha}(L_m) \right\} \, d\eta
\]  

(33)

where \( \tau_{\phi_{ref}}^{\alpha}(L) \) is the inverse function of \( \tau_{\phi_{ref}}^{\alpha}(L) \): \( \tau_{\phi_{ref}}^{\alpha}(L) = L \).

Eq. (33) can be seen as some generalization of the Curtis-Godson approximation. More details are given in Appendix C.

The main problem with the previous relationship is that it requires the definition of a reference state. It is known, from \( k \)-distribution theory, that defining such a reference is not obvious and that it is very difficult to propose unambiguous recommendations to make this choice. Accordingly, in order to circumvent this difficulty we propose to define “local references”, that is to say that we suggest modifying the reference state all along the path travelled by the radiative field. This is the principle of the ICE scheme.

In order to explain this method in a simple way, let us consider the case plotted in Figure 2-b. We assume that at the \((n-1)\)-th step of the propagation of the radiation along the path, the transmissivity – or absorptivity – of the gas path between points \( M_{n-1} \) and \( M_0 \), i.e \( \alpha^{\alpha}_{1,n-1}(L_1, \ldots, L_{n-1}) \), is known. It is then - by simply iterating the process described previously for two paths - represented as an equivalent uniform path of length \( L_{n-1} \) inside the gas in state \( \phi_{n-1}^{\alpha} \) viz. \( \alpha^{\alpha}_{1,n-1}(L_1, \ldots, L_{n-1}) = \alpha^{\alpha}_{n-1}(L_{n-1}) \). Applying the same idea as for the previous case, with only two sub-path, this equivalent uniform path can be transformed into a new equivalent uniform path in thermophysical state \( \phi_{n}^{\alpha} \) with a length \( u(L_{n-1}) \) \( L_{n-1} \). This then allows calculating the transmissivity from point \( M_n \) to \( M_0 \) as:

\[
\tau_{\alpha,1}^{\alpha}(L_1, L_2, \ldots, L_n) = C_n \left[ \tau_{n}^{\alpha}(L_n), \tau_{12,n-1}^{\alpha}(L_1, L_2, \ldots, L_{n-1}) \right]
\]

(34)

or more directly:

\[
\tau_{\alpha,1}^{\alpha}(L_1, L_2, \ldots, L_n) = \frac{1}{\Delta \eta} \int \exp \left[ -\kappa_{\eta} \left( \phi_{n}^{\alpha} \right) \left( L_n + u(L_{n-1}) \right) \right] \, d\eta
\]

(35)

where, as a generalization of Eq. (32):

\[
u(L_{1,n-1}) L_{1,n-1} = \Lambda_n \left[ G_n^{-1} \left[ \alpha^{\alpha}_{1,n-1}(L_1, L_2, \ldots, L_{n-1}) \right] \right] = \Lambda_n \left[ G_n^{-1} \left[ \alpha^{\alpha}_{n-1}(L_{n-1}) \right] \right]
\]

(36)

This provides a new equivalent uniform path in state \( \phi_{n}^{\alpha} \) of total length \( L_{n} = L_n + u(L_{n-1}) \) \( L_{n-1} \) and the process can then be iterated.
3.3.2. The ICE scheme in practice

Although the process described in the previous section may look complicated at first sight, it is in fact straightforward to apply. Indeed, calculating the absorptivity of a non-uniform path consists in the following steps:

1/ evaluate the absorptivity of the first column – index 1 -;

2/ apply the inverse mapping \( Gr_2^{-1} \) and then function \( \Lambda_2 \), calculated at the thermophysical state of the second column \( \phi_2 \). This provides a length \( u(L_1) L_4 \) - see Eq. (36) with \( n = 2 \) or equivalently Eq. (32) -;

3/ calculate the absorptivity of the path \( L_2 + u(L_1) L_4 \) using the data associated with the thermophysical state of the second column \( \phi_2 \).

4/ the column \( L_4 + L_2 \) can then be treated as a “new first homogeneous column” of length \( L_{12} = L_2 + u(L_1) L_4 \) in the thermophysical state \( \phi_2 \). The process can then be iterated – viz. go back to step 2 – by considering state \( \phi_2 \) instead of \( \phi_2 \) - ie replace all indices “2” by “3” - , then \( \phi_3 \) and so on. This procedure continues until the total path is treated.

This process propagates the information about the dependencies between the random lengths in a step by step manner all along the path travelled by the radiation field. It involves, at each new step, the application of an Archimedean copula – see Eqs. (26-28) - that is evaluated at the local thermophysical state. Its accuracy is assessed in the next section, dedicated to applications of the developments described previously.

4. APPLICATIONS

4.1. Model parameters

The Line-By-Line data used in the present work were extensively described in Ref. [17]. The interested reader should refer to this paper for additional details. They are based on CDSD-4000 [20] for CO\(_2\) and HITEMP2010 [21] for H\(_2\)O. For comparison purpose, this set of LBL data was also used to generate a C-k model with 16 values of absorption coefficient. This model uses a Gauss-Legendre quadrature.

From these LBL spectra, we can construct an \( l \)-distribution model database using the following steps:

1/ for any narrow band (the same narrow bands as described in Ref. [7] were used here), we first start by calculating two mean absorption coefficients directly from the LBL dataset:

- The Planck mean absorption coefficient for each temperature (and H\(_2\)O molar fraction in the case of water vapor):

\[
k_{P} = \frac{1}{\Delta \eta} \int_{\Delta \eta} \kappa_{\eta} \, d\eta
\]

(37)

- The Rosseland mean absorption coefficient for the same set of thermophysical states:

\[
k_{R} = \left( \frac{1}{\Delta \eta} \int_{\Delta \eta} \frac{d\eta}{\kappa_{\eta}} \right)^{-1}
\]

(38)

Choosing to represent the \( k \)-moment model at order 2 in terms of these two coefficients instead of the more natural first and second moments of the absorption coefficient is justified by the so-called
Inverse Gaussian symmetry property [22] of the second order $k$-moment model. An estimate of $k_p$ and $k_R$ in any thermophysical state can be obtained by simply interpolating linearly - with respect to temperature (for CO$_2$) or temperature plus composition (for H$_2$O) - the values stored in the database. Coefficient $\beta$ that appears in Eq. (14-b) is then given as:

$$\beta = \pi \left( \frac{k_p}{k_R} - 1 \right)^{-1} \tag{39}$$

The next step is to generate functions $Gr$. Interval [0,1] is divided into $10^3$ equally spaced values and for each of them, $Gr$ is evaluated directly from its definition – see Eq. (17) -. Function $Gr^{-1}$ – which is required in non-uniform situations - is also evaluated using the same discretization scheme. $Gr$ and $Gr^{-1}$ are estimated for the same set of thermophysical states as $k_p$ and $k_R$.

These values are stored in Tables. The total size of the Table is 484.8 Mbytes for CO$_2$ (for 48 temperatures between 300 K and 5000 K with a 100 K step) and 4.72 Gbytes for H$_2$O (for the same set of temperatures but also for 7 H$_2$O molar fractions: 0.01, 0.1, 0.2, 0.4, 0.6, 0.8, 1.0).

The calculation of values of $Gr$ and $Gr^{-1}$ for any thermophysical state and any $X$ value can be performed by using a multi-linear interpolation scheme between the values stored in the Tables: with respect to the gas temperature and $X$ for CO$_2$, with an additional interpolation with respect to the gas molar fraction for H$_2$O.

### 4.2. Model assessment

#### 4.2.1. Uniform cases

The first two cases concern uniform gaseous mixtures of CO$_2$ and H$_2$O. Mixtures properties are treated, as usual, by considering that the radiative properties of the absorbing species are uncorrelated [1,2].

The first case – C1, Figure 3 – corresponds to Figure 11 from Ref. [7]. It only involves interpolation of the mapping functions with respect to $X$, as all the other quantities (10 % CO$_2$, 20 % H$_2$O, gas temperature is 2000 K and total pressure is 1 atm.) are inside the database. The second case – C2, Figure 4 - is almost the same as C1 but the gas temperature (2350 K) and molar fraction of H$_2$O (0.3) are not inside the database: this case involves a triple interpolation scheme of $Gr$ functions for H$_2$O. The molar fraction of CO$_2$ is 0.15. The length of the gas path is 50 cm and total pressure is 1 atm.

In both cases, $\ell$-distribution model provides a very high accuracy - notice that the absolute differences are represented in logarithmic scale -. These values can be compared, in case C1, with those given for the SNB model and described in Ref. [7]. In this reference, errors up to 0.02 are reported. In Case C1, the $\ell$-distribution approach provides an accuracy that is 2-3 order of magnitudes higher than the C-$k$ approach. In case C2, both models provide similar and very high accuracies – absolute difference are lower than $10^{-3}$ when compared with reference LBL calculations -.

In terms of computational cost, it takes 1.47 seconds on one core of an INTEL Xeon CPU E5620 at 2.4 GHz to evaluate $10^6$ values of absorptivity per narrow band (bands over which both CO$_2$ and H$_2$O absorb) in the case of the C-$k$ model. $\ell$-distributions require 0.23 seconds for the same calculation and LBL more than 200 seconds.
4.2.2. Non-uniform cases

Case C3 was adapted from Ref. [19]. It consists of a non-uniform path with the same molar fractions of H$_2$O (0.2) and CO$_2$ (0.1) in both columns. The hot layer is at 2000 K, the cold one at 300 K. Both layers have a length of 50 cm. Results – in terms of absorptivity spectrum. Total intensities are also given - are depicted in Figure 5.

The second non-uniform case was taken from Ref. [23]. It corresponds to case 7 from this reference: gas temperature, species concentrations in H$_2$O and CO$_2$ follow Gaussian profiles – the minimum temperature is 300 K and the maximum temperature, which is attained at the center of the profile, is 1800 K. The minimum and maximum molar fractions of CO$_2$ and H$_2$O are 0.1 and 0.9 respectively. The H$_2$O molar fraction reaches its minimum at the center and the sum of the two molar fractions is 1.0 all over the path. The continuous profiles were divided into 800 columns – each column has a length of 0.1 cm. The total path length is 80 cm. Results are shown in Figure 6.

It can be noticed that, in both cases C3-4, results are very similar: the correlated- \( k \) and PDS/ICE scheme provide comparable errors.

In terms of computational cost, for $10^4$ evaluations – in case C4 -, it takes 8.6 seconds per band (bands over which both CO$_2$ and H$_2$O absorb) for the C-\( k \) model and 4.6 seconds for \( \ell \)-distributions on the same processor as for cases C1-2.

4.2.3. Turbulence-Radiation Interaction

The final test case consists of a TRI calculation. The input data contain $10^5$ profiles – one thermophysical field every 5.10$^{-5}$ second – and all profiles are discretized into 23 uniform columns. These data were provided by Professor P. Coelho from Instituto Superior Tecnico, Lisbon. The method to generate the profiles was described in Ref. [24] and uses the stochastic model for TRI developed in Ref. [25]. The input data required to evaluate the stochastic profiles were taken from http://www.ca.sandia.gov/TNF/DataArch/FlameD.html. The calculation corresponds to Sandia Flame D – methan-air flame -, the radial profile considered passes near the tip of the flame at the location \( x = 0.45 D \), where \( D \) is the diameter of the fuel nozzle.

This test case is appealing for many reasons: 1/ this kind of calculation may be challenging because it requires evaluating a large number of distinct spectra ($10^5$), 2/ the profiles involved are non-uniform, both in terms of temperature and species concentrations and evolve over time.

We have depicted in Figure 7 – top of the Figure -: 1/ the intensity spectrum for the mean field - temperature and species concentrations over each uniform path were time-averaged -, 2/ the mean spectrum obtained by calculating one spectrum at each time step and then by averaging the $10^5$ instantaneous spectra. There are obvious differences between the spectra that show the effect of TRI on the radiative intensities. Mean relative errors – averaged over the full spectrum, from 50 cm$^{-1}$ up to 11250 cm$^{-1}$ - are 0.002 for C-\( k \), 0.007 for \( \ell \)-distribution, and 0.02 for C-\( k \)7 (C-\( k \) model with 7 absorption coefficients) when assessed against LBL reference calculations of mean (time-averaged) spectra. Computational time per band (for $10^5$ spectra) is 2.85 seconds for C-\( k \), 1.14 seconds for \( \ell \)-distributions and 1.45 seconds for C-\( k \)7. For the same case, LBL calculations require more than 410.0 seconds per band (bands over which both CO$_2$ and H$_2$O absorb).

4.3. Discussion

From the previous sections, the following conclusions can be drawn:

1/ \( \ell \)-distribution and \( k \)-distribution models provide a similar accuracy, when assessed against reference LBL calculations, both in uniform and non-uniform media.

2/ in any case, \( \ell \)-distributions were found to be less expensive in terms of computational cost than \( k \)-distributions.
The only defect of $t$-distribution modeling, in its present form, is that it is expensive in terms of memory space. Indeed, as noticed earlier, the total size of the database — to treat mixtures of CO$_2$ and H$_2$O — is approximately 5 Gbytes — 100 times the size of the C-$k$ database with 16 absorption coefficients -. This explains why all the results — computation times - were given here on a band basis, as our computer was not able to handle the full database due to a lack of RAM. Furthermore, it can be noticed that the approach is formulated in absorptivity / transmissivity form, which mostly restricts its range of applicability to ray tracing / Monte Carlo techniques. However, for applications that require line-of-sight models with simultaneously a high accuracy over narrow spectral bands and a high computational speed, such as encountered for instance in atmospheric studies — analysis of spectral data acquired by satellites - or flame emission spectroscopy, the present approach appears to be a relevant candidate.

$t$- and $k$-distribution methods share many similarities. Indeed, they are both techniques to “summarize” LBL data into compact sets of values. But if $k$-distributions are formulated in terms of absorption coefficients, $t$-distribution use absorptivities. In both cases, a probabilistic framework is involved to allow the use of some mathematical tools, useful to develop rigorous mathematical derivations. Both methods then require additional assumptions – scaling, correlation, etc – to extend the approach from uniform to non-uniform situations. In each case, this involves an implicit equation. These equations are funded on dependency models that appear naturally, as soon as the problem is formulated in a probabilistic framework.

4.3.1. Connection with CDPC models

All the ideas presented in this paper can be formulated in terms of Cutteridge-Devyatov Polynomial Chaos. More information on this technique can be found in uniform media in Ref. [18] and in non-uniform media in Ref. [26]. Indeed, instead of tabulating the mapping functions, for instance, it is possible to represent $Gr$ as polynomials. In this case, databases with smaller size can be constructed. However, from a computational time perspective, using polynomials is more demanding than the simple linear interpolations used here.

Furthermore, as noticed in Ref. [26], the use of the CDPC model in dimensions higher than 2 provides a non-parametric representation of the copula. This formulation does not require any simplifying assumption – of path dependent scaled spectra, for instance -. It is thus likely to provide more accurate results than the Archimedean model used here. However, extending the CDPC approach in high dimensions is not as simple as Archimedean copulas due to the so-called curse-of-dimensionality issue [26].

One possibility to increase the accuracy of the model presented here consists in combining the two approaches: Archimedean and non-parametric copula models. Investigating this kind of technique – usually referred to as hierarchical or nested copula modeling [27] – is scheduled as future work.

4.3.2. Copula models in $k$-distribution approaches

The concept of copula is not restricted to $t$-distribution models. They can be readily used together with usual $k$-distribution approaches. The fundamental equation to introduce copulas in $k$-distribution modeling is the following extension of this method to high dimensions [17]:

$$
\tau_{12}^{c_{\eta}} (L_1, L_2) = \int_0^{\infty} \int_0^{\infty} \frac{\partial^2 g (k_1, k_2)}{\partial k_1 \partial k_2} \exp (-k_1 L_1 - k_2 L_2) \, dk_1 dk_2
$$

(40)

The joint density function $\partial^2 g (k_1, k_2)/\partial k_1 \partial k_2$ can then be modeled, following Sklar’s theorem, as:

$$
\partial^2 g (k_1, k_2)/\partial k_1 \partial k_2 = c \left[ g_1 (k_1), g_2 (k_2) \right] \partial g_1 (k_1)/\partial k_1 \partial g_2 (k_2)/\partial k_2
$$

(41)
where \( c \) is a copula density [16] and 
\[
 g_i(k_i) = \mathbb{P}[\kappa_\eta(\phi) \leq k_i], \quad i = 1, 2 .
\]

This result can also be used to give an insight into the usual concept of correlation. Indeed, it can be shown that the usual "correlation" refers in fact to the assumption of comonotonicity of gas spectra. Comonotonicity [16] means that there exists a wavenumber scale – that defines a “germ” random variable \( g \) - such that any spectrum can be written as a strictly monotonous function of \( g \). In this case, the copula associated with this assumption is the so-called upper Fréchet-Hoeffding bound [16]. The corresponding copula density involves a Dirac Delta function [28]:

\[
\frac{\partial^2 g(k_1, k_2)}{\partial k_1 \partial k_2} = \delta[g_1(k_1) - g_2(k_2)] \frac{\partial g_1(k_1)}{\partial k_1} \frac{\partial g_2(k_2)}{\partial k_2}
\] (42)

If Eq. (42) is put inside Eq. (40), one finds exactly the usual C-k model:

\[
\tau_{12}^{\delta \eta}(L_1, L_2) = \int_0^1 \int_0^1 c(g_1, g_2) \exp[-k_1(g_1)L_1 - k_2(g_2)L_2] \, dg_1 \, dg_2 \\
= \int_0^1 \delta(g_1 - g_2) \exp[-k_1(g_1)L_1 - k_2(g_2)L_2] \, dg_1 \, dg_2 \\
= \int_0^1 \exp[-k_1(g)L_1 - k_2(g)L_2] \, dg_1 \\
= \int_0^1 \exp[-k_1(g)L_1 - k_2(g)L_2] \, dg
\] (43)

Obviously, the present result extends to dimensions higher than 2.

Introducing copula models in usual k-distribution approaches is also likely to provide new possibilities to handle spectral correlations over non-uniform paths, and to improve this approach in cases for which the usual correlation / comonotonicity assumption is known to fail.
5. CONCLUSION

A new approach was presented for radiative heat transfer in uniform and non-uniform gaseous media: the \(l\)-distribution modeling. The mathematical foundations of the model were described. It is mostly based on the fact that band averaged absorptivities are distribution functions of absorption path lengths. As soon as a probabilistic framework is used, several tools from this area can be used: rank transmutation mapping, to extend the \(k\)-moment method to an infinite number of moments of the absorption coefficient; copulas to handle path non-uniformities. Formulating the problem in terms of probabilities mostly provides a convenient way to “summarize” LBL data into compact sets and to extend the approach from uniform to non-uniform situations: this idea is shared by both \(k\)- and \(l\)-distribution models.

The new approach was shown to be in the worst cases as accurate as the usual C-\(k\) model, both in uniform and non-uniform media. Its other advantage is its computational cost that was found to be lower than \(k\)-distribution models. Its main defect is that it requires, in its present form, a large amount of memory space. Additional work is required in order to reduce the size of the databases.

All the codes and databases (C-\(k\), \(l\)-distributions) are available on request for evaluation purpose – contact: frederic.andre@insa-lyon.fr -.
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Figure 1. Rank transmutation mapping functions $Gr$ for various gas temperatures for H$_2$O, molar fraction 0.01, over the 25 cm$^{-1}$ narrow band centered at 3300 cm$^{-1}$.
Figure 2-a. Principle of the ICE scheme for two columns. On this figure, the radiation propagates from left to right.
Figure 2-b. Principle of the ICE scheme for more than 2 columns. On this figure, the radiation propagates from left to right.
Figure 3. Case C1 - Narrow band transmissivity for a uniform 10% CO$_2$ – 20% H$_2$O – 70% N$_2$ mixture calculated by the LBL, C-k and $\ell$-distribution models. Gas temperature is 2000 K and total pressure 1 atmosphere. Total path length is 100 cm.
Figure 4. Case C2 - Narrow band transmissivity for a uniform 15% CO₂ – 30% H₂O – 55% N₂ mixture calculated by the LBL, C-k and t-distribution models. Gas temperature is 2350 K and total pressure 1 atmosphere. Total path length is 50 cm.
Figure 5. Case C3 - Narrow band transmissivity for a non-isothermal 10 % CO₂ – 20 % H₂O – 70 % N₂ mixture calculated by the LBL, C-k and $\varepsilon$-distribution models. Gas temperature is 2000 K in the hot column and 300 K in the cold one. Total pressure is 1 atmosphere. Each isothermal path has a length of 50 cm.
Figure 6. Case C4 - Narrow band intensity for a non-uniform CO$_2$–H$_2$O mixture calculated by the LBL, C-$k$ and $\epsilon$-distribution models. Total pressure is 1 atmosphere. Temperature and species concentrations profiles are Gaussian – see text for details -. Total path length is 80 cm.
Figure 7. Case C5. Turbulence Radiation Interaction. Top: LBL intensity with the mean – time averaged - temperature and species concentration profiles, Time averaged LBL intensity; bottom: ratio to mean LBL intensity for the LBL model with mean field, C-k, C-k7 and $\ell$-distribution models.
APPENDIX A. Short introduction to Archimedean copulas.

It is out of the scope of the present work to provide a comprehensive depiction of copulas’ theory. The interested reader should refer to Ref. [16] for more details on this topic. However, we provide here some general definitions together with some theorems – mostly related to Archimedean copulas - that may be useful to understand the non-uniform approach developed in this work.

A copula in dimension 2: 1/ is a bi-variate cumulative distribution function with uniform marginals; 2/ contains all the information about the dependence structure between sets of random variables. It has the following mathematical properties:

- **P1:** For every \( u \in [0,1] \) and \( v \in [0,1] \), \( C(u,1) = u \) and \( C(1,v) = v \);
- **P2:** For every \( u \in [0,1] \) and \( v \in [0,1] \), \( C(u,0) = C(0,v) = 0 \);
- **P3:** It is 2-increasing - which in our case simply means that \( \frac{\partial^2 C(u,v)}{\partial u \partial v} \geq 0 \).

More general definitions and further details about copulas can be found in Nelsen [16].

Archimedean copulas are among the most popular ones. Many “usual” copula models are from this family: Clayton, Ali-Mikhail-Haq, etc - see for instance Table 4.1 from Ref. [16].

Some useful results about Archimedean copulas are given below.

An Archimedean generator is defined as a strictly decreasing and continuous function \( \psi : [0, +\infty) \rightarrow [0,1] \) that satisfies \( \psi(0) = 1 \) and \( \psi(+\infty) = 0 \). Following this definition, under \( H2 \), the band averaged transmissivity of the gas in any thermophysical state \( \Phi_m \) is an Archimedean generator.

Furthermore, one can notice that transmissivities are completely monotone functions on \( [0, +\infty] \) since for any integer \( n \in \mathbb{N} \),

\[
(-1)^n \frac{\partial^n \tau_m^{\eta}}{\partial L^n} \frac{1}{\Delta \eta} \int [\kappa_\eta(\Phi_m)]^n \exp[-\kappa_\eta(\Phi_m) L] \, d\eta \geq 0.
\]

It can be noticed that complete monotonicity can be used to show that transmissivities are Laplace transforms of some distribution functions - this is known as Bernstein-Widder theorem [30]. This result can be seen as the mathematical foundation of \( k \)-distribution’s theory. This fact was already emphasized in Ref. [5].

Finally, Kimberling showed in Ref. [31] that for any completely monotone, strictly decreasing, continuous function \( \psi : [0, +\infty) \rightarrow [0,1] \) that satisfies \( \psi(0) = 1 \) and \( \psi(+\infty) = 0 \) then, with \( (u,v) \in [0,1]^2 \), \( C(u,v) = \psi(\psi^{-1}(u) + \psi^{-1}(v)) \) is a copula. This results can also be extended to any dimension \( d \geq 2 \).

If we replace \( \psi \) by \( \tau_m^{\eta} \) and compare the result with Eqs. (26-28), we see that the path dependent scaled approximation corresponds rigorously to a dependency model that can be formulated in terms of Archimedean copulas. In this case, \( \tau_m^{\eta} \) plays the role of an Archimedean generator. The extension of this result to higher dimensions using a reference state – see Eq. (33) – arises directly from Kimberling’s theorem.
Finally, it can be noticed that, in survival analysis, Archimedean copulas are strongly connected with so-called Frailty models – see Ref. [32] for details.

Survival Theory (ST) and radiative transfer - and more directly l-distribution modeling - share many similarities. Indeed, the main objective of ST is to study random variables that are time-to-events – for instance, the time taken by an individual before to relieve after taking a given drug. Radiative transfer can be seen as a ST applied to quanta. But in this case, the random variable which is the most relevant is not a time but a distance to event as, for instance, a distance for a quantum emitted by a black wall to be absorbed by the medium. This is thus not really surprising to see concepts from ST appear in Gas Radiation modeling, as the two problems are fundamentally the same.
APPENDIX B. Further details on the Path Dependent Scaling Approximation

The main defect of the scaled-\(k\) approximation is that it does not account for spectral lines that may appear in the spectrum in a given state \(\phi\) but that are not observed in other states. One possible way to handle this problem consists in writing the spectrum in state \(\phi\) as:

\[
\kappa_\eta (\phi) = \kappa_\eta (\phi^{\text{ref}})(\bar{u} + \delta u_\eta)
\]

where \(\phi^{\text{ref}}\) represents a reference state, \(\bar{u}\) some mean ratio between the spectra in the two states and \(\delta u_\eta\) a wavenumber dependent effect that measures the error made by approximating the spectra as truly scaled.

\(\bar{u}\) can be obtained – for instance, as this choice is not unique - at the optically thin limit. This provides the two equations:

\[
\begin{aligned}
\bar{u} &= \frac{k_p (\phi)}{k_p (\phi^{\text{ref}})} \\
\frac{1}{\Delta \eta} \int \kappa_\eta (\phi^{\text{ref}}) \cdot \delta u_\eta \, d\eta &= 0
\end{aligned}
\]

Let us now consider a spectral interval \(\Delta \eta(k) \subset \Delta \eta\) such that for any \(\eta \in \Delta \eta(k)\), \(k \leq \kappa_\eta (\phi^{\text{ref}}) \leq k + dk\) where \(dk\) represents a small interval of \(k\)-values. Then one can write:

\[
\tau^{\Delta \eta(k)}(l) = \frac{1}{\Delta \eta(k)} \int_{\Delta \eta(k)} \exp[-\kappa_\eta (\phi) \cdot l] \, d\eta
\]

\[
= \frac{1}{\Delta \eta(k)} \int_{\Delta \eta(k)} \exp[-\kappa_\eta (\phi^{\text{ref}})(\bar{u} + \delta u_\eta) \cdot l] \, d\eta
\]

\[
= \frac{1}{\Delta \eta(k)} \int_{\Delta \eta(k)} \exp[-k \bar{u} \cdot l] \frac{1}{\Delta \eta(k)} \int_{\Delta \eta(k)} \exp[-k \delta u_\eta (\phi) \cdot l] \, d\eta
\]

or equivalently:

\[
\tau^{\Delta \eta(k)}(l) = \exp[-k R(k, l)]
\]

in which we have introduced the function:

\[
R(k, l) = \bar{u} \cdot l - \frac{1}{k} \ln \left\{ \frac{1}{\Delta \eta(k)} \int_{\Delta \eta(k)} \exp[-k \delta u_\eta (\phi) \cdot l] \, d\eta \right\}
\]

Now, if we assume that the effect of the non-uniformities can be represented as a path dependent scaling function that does not depend on \(\kappa_\eta (\phi^{\text{ref}})\) viz.
\[ \frac{\partial R(k,l)}{\partial k} = 0 \]  

(B.6)

then, any value of the absorption coefficient can be used to define function \( R \). This provides, using for instance the Planck mean absorption coefficient \( k_p(\phi_{\text{ref}}) \) for this purpose:

\[
\begin{align*}
\tau^{\Delta \eta(k)}(l) &= \exp[-k R(k = k_p(\phi_{\text{ref}}), l)] = \exp[-k u(l) l] \\
u(l) &= \frac{R(k = k_p(\phi_{\text{ref}}), l)}{l} = \tilde{u} - \frac{1}{k_p(\phi_{\text{ref}})l} \ln \left\{ \frac{1}{\Delta \eta[k_p(\phi_{\text{ref}})]} \int_{\Delta \eta[k_p(\phi_{\text{ref}})]} \exp[-k_p(\phi_{\text{ref}}) \delta u_\eta(\phi) l] d\eta \right\}
\end{align*}
\]

(B.7)

One can notice that when there is no error – i.e. \( \delta u_\eta = 0 \) – then this approach gives exactly the scaled model.
Appendix C. The Curtis-Godson approximation revisited

The aim of the present Appendix is to show that Eq. (33) is closely related to the Curtis-Godson approximation, frequently encountered within the frame of Statistical Narrow Band models. More details about the “usual” way to introduce this approximation can be found in Ref. [33].

First of all, we will start by assuming that: 1/ there exists a reference state such that any spectrum can be assumed to be path dependent scaled – see the definition in Section 3.2. – with it, 2/ the rank transmutation mapping functions and their inverse – for each thermophysical state - are defined as $Gr(X) = X, Gr^{-1}(X) = X, X \in [0,1]$ . This second assumption simply means that the spectrum follows exactly the assumptions of the SNB model with the Malkmus’ distribution of linestrengths. In this case, the second order $k$-moment model – Eq. (14-b) - is exact.

Following Eq. (33), rewritten in terms of $u$ functions – see for instance Eq. (25) - :

$$
\tau_{1,M}^{\Delta \eta} (L_1, L_2, ..., L_M) = \frac{1}{\Delta \eta} \int \exp \left[ -\kappa_{\eta} \left( \phi_0^{\eta} \right) \sum_{m=1}^{M} \kappa_{\eta} \left( \phi_0^{\eta} \right) \right] d\eta \tag{C.1}
$$

Now, as $Gr(X) = X, Gr^{-1}(X) = X, X \in [0,1]$, we can write over each uniform path $m$ –from Eq. (36) - :

$$
u(L_m) L_m = \Lambda_{ref} \left[ 1 - \tau_{m, (2)}^{\Delta \eta} (L_m) \right] = -\ln \left[ \exp \left[ \frac{\Delta \eta}{k_p \left( \phi_0^{\eta} \right) } \sum_{m=1}^{M} \kappa_{\eta} \left( \phi_0^{\eta} \right) \right] + \frac{\omega_{2} \left( \phi_0^{\eta} \right) }{\omega_{2} \left( \phi_0^{\eta} \right) } \right] \left( \frac{\ln \left[ \frac{\Delta \eta}{k_p \left( \phi_0^{\eta} \right) } \right]}{k_p \left( \phi_0^{\eta} \right) } \right) \tag{C.2}
$$

Eq. (C.2) can then be considered at the optically thin and thick limits to yield – these relationships are obtained by simply using the definition of the transmissivity as given by Eq. (14-b) inside (C.2) - :

- at the optically thin limit:

$$
u(L_m) \approx \frac{k_p \left( \phi_0 \right) }{k_p \left( \phi_0^{\eta} \right) } \tag{C.3}
$$

- at the optically thick limit:

$$
u(L_m) \approx \frac{\beta \left( \phi_0 \right) k_p \left( \phi_0 \right) }{\beta \left( \phi_0^{\eta} \right) k_p \left( \phi_0^{\eta} \right) } \tag{C.4}
$$

that provide, when put inside (C.1), exactly the same equations as used in the Curtis-Godson approximation. Indeed, Eqs. (C.3,C.4) yield:

- at the optically thin limit:

$$
\tau_{1,M}^{\Delta \eta} (L_1, L_2, ..., L_M) \approx \exp \left[ -k_p \left( \phi_0^{\eta} \right) \sum_{m=1}^{M} \kappa_{\eta} \left( \phi_0^{\eta} \right) \right] = \exp \left[ -\sum_{m=1}^{M} k_p \left( \phi_0^{\eta} \right) \right] \tag{C.5}
$$

- at the optically thick limit:

$$
\tau_{1,M}^{\Delta \eta} (L_1, L_2, ..., L_M) \approx \exp \left[ -\frac{\beta \left( \phi_0^{\eta} \right) }{\beta \left( \phi_0^{\eta} \right) } \sum_{m=1}^{M} \kappa_{\eta} \left( \phi_0^{\eta} \right) \right] = \exp \left[ -\frac{\beta \left( \phi_0^{\eta} \right) }{\beta \left( \phi_0^{\eta} \right) } \sum_{m=1}^{M} \kappa_{\eta} \left( \phi_0^{\eta} \right) \right] \tag{C.6}
$$

This allows defining two equivalent – index e - SNB coefficients – this is the main idea behind the Curtis-Godson approximation [1-2,33] -:
\[
\sum_{m=1}^{M} L_m = \sum_{m=1}^{M} k_{p.e} \Phi_m L_m \tag{C.7}
\]
\[
\sum_{m=1}^{M} L_m = \sum_{m=1}^{M} k_{p.e} \beta_m \Phi_m L_m \tag{C.8}
\]

They are the same as those given in Ref. [33].

Notice, from the previous equation, that as soon as equivalent coefficients are defined, all influence of the model on any reference state disappears. This simply means that when \( Gr(X) = X, Gr^{-1}(X) = X, X \in [0,1] \), the reference state does not need to be defined explicitly.

Accordingly, one of the other advantages of \( \ell \)-distribution modeling is, from a pedagogical perspective, to propose a different view on the treatment of non-uniformities which is fully compatible with more usual existing techniques.