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Abstract

The heat and mass transfer in a rarefied gas between its two parallel condensed phases is considered on the basis of linearized and non-linear S-model kinetic equations. The profiles of the macroscopic parameters in the gap between gas-liquid interfaces are obtained for several Knudsen numbers and for the cases of complete and non-complete evaporation and condensation. The linearized Navier-Stokes equations and energy equation, subjected to the temperature and pressure jump boundary conditions, are solved analytically and the expressions for the macroscopic parameters are obtained. The comparison of three approaches allowed us to establish the limit of the application of the linearized approaches in term of the saturation temperature ratio between the condensed phases.

1. Introduction

Evaporation and condensation phenomena are interesting not only from the fundamental point of view, but they are also largely present in various industrial applications. During the evaporation and condensation the liquid-vapor interface is in non-equilibrium state and its detailed modeling requires the use of the molecular based approaches, like the kinetic theory of gases [1] or the molecular dynamics [2]. The adequate description of the evaporation-condensation was in focus of interest from a long time [3], [4], [5], [6], [7], [8], [1]. However, the complete understanding of these phenomena is just far to be completely achieved. In addition, the implementation of the kinetic models or the molecular dynamics based approaches is not so easy for the practical problems. This is why it is also interesting to use the continuum approaches, like the classical Navier-Stokes equations, subjected with the temperature and pressure jumps boundary conditions [9], [10] to simulate the evaporation-condensation problems. Recently the alternative macroscopic approach based on the regularized 13 moments equations [11] was also proposed and applied for the simulation of the evaporation and condensation phenomena.
The main objective of this study is the development of the numerical approach to simulate the behavior of the vapor phase between two parallel liquid-vapor interfaces. Contrarily to the authors of Ref. [8], where the BGK equation is implemented, the linearized and non-linear S-model [12] kinetic equations are solved numerically to simulate the evaporation-condensation phenomena appearing between these two plane condensed phases. The main advantage of the S-model is its capacity to provide the correct Prandtl number, equals to 2/3, for the monatomic gases, which can be important, when the problems involving the vapor flows and the heat flux are considered. In addition, the linearized Navier-Stokes equations and energy equation subjected to the temperature and pressure jumps boundary conditions [9], [10] are also solved analytically and the simple relations are obtained for the profiles of the macroscopic parameters of vapor in the gap between two condensed phases. The influence of evaporation-condensation coefficient on the macroscopic parameters is also analyzed. Comparing the results obtained by three approaches we establish the limit of the applicability of the linearized kinetic equation as well as of the linearized Navier-Stokes equations for the simulation of the evaporation and condensation phenomena.

2. Problem statement

We consider two parallel plane condensed phases at rest, maintained at temperature $T_1$ and $T_2$, on the bottom ($y' = 0$) and top ($y' = H$) interfaces, respectively, $y'$ is the coordinate normal to both condensed phases. Let $p_1$ and $p_2$ be the saturation gas pressures at temperatures $T_1$ and $T_2$, ($T_1 > T_2$), respectively. We investigate here the behavior of the monatomic gas motion caused by evaporation and condensation on the condensed phases, first on the basis of the kinetic theory.

If we consider that the ratios $p_1/p_2$ and $T_1/T_2$ are independent, then the evaporation-condensation problem is completely characterized by three parameters: $p_1/p_2$ and $T_1/T_2$ ratios and by the rarefaction parameter $\delta$. However, in practice, the saturation pressure and temperature are related by the Clausius-Clapeyron equation [13] and therefore cannot take the arbitrary values. In this case the evaporation-condensation problem depends on two parameters only: the slope of $p'(T')$ function and the rarefaction parameter $\delta$. In the following we consider both cases: first the situation when two parameters are independent, and then, the cases of Argon and several other monatomic gases, where the saturation pressure and temperature are related through the Clausius-Clapeyron equation.

The distance $H$ between two interfaces is taken as the characteristic dimension of the problem, so the rarefaction parameter $\delta$ is defined as following:

$$\delta = \frac{H}{\ell},$$

(1)
where $\ell$ is the equivalent mean free path:

$$\ell = \frac{\mu_2 v_2}{p_2}, \quad (2)$$

which is defined using the reference parameters with subscript 2, corresponding to the upper plate. The choice of the parameters related to the upper plate as the reference parameters was done without lost of generality. In Eq. (2) $\mu_2 = \mu(T_2)$ is the dynamic viscosity of the vapor phase

$$\mu(T') = \mu_2 \sqrt{\frac{T'}{T_2}}, \quad (3)$$

$v_2$ is the most probable molecular speed,

$$v(T') = \sqrt{2RT'}, \quad (4)$$

calculated at the temperature $T_2$: $v_2 = v(T_2)$, $R = k_B/m$ is the specific gas constant, $k_B$ is the Boltzmann constant, $m$ is the molecular mass.

3. Modeling based on the kinetic equation

To model the evaporation and condensation phenomena between two parallel condensed phases maintained at different temperatures first the S-model kinetic equation [12] is used. The evaporation-condensation problem between two parallel condensed phases is considered here as steady state and one dimensional in physical space, so the S-model kinetic equation is written as

$$v_y \frac{\partial f}{\partial y'} = v (f^S - f), \quad (5)$$

where $f(y', v)$ is the one particle velocity distribution function, $v = (v_x, v_y, v_z)$ is the molecular velocity vector, $v$ is the collision frequency, $v = p'/\mu$. In the
frame of S-model the equilibrium distribution function \( f^S \) in Eq. (5) is defined as following

\[
\begin{align*}
  f^S(y', v) &= f^M \left[ 1 + \frac{2mVq'}{15n'(y')(k_BT'(y'))^2} \left( \frac{mV^2}{2k_BT'(y')} - \frac{5}{2} \right) \right],
\end{align*}
\]

(6)

here \( T'(y') \) is a gas temperature, \( n'(y') \) is a gas number density, \( u' = (0, u'_y, 0) \) is a bulk velocity vector, \( V = v - u' \) is the peculiar velocity vector, \( q' = (0, q'_y, 0) \) is a heat flux vector, \( f^M \) is the Maxwellian distribution function [14]. The macroscopic parameters are defined as follows:

\[
\begin{align*}
  n'(y') &= \int f(y', v)dv, \quad u'(y') = \frac{1}{n} \int f(y', v)v_ydv, \\
  T'(y') &= \frac{m}{3k_BT'} \int f(y', v)V^2dv, \quad q'(y') = \frac{m}{2} \int f(y', v)V^2(v_y - u'_y)dv.
\end{align*}
\]

(7)

(8)

By integrating Eq. (5) multiplied by \((1, v_y, v_y^2)\) we obtain the integrals expressing the number of molecules, \( y \) component of momentum and energy transported in \( y \) direction per a unit area of a plan, parallel to the condensed phases. The evaporation flow rate, expressed in the number of molecules per time and per surface unit, \( J'_n \), and the evaporation mass flow rate, expressed in kilogram per time and surface units, \( J'_\rho \), are defined as followings:

\[
\begin{align*}
  J'_n &= \int v_yf(y', v)dv, \quad J'_\rho = m \int v_yf(y', v)dv.
\end{align*}
\]

(9)

The second definition of the evaporation mass flow rate is usually provided from the experiments. The energy flux is defined as

\[
J'_E = \int v_yv^2f(y', v)dv.
\]

(10)

The constancy of the integrals \( J'_n \) and \( J'_E \) will be further used to estimate the accuracy of the numerical calculations and for the comparison with the results of Ref. [8].

3.1. Linearized S-model equation

To linearize S-model kinetic equation (5) we assume that deviations between the temperatures of two condensed surfaces and the corresponding saturation pressures are small:

\[
\begin{align*}
  X_P &= \frac{p_1 - p_2}{p_2} \ll 1, \quad X_T = \frac{T_1 - T_2}{T_2} \ll 1.
\end{align*}
\]

(11)

In previous expressions \( X_P \) and \( X_T \) can be related to the thermodynamic forces [15]. As it was mentioned in Section 2, for a given gas the pressure and temperature differences are coupled by the relation

\[
p_1 - p_2 = \beta(T_1 - T_2),
\]

(12)
where $\beta$ is a positive constant corresponding to the slope of the Clausius-Clapeyron curve at $T_2$, so $X_P$ and $X_T$ are not independent quantities. However here we consider two forces separately, to see clearly the impact of each force to the evaporation-condensation process.

For further derivation we introduce the following dimensionless quantities:

$$y = \frac{y'}{H}, \quad c = \frac{v}{v_2}, \quad u = \frac{u'}{v_2}, \quad n = \frac{n'}{n_2}, \quad T = \frac{T'}{T_2}, \quad p = \frac{p'}{p_2}, \quad q = \frac{q'}{p_2v_2}.$$  
(13)

When $X_P$ and $X_T$ are small enough compared to 1 we can linearize the distribution function as following:

$$f = f_0^M (1 + h_P X_P + h_T X_T),$$  
(14)

where $h_P$ and $h_T$ are the perturbation functions, related to the pressure and temperature difference, respectively, $f_0^M$ is the absolute Maxwellian distribution function with the reference number density, $n_2$ and temperature, $T_2$:

$$f_0^M = n_2 \left( \frac{m}{2\pi k_B T_2} \right)^{3/2} \exp(-c^2).$$  
(15)

For the real gases, for any value of $\beta$ we can obtain the solution as a superposition of two functions as

$$h = (\beta h_P + h_T)\Delta T,$$  
(16)

where $\Delta T = T_1 - T_2$. However, as it was mentioned above, we consider here $X_P$ and $X_T$ as independent quantities.

The S-model kinetic equation (5) in its linearized form can be separated into two equations with reference to the thermodynamic forces $X_P$ and $X_T$:

$$c_y \frac{\partial h_i}{\partial y} = \delta \left( \nu_i + 2c_y u_i + \left( c^2 - \frac{5}{2} \right) \left( \tau_i + \frac{4}{15} q_i c_y \right) - h_i \right), \quad i = P, T.$$  
(17)

The macroscopic parameters in Eq. (17) can be calculated through the following relations:

$$n = 1 + \nu_P X_P + \nu_T X_T, \quad u = u_P X_P + u_T X_T,$$  
(18)

$$T = 1 + \tau_P X_P + \tau_T X_T, \quad q = q_P X_P + q_T X_T.$$  
(19)

The dimensionless moments of the distribution function are given as:

$$\nu_i = \frac{1}{\pi^{3/2}} \int \exp(-c^2) h_i \, dc,$$  
(20)

$$u_i = \frac{1}{\pi^{3/2}} \int \exp(-c^2) h_i c_y \, dc,$$  
(21)

$$\tau_i = \frac{1}{\pi^{3/2}} \int \exp(-c^2) h_i \left( \frac{2}{3} c^2 - 1 \right) \, dc,$$  
(22)

$$q_i = \frac{1}{\pi^{3/2}} \int \exp(-c^2) h_i c_y \left( c^2 - \frac{5}{2} \right) \, dc, \quad i = P, T.$$  
(23)
The distribution function of the molecules outgoing from the condensed phases is supposed to be decomposed into two parts [8]: \( \sigma_e \) part of molecules evaporates from the surface with saturation parameters while another part, \( (1 - \sigma_c) \), reflects diffusively from the surface. We assume here that the evaporation \( \sigma_e \) and the condensation \( \sigma_c \) coefficients are equal each to other \( \sigma = \sigma_e = \sigma_c \).

The linearized form of evaporation-condensation boundary conditions reads:
for the bottom surface, \( y = 0 \):
\[
h_P = \sigma + (1 - \sigma) \nu_{Pw}, \quad h_T = \sigma \left( c^2 - \frac{5}{2} \right) + (1 - \sigma) \left[ \left( c^2 - \frac{3}{2} \right) + \nu_{Tw} \right],
\]
and upper surface, \( y = 1 \):
\[
h_P = (1 - \sigma) \nu_{Pw}, \quad h_T = (1 - \sigma) \nu_{Tw},
\]
where these reduced distribution functions read:
\[
\phi_i = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \exp(-c_z^2) h_i dc_z,
\]
\[
\psi_i = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \exp(-c_z^2) \left( c_z^2 - \frac{1}{2} \right) h_i dc_z,
\]
The system of equations (28), (29) with the boundary conditions, Eqs. (24) - (27), is solved by the Discrete Velocity Method (DVM) [17], see Section 4.

3.2. Thermodynamic analysis

The author of Refs. [18], [15] have obtained the Onsager-Casimir reciprocity relation in general form for rarefied gas flows. It was shown [15] that for the case
of evaporation-condensation of a gas between two parallel condensed phases the "fluxes" corresponding to the driving "forces" are defined as follows:

\[ J'_P = n_2 u', \quad J'_T = \frac{1}{k_B T_2} q', \quad (31) \]

where \( u'_y \) and \( q'_y \) do not depend on \( y' \). The thermodynamic fluxes are related to the thermodynamic forces in the matrix form:

\[ \begin{bmatrix} J'_P \\ J'_T \end{bmatrix} = \begin{bmatrix} \Lambda_{PP} & \Lambda_{PT} \\ \Lambda_{TP} & \Lambda_{TT} \end{bmatrix} \times \begin{bmatrix} X_P \\ X_T \end{bmatrix}. \quad (32) \]

In this case, the Onsager-Casimir relation, \( \Lambda_{PT} = \Lambda_{TP} \), yields the coupling between the mass flux caused by temperature drop and the thermal flux caused by the pressure drop \cite{15}.

### 3.3. Non-linear S-model equation

To establish the limit of applicability of linearized S-model kinetic equation to model two condensed surfaces problem we solve numerically the non-linear S-model kinetic equation. By using Eqs. (13) the dimensionless form of Eq. (5) reads:

\[ c_y \frac{\partial f}{\partial y} = \delta n \sqrt{T} \left( f^S - f \right). \quad (33) \]

As for the linearized case, see Section 3.1, we assume that only one part \( \sigma \) of the incident molecules evaporates immediately and \((1 - \sigma)\) part reflects from the surface diffusively. Therefore the dimensionless boundary conditions for the distribution function of the reflected molecules at the liquid-gas interfaces can be written as

\[ y = 0 \quad c_y > 0, \]

\[ f = (\sigma n_{s_1} + (1 - \sigma) n_{r_1}) f^M_1, \quad f^M_1 = \frac{1}{\pi^{3/2}} \frac{p_1}{p_2} \left( \frac{T_2}{T_1} \right)^{5/2} \exp \left( -\frac{T_2}{T_1} c^2 \right). \]

\[ y = 1 \quad c_y < 0, \]

\[ f = (\sigma n_{s_2} + (1 - \sigma) n_{r_2}) f^M_2, \quad f^M_2 = \frac{1}{\pi^{3/2}} \exp (-c^2). \quad (34) \]

Here \( n_{s_i}, \ i = 1, 2 \) is the number density of the saturation vapor near each plane interface, calculated from the equation of state using the values of the saturation temperature and corresponding saturation pressure. The number density \( n_{r_i}, \ i = 1, 2 \), can be calculated from the impermeability condition on the corresponding interface:

\[ n_{r_1} = -2 \sqrt{\pi} \frac{T_1}{T_2} \int_{c_y < 0} c_y f \text{d}c, \quad n_{r_2} = 2 \sqrt{\pi} \int_{c_y > 0} c_y f \text{d}c. \quad (35) \]

To minimize computational efforts, the \( c_z \) variable is eliminated by introducing the reduced distribution functions as in \cite{19}.
4. Numerical technique

To solve numerically both linearized and non-linear S-model kinetic equation the same Discrete Velocity Method (DVM) [19] is used. First, the Discrete Velocity Method is applied to split the continuum \((-\infty, \infty)\) molecular velocity space \(c_x, c_y\) in the governing equation (5) into discrete velocity sets \(c_{x_m}, c_{y_k}\) where \(m, k = -N_c, \ldots, -1, 1, 2, \ldots, N_c\). These velocities, \(c_{x_m}\) and \(c_{y_k}\), are taken to be the roots of the Hermite polynomial of order \(N_c\). Then, the set of \(2N_c\) kinetic equations, corresponding to \(2N_c\) values of discrete velocities, is discretized in space by Finite Difference Method (FDM). In presented here simulations \(N_c\) is taken to be equal to 20, so the number of points in the molecular velocity space is equal to 40 in each direction. The grid-independence is checked with finer grid with \(N_c = 25\) points: the difference in all macroscopic quantities was less than 1%.

The spacial derivatives are approximated by the first-order accurate upwind type scheme, see Ref. [19] for more details. The number of uniformly distributed numerical grid points in physical space, \(N_y\), is equal to 1000. This number of grid points insures the calculation accuracy of 1%. The convergence criterion for iteration process is employed in following form

\[
\min_{i} \left| q_i^{(l+1)} - q_i^{(l)} \right| / \left| q_i^{(l)} \right| \leq \varepsilon,
\]

where \(l\) is the iteration number, \(i = 1, N_y; \varepsilon = 10^{-7}\) is used here.

The described above numerical approach was used to solve the linearized and non-linear S-model kinetic equation for the large range of the rarefaction parameter and for several values of the evaporation coefficients. The obtained results are discussed in Section 6.

5. Solution of the linearized Navier-Stokes equations with the jump boundary conditions

The numerical solution of the model kinetic equation provide very accurate information about the evaporation-condensation process. However, from the practical point of view it is interesting to have the simple and easy to use estimation of the vapor behaviors. Below the analytical solution of the linearized Navier-Stokes equations with the energy equation subjected with the temperature and pressure jump boundary conditions is derived.

For one dimensional in the physical space case, considered here, the linearized Navier-Stokes equations, completed with the energy equations read:

\[
\frac{du'_y}{dy'} = 0, \quad \frac{dp'}{dy'} = 0, \quad \frac{d^2T'}{dy'^2} = 0.
\]

To take into account the evaporation-condensation on the upper and down interfaces, equations (37) have to be subjected to the special boundary conditions [9], [20], [21], [10]. We will use here the most complete form of the boundary
conditions suggested by the authors of Ref. [9] and which relate the temperature and pressure jumps on the liquid-vapor interface, the driving "forces", with the "fluxes", evaporation rate and heat flux through interface. For the down plate this relation between "fluxes" and "forces" reads:

\[
\left( \frac{p_1 - p'_{1}}{p_1} \right) \left( \frac{T_1 - T'}{T_1} \right) = \left[ \begin{array}{cc} a'_{11} & a'_{12} \\ a'_{21} & a'_{22} \end{array} \right] \times \left[ \begin{array}{c} n_1 u' \\ q'/(k_B T_1) \end{array} \right].
\]

(38)

The heat flux in system (38) reads:

\[ q' = -\kappa \frac{dT'}{dy}, \]

(39)

where \( \kappa \) is the thermal conductivity coefficient, which can be calculated as:

\[ \kappa = \frac{\gamma}{\gamma - 1} \frac{1}{Pr} \mathcal{R} \mu, \]

(40)

where \( \gamma \) is the heat capacity ratio, \( Pr \) is the Prandtl number. For the monatomic gas considered here, \( \gamma = 5/3 \) and \( Pr = 2/3 \).

The matrix in Eq. (38) is the inverse Onsager matrix, so it is symmetric and \( a'_{12} = a'_{21} \). For further derivation it is convenient to introduce the reduced form:

\[ a_{ij} = a'_{ij}/(n_1 v_1) \]

(41)

The values of these coefficients were calculated in Refs. [9], [20], [21], [10] for the monatomic gases and for the case of the diffuse reflection of the molecules which do not condense on the surface:

\[ a_{11} = 2\sqrt{\frac{\pi}{\sigma}} - 1.4195228, \quad a_{12} = a_{21} = 0.446658, \quad a_{22} = 1.0422028. \]

(42)

It is worth to note that only \( a_{11} \) coefficient depends on the evaporation coefficient \( \sigma \).

In our case of the evaporation-condensation between two parallel condensed surfaces maintained at different temperatures the boundary conditions, Eqs. (38), are write as following:

for the bottom condensed surface \( y = 0 \):

\[ p' = p_1 \left( 1 - a_{11} \frac{u'}{v_1} - a_{12} \frac{q'}{v_1 p_1} \right), \quad T' = T_1 \left( 1 - a_{21} \frac{u'}{v_1} - a_{22} \frac{q'}{v_1 p_1} \right), \]

(43)

for the upper condensed surface \( y = 1 \):

\[ p' = p_2 \left( 1 + a_{11} \frac{u'}{v_2} + a_{12} \frac{q'}{v_2 p_2} \right), \quad T' = T_2 \left( 1 + a_{21} \frac{u'}{v_2} + a_{22} \frac{q'}{v_2 p_2} \right), \]

(44)

Taking into account the conditions of the smallness of the pressure and temperature gradients, Eqs. (11), linearized system of the Navier-Stokes equations
(37) with the boundary conditions (43), (44) was solved analytically. The analytical dimensionless expressions read:

\[ T(y) = Ay + B, \]  
(45)\\
\[ A = \frac{a_{12}}{a_{11}} CX_p - CX_T, \quad B = 1 - \frac{a_{12}}{2a_{11}} CX_p - \left(1 + \frac{\eta}{2\delta} M\right) CX_T, \]  
(46)\\
\[ p = 1 + \frac{1}{2} X_P, \]  
(47)\\
\[ u = \left(\frac{1}{2a_{11}} + \frac{a_{22}}{a_{11}} \frac{\eta}{2\delta}\right) CX_P - \frac{a_{12}}{a_{11}} \frac{\eta}{2\delta} CX_T, \]  
(48)\\
\[ q = -\frac{a_{12}}{a_{11}} \frac{\eta}{2\delta} CX_P + \frac{\eta}{2\delta} CX_T, \]  
(49)\\
\[ J_n = u, \]  
(50)\\
\[ \eta = \frac{\gamma - 1}{\gamma - 1 Pr}, \quad M = a_{22} - \frac{a_{12}}{a_{11}}, \quad C = \left(1 + \frac{\eta}{\delta} M\right)^{-1}. \]  
(51)

From the analysis of analytical solutions, Eqs. (45) - (49), it is clear that the temperature profile is linear while the evaporation velocity, pressure and heat flux in the gap are constant. The form of the analytical solutions is analogous to the form of Eqs.(18), where the temperature, velocity and heat flux are split into two parts: one part related to the pressure gradient and the second one related to the temperature gradient. In Section 6 both solutions: the analytical expressions, Eqs. (45) - (49), and the numerical solutions of the linearized S-model equation are compared in their separated (according to the corresponding gradients) form.

It is worth to note that the Onsager-Casimir relation leads here to the equality between the mass flux caused by the temperature drop \( u_T \) and the thermal flux caused by the pressure drop \( q_P \) [15]:

\[ u_T = q_P, \]  
(52)

see analytical expressions, Eqs. (48), (49).

From the boundary conditions on the down plate, Eqs. (43), we can see that the temperature jump on the liquid-vapor interface depends on both evaporation velocity and heat flux. According to Eqs. (43) the temperature of the gas over an evaporating surface is lower than that of the condensed phase [21]. Because of this temperature drop the "negative temperature gradient" phenomenon is observed when the rate of evaporation (or \( X_P/X_T \)) is sufficiently large [6], [21]. However, when \( X_P/X_T \) is very small, the mass flow rate is directed from the colder to the hotter condensed phase. This situation was observed in several recent measurements, see [22], [23], [24]. However in all these papers the positive temperature jump the vapor temperature is higher as that of the liquid phase, was observed while the linearized approach predicts the negative one.
6. Results and discussion

We present the results in following manner. First, the results obtained numerically from the linearized S-model kinetic equation and the analytical solution of the linearized Navier-Stokes equations subjected to the jumps boundary conditions are considered in order to show the limits of the applicability of this analytical solution in terms of the rarefaction parameter. The cases of complete and non-complete evaporation-condensation are also presented and compared. Then, the linearized and non-linear numerical solutions of the S-model kinetic equation are compared to show the limits of the linearized approach application. Finally, the numerical solutions obtained from the S-model kinetic equation are compared with those giving by the BGK model in linearized and non-linear formulations.

6.1. Linearized approaches, complete evaporation

In this Section we will present the results obtained from the numerical solution of the linearized S-model kinetic equation and the analytical solution of the linearized Navier-Stokes equations completed by the pressure and temperature jump boundary conditions. Both solutions are determined only by two parameters: the gas rarefaction $\delta$ and the evaporation-condensation coefficient $\sigma$. Figure 2 shows the variations of the macroscopic vapor parameters: dimensionless number density and temperature in the gap between two condensed phases, obtained from the numerical solution of the linearized S-model equation. The case of the complete evaporation-condensation is considered, $\sigma = 1$, for four values of the rarefaction parameter: $\delta = 0.1, 1, 10$ and $100$. The macroscopic parameters are separated into two parts: one part due to the pressure gradient (subscript $P$) and another one due to the temperature gradient (subscript $T$), so we consider here these two gradients to be independent. From Figure 2 we can see that both dimensionless number density and temperature vary quasi linearly in the gap. The profiles of the number density, related to the pressure gradient, $\nu_P$, are almost coincide for the values of the rarefaction parameter $\delta = 1, 10$ and $100$, while the profiles of the number density variation due to the temperature gradient, $\nu_T$, are different for different values of the rarefaction parameter. The profiles of the dimensionless temperatures, $\tau_P$ and $\tau_T$, show the "mirror" behavior in the gap: $\tau_P$ increases while $\tau_T$ decreases from down to upper condensed phases.

The evaporation velocity and the heat flux are constant in the gap, so their average over the gap values for different gas rarefaction are presented in Table 1. It is to note that the gas velocity generated by temperature gradient, $u_T$, is oriented in the direction opposite to the evaporation flow generated by the pressure gradient, $u_P$. In addition, the values of $u_T$ velocity is much lower than that of $u_P$ velocity, especially in the case of large value of rarefaction parameter, $\delta = 100$. In this regime, the evaporation rate is engendered essentially by the pressure gradient. The evaporation velocities, $u_P$ and $|u_T|$, decrease with rarefaction parameter increases.
<table>
<thead>
<tr>
<th>δ</th>
<th>1</th>
<th>10</th>
<th>100</th>
<th>1</th>
<th>10</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>u_P</td>
<td>0.2578</td>
<td>0.2408</td>
<td>0.2356</td>
<td>0.2526</td>
<td>0.2406</td>
<td>0.2361</td>
</tr>
<tr>
<td>u_T</td>
<td>-0.0911</td>
<td>-0.0290</td>
<td>-0.0038</td>
<td>-0.0862</td>
<td>-0.0290</td>
<td>-0.0038</td>
</tr>
<tr>
<td>q_T</td>
<td>0.4327</td>
<td>0.1385</td>
<td>0.0181</td>
<td>0.4114</td>
<td>0.1383</td>
<td>0.0181</td>
</tr>
</tbody>
</table>

Table 1: Macroscopic parameters obtained from the numerical solution of the linearized S-model kinetic equation and the analytical solution of the Navier-Stokes equations with the jump boundary conditions for different values of the rarefaction parameter δ and for complete evaporation, σ = 1.

It can be seen from Table 1 that the heat flux generated by the temperature gradient, q_T, is positive and directed from the hot bottom plate to the cold upper plate, while the heat flux generated by the pressure gradient, q_P, has the opposite sign and is much smaller in absolute value. The values of the heat flux related to the pressure gradient, q_P, are not provided in Table 1, because their values can be found from the Onsager-Casimir reciprocity relations q_P = u_T, see Eq. (52). Both heat fluxes, |q_P| and q_T, decrease with δ increasing, see Table 1.

By analyzing the results provided in Table 1 one can conclude that the difference between the analytical solution of the linearized Navier-Stokes equations subjected by the jump boundary conditions and the numerical solution of the S-model kinetic equation is very small. The difference between both solutions for δ = 10 is of the order of 0.1%. For larger value of the rarefaction parameter, δ = 1, this difference keeps surprisingly small, around 5%. Therefore, analytical expressions, Eqs. (45) - (49), can be used for estimation of the evaporation rate with a good accuracy up to δ = 10.

6.2. Linearized approaches, non-complete evaporation

Two approaches, the numerical solution of the S-model kinetic equation and the analytical solution of the Navier-Stokes equations subjected to the jump boundary conditions, are analyzed now for the case of non-complete evaporation. The cases of σ = 0.2, 0.5, 0.8 and 1 are considered. Figure 3 shows the influence of the non-complete evaporation-condensation on the macroscopic profiles of the number density and temperature, obtained from the numerical solution of the linearized S-model kinetic equation. The results for four values of the evaporation coefficient, σ = 0.2, 0.5, 0.8 and 1, are presented on Fig. 3 for rarefaction parameter δ = 10. It is worth to note that the profiles of the number density and temperature, caused by the temperature gradient, ν_T and τ_T, are independent from the evaporation coefficient, so they depend only on the temperature gradient between the condensed surfaces.

As it was mentioned above, the evaporation velocity and the heat flux are constant in the gap, so their averaged over the gap values, obtained from the numerical solution of the linearized S-model kinetic equation and the analytical solution of the linearized Navier-Stokes equations, Eqs. (45) - (49), are presented in Table 2 for the case of non-complete evaporation, σ = 0.5, and different
values of the rarefaction parameter $\delta$. Comparing the values of the evaporation velocity, provided in Tables 1 and 2 one can conclude that the decrease in the evaporation coefficient decreases the absolute value of both evaporation velocities. The heat flux caused by temperature gradient, $q_T$, remains practically the same with $\sigma$ decreases, while the values of the heat flux caused by pressure gradient, $q_P = u_T$, see Table 2, decrease in approximately two times when the evaporation coefficient reduces from 1 to 0.5, see also Table 1. This behavior of the heat flux is in agreement with the temperature behaviors, presented on Fig. 3: temperature $\tau_T$, due to the temperature gradient, remains the same when the evaporation coefficient changes. It is worth to note that as for the case of the complete evaporation, the agreement between numerical solution of the linearized S-model kinetic equation and the analytical solution of the Navier-Stokes equation is very good: the difference between both solutions for $\delta = 10$ is of the order of 1%.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>S-model</th>
<th>Navier-Stokes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$u_P$</td>
<td>0.0912</td>
</tr>
<tr>
<td></td>
<td>$u_T$</td>
<td>-0.0322</td>
</tr>
<tr>
<td></td>
<td>$q_T$</td>
<td>0.4119</td>
</tr>
</tbody>
</table>

Table 2: Macroscopic parameters obtained from the numerical solution of the linearized S-model kinetic equation and the analytical solution of the Navier-Stokes equations with the jump boundary conditions for different values of the rarefaction parameter $\delta$ and for non-complete evaporation, $\sigma = 0.5$.

6.3. Comparison of the BGK and S-model numerical solutions

As it was underlined in the Introduction, the S-model is chosen here because it provides the correct Prandtl number, equal to 2/3 for monatomic gases, contrary to the BGK model, for which the Prandtl number is equal to 1. In this Section both linear and non-linear BGK and S-model solutions are compared to see the influence of the applied models on the macroscopic profiles.

First, the numerical solutions of the linearized BGK and S-model equations are shown on Fig. 4 for the case of weak evaporation and condensation, $T_1/T_2 = 1.001$, $p_1/p_2 = 1.01$ and for the large value of the rarefaction parameter, $\delta = 250$. It can be seen from Fig. 4 that both linearized solutions are in good agreement, except for the heat flux profiles, as expected. However, the heat flux profiles obtained by the linearized S-model equation and linearized Navier-Stokes equations coincide, because both models have the same Prandtl number.

Let us compare now the solutions of the non-linear BGK and S-model equations. Tables 3 and 4 provide the numerical values of the dimensionless evaporation rate, Eq. (9), $J_n/(n_2v_2)$ and energy flux, Eq. (10), $J_E/(p_2v_2)$. Both quantities are obtained by integration of the kinetic equation, Eq. (5), and show the conservation of momentum and energy. Both quantities are independent from the type of the kinetic model and show the reliability of applied numerical methods to obtain the numerical solutions. The temperature and pressure
ratios were chosen according to Ref. [8]. As it is clear from Tables 3 and 4 very good agreement was found between the presented here results (BGK and S-model) and the BGK results from Ref. [8] for the dimensionless evaporation rate, \( J_n \) and energy flux \( J_E \). The difference between three solutions is of the order of 1%.

The profiles of the macroscopic parameters, obtained from the numerical solution of the BGK and S-model equations are however slightly different, especially, as it was expected, the profiles of heat flux, which was also observed when comparing the linearized versions of both models. Figure 5 illustrates this difference in the macroscopic profiles of the evaporation velocity and heat flux in the gap between condensed phases. The comparison with the measurements are needed to conclude definitively about the advantages of one or other models.

### Table 3: Dimensionless evaporation rate \( J_n \)

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>( T_H/T_C = 1.01 )</th>
<th>( P_H/P_C = 1.02 )</th>
<th>( P_H/P_C = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>BGK</td>
<td>S-mod</td>
<td>BGK [8]</td>
<td>BGK</td>
</tr>
<tr>
<td>0.090</td>
<td>0.00421</td>
<td>0.00420</td>
<td>0.00421</td>
</tr>
<tr>
<td>0.903</td>
<td>0.00427</td>
<td>0.00422</td>
<td>0.00422</td>
</tr>
<tr>
<td>9.027</td>
<td>0.00454</td>
<td>0.00450</td>
<td>0.00457</td>
</tr>
</tbody>
</table>

### Table 4: Dimensionless energy flux \( J_E \)

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>( T_H/T_C = 1.01 )</th>
<th>( P_H/P_C = 1.02 )</th>
<th>( P_H/P_C = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>BGK</td>
<td>S-mod</td>
<td>BGK [8]</td>
<td>BGK</td>
</tr>
<tr>
<td>0.090</td>
<td>0.01395</td>
<td>0.01397</td>
<td>0.01391</td>
</tr>
<tr>
<td>0.903</td>
<td>0.01308</td>
<td>0.01320</td>
<td>0.01296</td>
</tr>
<tr>
<td>9.027</td>
<td>0.01206</td>
<td>0.01217</td>
<td>0.01201</td>
</tr>
</tbody>
</table>

### 6.4. Evaporation-condensation of Argon

In this Section we establish the applicability domain of the linearized S-model kinetic equation and of the analytical expressions (45) - (49). Contrarily to the linearized equation, to solve the non-linear S-model equation we need to fix the pressure and temperature ratios between two condensed surfaces. Usually the authors [8] consider the variations of the saturation temperature and pressure independently, but here we consider more realistic case.

The S-model kinetic equation describes the behavior of the monatomic gases. Therefore, we fixed three temperature ratios, \( T_1/T_2 = 1.001, 1.01 \) and 1.05 and estimated the corresponding saturation pressures for some monatomic gases, taking into account the Clayperon-Clausius equation [26]. The fixed temperature ratios of two condensed phases, \( T_1/T_2 = 1.001, 1.01 \) and 1.05, lead to corresponding pressure ratios \( p_1/p_2 = 1.01, 1.1, 1.55 \) for Krypton, starting with
temperature 120K, to pressure ratios $p_1/p_2 = 1.01, 1.1, 1.57$ for Argon, if we start with the temperature $T_2 = 84K$ and to pressure ratios $p_1/p_2 = 1.004, 1.04, 1.2$ for Helium. Some approximative tendency is so deduced: the increase of saturation temperature in 1% causes the increase of saturation pressure in approximately 10%. Therefore, the three sets of saturation parameters are chosen to solve numerically the non-linear S-model kinetic equation: $T_1/T_2 = 1.001, 1.01, 1.05$ and $p_1/p_2 = 1.01, 1.1, 1.5$ (see also two first lines in Table 5) to analyze the eventual limits of application for the linearized models.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$T_1/T_2 = 1.001$</th>
<th>1.01</th>
<th>1.05</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lin S</td>
<td>Lin NS</td>
<td>Non-l S</td>
</tr>
<tr>
<td>1</td>
<td>0.00250</td>
<td>0.00245</td>
<td>0.00248</td>
</tr>
<tr>
<td>10</td>
<td>0.00239</td>
<td>0.00238</td>
<td>0.00237</td>
</tr>
<tr>
<td>100</td>
<td>0.00236</td>
<td>0.00236</td>
<td>0.00235</td>
</tr>
</tbody>
</table>

Table 5: Dimensionless evaporation rate $J_n$ obtained by: the numerical solution of the linearized S-model kinetic equation (Lin S), the analytical expression Eq.(50), (Lin NS), and the numerical solution of the non-linear S-model kinetic equation (Non-l S).

Table 5 provides the values of dimensionless evaporation rate, $J_n$, obtained by: numerical solution of the linearized S-model kinetic equation, analytical expression, Eq.(50), and numerical solution of the non-linear S-model kinetic equation. By comparing the results obtained from these three approaches it is clear that for two first pairs of saturation temperature/pressure values all the approaches gives very similar results. The difference between two linearized approaches does not exceed 0.2%. It is to note that the values of analytical solution of the linearized Navier-Stokes equations are provided in Table 5 also for $\delta = 1$, even if theoretically this approach is not valid for $\delta < 10$. But for given conditions the good agreement was found between all three approaches also for $\delta = 1$. However, the difference between numerical solutions of the linearized and non-linear S-model kinetic equations becomes of the order of 4.6% for the temperature ratio 1.01 and this difference increases up to 20%, when the saturation temperature ratio increases up to 1.05. In the same time the agreement between two linearized approaches remains very good, of the order of 1% even for relatively large temperature ratio of 1.05. From the presented analysis, we can conclude that the linearized approaches work well for the real monatomic gases, i.e. taking into account their respective Clausius-Clayperon relations, only up to very small temperature ratio of the order of 1%, and therefore for the larger temperature ratios the non-linear approaches have to be applied.

The general tendency of the evaporation rate behavior can be derived by analyzing the results from Table 5: the evaporation rate decreases slightly when the rarefaction parameter increases for the fixed saturation temperature/pressure ratios. The evaporation rate increases more than in 10 times when the saturation temperature ratio increases in 10 times, this tendency of the proportionality
remains up to temperature ratio equal to 1.05.

The numerical solutions of the linearized and non-linear S-model equations and the analytical solution of the linearized Navier-Stokes equations subjected to the pressure and temperature jumps boundary conditions, Eqs. (45) - (49), are presented on Figs. 6 - 9 for two values of the rarefaction parameter $\delta = 10$ and 100, for the case of the complete evaporation, $\sigma = 1$, and for three values of the saturation temperature/pressure ratios, presented in Table 5. The macroscopic profiles of the temperature, pressure, evaporation velocity and heat flux in the gap are provided.

It is seen from these Figures that all the temperature and pressure profiles for two temperature ratios $T_1/T_2 = 1.001$ and 1.01 practically coincide for two values of the rarefaction parameter, $\delta = 10$ and 100, except, the case, shown on Fig. 8(c), where the temperature profile becomes non-linear, in agreement with the findings of Ref. [8]. In this case, the maximum of the temperature/pressure ratio is smaller than the rarefaction parameter and the linearized solutions do not coincide with the non-linear one, even if the deviations of the macroscopic parameters from their equilibrium state is small enough and normally the linearized theory should work.

With further saturation temperature increasing, up to $T_1/T_2 = 1.05$, the temperature profiles, provided by the non-linear S-model equation, start to deviate from the linear ones for both value of $\delta$, while the pressure profiles keep their shape and only absolute values of pressure change. The profiles of the evaporation velocity and of the heat flux differ from those provided by the linearized approaches even for small temperature ratio. For larger temperature ratios, $T_1/T_2 = 1.01$ and 1.05, the behaviors of the linearized and nonlinear models differ not only quantitatively, but also qualitatively. Especially it is clearly seen near the liquid boundaries for heat flux distributions, Figs. 7 and 9 and for temperature distributions, Figs. 6 and 8. The pressure profiles, obtained from all models and for all considered rarefaction levels, have the same qualitative behavior: fully coincide for $T_1/T_2 = 1.001$ and have a difference in 2% for $T_1/T_2 = 1.05$.

It is to note that the analytical solution of the linearized Navier-Stokes equations, even subjected with the temperature and pressure jump boundary conditions, cannot provide the correct profiles of the macroscopic parameters inside thin layer near condensed phases, the Knudsen layer, see the temperature, evaporation velocity and heat flux profiles. Even for very small pressure and temperature ratios, 1% and 0.1%, respectively, the profiles given by the analytical solutions are different, see Figs. 6 - 9 (a) and (b). However, the analytical results provide acceptable accuracy of the macroscopic parameters outside of the Knudsen layer up to temperature ratio $T_1/T_2 = 1.01$ and can be used for rough estimations.

An interesting remark can be done concerning the limits of validity of the linearized approach: the consideration of the evaporation and condensation phenomena reduces considerably this limit. It was found in [27] that the heat flux between two parallel solid plates, obtained from the numerical solution of the non-linear S-model equation, still keeps its linear behavior up to temperature
ratio equal to $T_1/T_2 \approx 3$, which is much larger compared to the limit found in present analysis.

It is worth to note that the "inversion of the temperature gradient", mentioned for the first time in Refs. [6], [7], is observed in the gap for all considered here cases. With the temperature gradient inversion the temperature near the hotter condensed surface becomes lower than that near the colder one. This phenomenon is obtained in numerical simulations, when the ratio between the pressure and temperature differences, $X_P/X_T$ becomes larger than 4.772337 [21]. Here this criterion is satisfied for all calculated cases, so the vapor temperature is larger near the colder condensed surface, see Figs. 6 and 8.

7. Conclusion

The linearized and non-linear S-model equations are solved for different values of the rarefaction parameters and several saturation pressures and temperatures ratios. The case of the non-complete evaporation-condensation is also considered. The comparison between the BGK and S-model numerical solutions shows the difference only in the heat flux profiles while the other macroscopic parameters have not been impacted by the model changing. The analytical solution of the linearized Navier-Stokes equations completed by the pressure and temperature jumps boundary conditions is obtained. The numerical solutions of the linearized and non-linear kinetic equations are compared together and with the analytical solutions of the continuum equations. It was found that the analytical solutions of the Navier-Stokes equations provide the excellent agreement with the numerical solutions of the linearized BGK and S-model kinetic equations up to rarefaction parameter equal to 10, in the case of complete and non-complete evaporation-condensation. The case of the real relations between saturation temperature/pressure for some monatomic gases are considered and it was found that the linearized approaches give satisfactory results only for the temperature deviation between condensed phases of the order of 1%, but for the larger saturation temperature ratio the non-linear approach has to be applied.
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Figure 2: Numerical solution of the linearized S-model equation: the variations of macroscopic quantities, dimensionless number density and temperature, both separated in two parts: due to the pressure gradient (with superscript $P$, (a) and (c)) and due to the temperature gradient (with superscript $T$, (b) and (c)) in the gap between two condensed phases for different values of the rarefaction parameter $\delta$ and for the case of the complete evaporation, $\sigma = 1$. 
Figure 3: Numerical solution of the linearized S-model equation: the variations of macroscopic quantities, dimensionless number density and temperature, both separated in two parts: due to the pressure gradient (with superscript $P$, (a) and (c)) and due to the temperature gradient (with superscript $T$, (b) and (c)) in the gap between two condensed phases for different values of the evaporation coefficient and for the rarefaction parameter $\delta = 10$. 
Figure 4: Temperature (a) and pressure (b), obtained from the numerical solution of linearized BGK and S-model equations, and non-linear S-model equation, $T_1/T_2 = 1.001, p_1/p_2 = 1.01, \delta = 250$.

Figure 5: Evaporation velocity (a) and heat flux (b), obtained from the numerical solution of non-linear BGK and S-model equations, $T_1/T_2 = 1.2, p_1/p_2 = 2, \delta = 0.903$. 
Figure 6: Comparison of three results for $\delta = 10$ and complete evaporation, $\sigma = 1$: the numerical solution of the linearized S-model kinetic equation, the analytical solution of the linearized Navier-Stokes equations with the temperature and pressure jumps boundary conditions and the numerical solution of the non-linear S-model kinetic equation. The temperature and pressure profiles in the gap are compared for three sets of saturation temperature and pressure ratios: (a), (b) $T_1/T_2 = 1.001, p_1/p_2 = 1.01$, (c), (d) $T_1/T_2 = 1.01, p_1/p_2 = 1.1$, (e), (f) $T_1/T_2 = 1.05, p_1/p_2 = 1.5$. 

*Note:* The figures show temperature ($T$) and pressure ($P$) profiles for different sets of temperature and pressure ratios. The y-axis represents the position along the gap, and the x-axis represents the dimensionless variables $T$ and $P$. The graphs indicate the comparison between the analytical and numerical solutions for the linearized S-model and the linearized Navier-Stokes equations.
Figure 7: Comparison of three results for $\delta = 10$ and complete evaporation $\sigma = 1$: the numerical solution of the linearized S-model kinetic equation, the analytical solution of the linearized Navier-Stokes equations with the temperature and pressure jumps boundary conditions and the numerical solution of the non-linear S-model kinetic equation. The evaporation velocity and the heat flux profiles in the gap are compared for three sets of saturation temperature and pressure ratios: (a), (b) $T_1/T_2 = 1.001, p_1/p_2 = 1.01$, (c), (d) $T_1/T_2 = 1.01, p_1/p_2 = 1.1$, (e), (f) $T_1/T_2 = 1.05, p_1/p_2 = 1.5$. 
Figure 8: Comparison of three results for $\delta = 100$ and complete evaporation $\sigma = 1$: the numerical solution of the linearized S-model kinetic equation, the analytical solution of the linearized Navier-Stokes equations with the temperature and pressure jumps boundary conditions and the numerical solution of the non-linear S-model kinetic equation. The temperature and pressure profiles in the gap are compared for three sets of saturation temperature and pressure ratios: (a), (b) $T_1/T_2 = 1.001, p_1/p_2 = 1.01$, (c), (d) $T_1/T_2 = 1.01, p_1/p_2 = 1.1$, (e), (f) $T_1/T_2 = 1.05, p_1/p_2 = 1.5$. 
Figure 9: Comparison of three results for $\delta = 100$ and complete evaporation $\sigma = 1$: the numerical solution of the linearized S-model kinetic equation, the analytical solution of the linearized Navier-Stokes equations with the temperature and pressure jumps boundary conditions and the numerical solution of the non-linear S-model kinetic equation. The evaporation velocity and heat flux profiles in the gap are compared for three sets of saturation temperature and pressure ratios: (a), (b) $T_1/T_2 = 1.001, p_1/p_2 = 1.01$, (c), (d) $T_1/T_2 = 1.01, p_1/p_2 = 1.1$; (e), (f) $T_1/T_2 = 1.05, p_1/p_2 = 1.5$. 
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