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A parallel non-invasive mixed domain decomposition - Implementation and applications to mechanical assemblies

Paul Oumaziz\textsuperscript{1,2}, Pierre Gosselet\textsuperscript{2}, Pierre-Alain Boucard\textsuperscript{2}, Stéphane Guinard\textsuperscript{3}

Abstract

This paper proposes to confront a mixed domain decomposition method with industrial computations, in particular the simulation of quasi-static assemblies with frictional contact between the parts. The method is implemented in a non-invasive manner around an industrial finite element software. The performance of the algorithm is studied on industrial assemblies.

1 Introduction

It is a truism to say that industrialists are eager to conduct reliable simulations of their structures and therefore they need robust computational methods capable of handling models constituted by large amounts of degrees of freedom and involving complex nonlinear phenomena.

Domain decomposition methods (DDM) are a natural way to distribute the computational load on several cores. They also offer a framework where efficient iterative solvers can be implemented. In particular recent progress made it possible to design solvers with controlled convergence rate for linear symmetric positive definite systems for many DDM: see for instance \cite{1} for overlapping methods, \cite{2} for FETI and BDD methods, \cite{3,4,5} for FETI-DP and BDDC; also multipreconditioning proved to be an efficient alternative \cite{6} with possible application in more general contexts \cite{7}.

This paper focuses on problems involving frictionous contact between parts in small strain. Such a situation corresponds in particular to assemblies modeled at the scale of the connector (bolt....). For the domain decomposition simulation, a first possibility is to somehow decouple the contact from the domain decomposition by dealing with the contact inside subdomains, this was done in the alternate Schwarz case \cite{8} or with the Balancing Domain Decomposition \cite{9}. In the view of dealing with assemblies, it seems more natural to aim at non-overlapping DDM able to deal with contact at the interfaces between subdomains. In this context, an important body of work is constituted by the contributions of Dostal and co-workers around the FETI(DP) method \cite{10,11,12,13}, where the contact problem is rephrased as a constrained minimization problem dealt with a projected Krylov solver enriched by an efficient subdomain-based preconditioner and adapted coarse space. The alternative investigated in this paper is the Latin method \cite{14}, which in the DDM language can be viewed as a non-overlapping optimized Schwarz method \cite{15,16}, with dedicated treatment of the interface in order to insert complex mechanical behaviors.

Because they involve new practices and also because they require deep modification of the source code, DDM have not been massively adopted in commercial finite element software. In order to alleviate the latter problem, non-invasive implementations have been proposed, in particular since python driving of most software is possible. These implementations permit to demonstrate the methods on industrial problems and to exploit computational clusters, at the cost of reduced performance compared to true HPC implementations.

As an example, the global/local coupling \cite{17,18,19,20} brings accuracy to the method of submodeling which is very popular amongst industrialists. It was applied as a complete solver in \cite{21}. In fact the global/local coupling can be
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viewed as a particular non-overlapping Schwarz method where the Robin condition is managed by a coarse representation of the domain \[22\]. This idea was exploited in \[23\] for the non-invasive implementation of the Latin method, the Robin conditions being simulated through the addition of elements on the interfaces of subdomains. In \[24\], the extensibility of the non-invasive Latin method was studied by using the framework of \[25\].

In this paper, we propose to demonstrate the efficiency of the non-invasive Latin method of \[23, 24\] with semi-industrial applications. Here semi-industrial refers to the fact that extremely fine models that would require HPC are out of the reach of our implementation. We restrict our study to infinitesimal strain and we make use of conforming meshes. Note that the Latin method can naturally be coupled with the mortar approach \[26, 27\] in order to handle non-conforming interfaces, see \[25\] for instance.

The paper is organized as follows: Section 2 presents the non-invasive Latin method; Section 3 explains the parallel implementation; finally Section 4 illustrates the implementation with several semi-industrial simulations involving many frictionous contact surfaces.

2 The substructured reference problem

We consider a family of non-overlapping subdomains \((\Omega_E)_{E \in \{1, N\}}\) of \(\mathbb{R}^3\) under quasi-static isotherm evolution and small perturbation assumptions. The subdomains are assumed to be made out of isotropic linear elastic material. Classical Lagrange conforming finite elements are used to approximate the subdomains’ displacement field. For subdomain \(\Omega_E\), we let \(K_E\) be the stiffness matrix, \(u_E\) be the vector of nodal displacement, \(f_{dE}\) be the generalized forces associated to the given loads. We suppose that the degrees of freedom submitted to Dirichlet boundary conditions are treated by elimination.

![Figure 1: Force and displacement fields defined on the edges of the subdomains](image)

Subdomain \(\Omega_E\) interacts with its neighbor \(\Omega_{E'}\) through the interface \(\Gamma_{EE'} = \partial \Omega_E \cap \partial \Omega_{E'}\) (Figure 1). The interface \(\Gamma_{EE'}\) is granted its own finite element discretization, and displacements and force distributions associated with its parent subdomains are defined: \((w_{EE'}, w_{E'E})\) and \((f_{EE'}, f_{E'E})\). These fields are connected to the subdomains by trace relations materialized by the operator \(N_{EE'}\). We note \(\mathcal{E}\) the set of all subdomains and \(\mathcal{G}\) the set of all interfaces.

To describe complex load sequences and to handle the dependency of the solution with respect to history, a pseudo-time is used. Thus nodal velocities \((\dot{w}_{EE'}, \dot{u}_E)\) are introduced with dot notations. These velocities are simply linked with displacement distributions through a backward Euler integration. If needed, the time step is indicated by a superscript. Typically:

\[
\mathbf{u}_E^{t+\Delta t} = \frac{\mathbf{u}_E^{t+\Delta t} - \mathbf{u}_E^t}{\Delta t}
\]
We use concatenated operators in order to easily manage many interfaces:

\[
\begin{align*}
\mathbf{w}_E &= \begin{pmatrix} \vdots \\ \mathbf{w}_{EE'} \end{pmatrix}, \\
\mathbf{f}_E &= \begin{pmatrix} \vdots \\ \mathbf{f}_{EE'} \end{pmatrix}, \\
\mathbf{N}_E &= \begin{pmatrix} \vdots \\ \mathbf{N}_{EE'} \end{pmatrix},
\end{align*}
\]

where \( E' \) spans all the neighbors of subdomain \( E \)

The mechanical problems to be solved on the subdomains can be written as:

\[
\forall \Omega_E \in \mathcal{E}, \forall t, \quad \begin{cases} 
\mathbf{K}_E \mathbf{u}_E^t = \mathbf{f}_E^t + \mathbf{N}_E^T \mathbf{f}_E^t \\
\mathbf{w}_E^t = \mathbf{N}_E \mathbf{u}_E^t 
\end{cases}
\]

The mechanical behavior of the interfaces is given by a relation of the form:

\[
\forall \Gamma_{EE'} \in \mathcal{G}, \quad \begin{cases} 
\mathbf{f}_{EE'}^t + \mathbf{f}_{EE'}^t = 0, \forall t \\
\mathbf{f}_{EE'}^t \in \mathbf{b}_{EE'} \left( \mathbf{w}_{EE'}^{t'} - \mathbf{w}_{EE'}^{t'}, t' \leq t; \mathbf{w}_{EE'}^0 - \mathbf{w}_{EE'}^0 \right), \forall t 
\end{cases}
\]

where the first relation is the balance of forces and the second relation represents the constitutive law of the mechanical behavior. The use of set notations for the behavior enables us to encompass most situations, among others perfect interfaces, contact, friction [28], cohesion [29, 30].

Block notations are used to simplify the writing of all the relations. As said earlier \( \mathbf{x}_E \) represents the gathering of all the \( (\mathbf{x}_{EE'})_E \). \( \mathbf{x} \) will represent the gathering of all the \( (\mathbf{x}_E) \) defined on the subdomains, same procedure applies to operators:

\[
\mathbf{x} = \begin{pmatrix} \vdots \\ \mathbf{x}_E \end{pmatrix}, \quad \mathbf{K} = \begin{pmatrix} \vdots & 0 \\ 0 & \mathbf{K}_E \end{pmatrix}, \quad \text{where } E \text{ spans all subdomains.}
\]

We introduce operators which permit to make neighboring subdomains communicate: the operator \( \mathbf{A} \) makes sums of interface vectors whereas the operator \( \mathbf{B} \) makes differences:

\[
\begin{align*}
(\mathbf{A}\mathbf{f})|_{\Gamma_{EE'}} &= \mathbf{f}_{EE'} + \mathbf{f}_{EE'} \\
(\mathbf{B}\mathbf{w})|_{\Gamma_{EE'}} &= \mathbf{w}_{EE'} - \mathbf{w}_{EE'}
\end{align*}
\]

These operators are orthogonal in the sense that \( \ker(\mathbf{A}) = \text{range}(\mathbf{B}^T) \).

Thus, the discrete substructured problem can be written as:

\[
\forall t, \quad \begin{cases} 
\mathbf{K}\mathbf{u}^t = \mathbf{f}^t + \mathbf{N}^T \mathbf{f}^t \\
\mathbf{w}^t = \mathbf{N}\mathbf{u}^t \\
\mathbf{f}^t \in \mathbf{B}^T \mathbf{b}(\mathbf{B}\mathbf{w}^{t'}, t' \leq t; \mathbf{B}\mathbf{w}^0) 
\end{cases}
\]

3 The non-invasive Latin method

3.1 Principle of the Latin method

So as to solve the substructured problem we use the Latin method [14]. Two sets of interface distributions are defined:

\[
\begin{align*}
\mathcal{A} : (\mathbf{f}^t, \mathbf{w}^t)_{t} \text{ solutions to } \forall t & \quad \begin{cases} 
\mathbf{K}\mathbf{u}^t = \mathbf{f}^t + \mathbf{N}^T \mathbf{f}^t \\
\mathbf{w}^t = \mathbf{N}\mathbf{u}^t \\
\mathbf{u}^t = (\mathbf{u}^t - \mathbf{u}^{t-\Delta t})/\Delta t, + \text{ initial condition}
\end{cases} \\
\mathcal{L} : (\tilde{\mathbf{f}}^t, \tilde{\mathbf{w}}^t)_{t} \text{ solutions to } \forall t & \quad \tilde{\mathbf{f}}^t \in \mathbf{B}^T \mathbf{b}(\mathbf{B}\mathbf{w}^{t'}, t' \leq t; \mathbf{B}\mathbf{w}^0)
\end{align*}
\]
$\mathcal{A}$ groups the solutions to the linear equations set on the subdomains, $\mathcal{A}$ is an affine space called *admissible space*. $\mathcal{L}$ is a manifold containing the solutions verifying the behavior of the interfaces. In general the relations defining $\mathcal{L}$ are point-wise independent both in time and space.

From the initialization with $s_0 \in \mathcal{A}$, an iterative scheme is used to reach the solution at the intersection of $\mathcal{A}$ and $\mathcal{L}$. Partial solutions are alternatively searched in $\mathcal{A}$ and in $\mathcal{L}$. This defines an iteration of the algorithm in two steps:

- the first step consists in searching an approximation $\hat{s}_n = (\hat{w}_n, \hat{f}_n)$ in $\mathcal{L}$ starting from an approximation $s_n = (w_n, f_n)$ in $\mathcal{A}$. This stage is called *local stage*, it is computed by adding the relation of search direction:

$$f_n - \hat{f}_n - k_V^- (w_n - \hat{w}_n) = 0 \tag{9}$$

- the second step is about finding an approximation $s_{n+1} = (w_{n+1}, f_{n+1})$ in $\mathcal{A}$ starting from an approximation $\hat{s}_n = (\hat{w}_n, \hat{f}_n)$ in $\mathcal{L}$. This stage is called *linear stage* and it is computed by adding the relation of search direction:

$$f_{n+1} - \hat{f}_n + k_V^+ (w_{n+1} - \hat{w}_n) = 0 \tag{10}$$

$k_V^+$ and $k_V^-$ are two operators chosen by the user. $k_V^+$ is chosen to be diagonal in order to benefit from the local properties of the relations defining $\mathcal{L}$.

In order to ensure the convergence, a relaxation step is applied at the end of the linear stage:

$$s_{n+1} \leftarrow s_{n+1} + \alpha (s_{n+1} - s_n) \tag{11}$$

with $0 < \alpha \leq 1$. The iterative method is represented graphically on Figure 2, where $\hat{s}_{n+1}$ is the result of the linear stage before relaxation.

![Figure 2: Latin method — (s is the approximation before relaxation)](image)

**Proposition 1.** The convergence of $(s_{n+1} + s_n)/2$ is proved in [14] when $k_V^- = k_V^+$ are symmetric positive definite operators and $\alpha < 1$ for maximal monotonic behaviors $b$.

Generally an indicator of error is used to quantify the energetic distance between $\mathcal{A}$ and $\mathcal{L}$ for two successive partial solutions. This indicator is defined as follows:

$$\eta = \frac{\|\hat{s}_{n+1} - s_n\|_{k_V^-}^2}{\|\hat{s}_{n+1} + s_n\|_{k_V^-}^2} = \frac{(\dot{w}_{n+1} - \dot{\hat{w}})^T k_V^- (\dot{w}_{n+1} - \dot{\hat{w}}) + (f_{n+1} - \hat{f})^T k_V^- (f_{n+1} - \hat{f})}{(\dot{w}_{n+1} + \dot{\hat{w}})^T k_V^- (\dot{w}_{n+1} + \dot{\hat{w}}) + (f_{n+1} + \hat{f})^T k_V^- (f_{n+1} + \hat{f})} \tag{12}$$
3.2 Non-invasive multi-scale linear stage

3.2.1 Non-invasive linear stage

When combining the linear equations (8) of $\mathcal{A}$ together with the linear search direction (10), it comes out that solving the linear stage consists in solving independent Robin problems on the subdomains:

$$
\left( K + N^T \frac{k_v}{\Delta t} N \right) u^{t+\Delta t} = f_{d}^{t+\Delta t} + N^T \left( \hat{f}^{t+\Delta t} + k_v \hat{w}^{t+\Delta t} + \frac{k_v}{\Delta t} \dot{w}^t \right) 
$$

Then compute

$$
\begin{align*}
\dot{w}^{t+\Delta t} &= N \ddot{u}^{t+\Delta t} = N (u^{t+\Delta t} - u^t)/\Delta t \\
\hat{f}^{t+\Delta t} &= \hat{f}^{t+\Delta t} + k_v \left( \hat{w}^{t+\Delta t} - \dot{w}^t \right)
\end{align*}
$$

(14)

The search direction leads to a modification of the stiffness operator $K$ by $N^T \frac{k_v}{\Delta t} N$ which is a non-standard term in industrial finite element software. In [23], we proposed a particular choice of the search direction to facilitate its implementation. The idea is to build the Robin extra stiffness by adding a layer of elements on the interface. This layer of elements will be also called a sole, it is illustrated on Figure 3. The intensity of the Robin parameter is adjusted by modifying the mechanical properties of the sole.

![Diagram](image)

Figure 3: Example of a subdomain with its soles

3.2.2 Multi-scale approach

In order to make the method scalable, long range effects need to be propagated, this is done via a multiscale extension [31, 32, 29]. We briefly recall the algorithm detailed in [24]. The idea is to verify a weak form of the equilibrium of interface forces during the linear stage. Because of Saint-Venant’s principle, a macro basis of displacements $W$ containing rigid
body motions is chosen, completed with simple deformation modes as extension or shearing modes. This new condition is written:

$$W^TAf^{t+\Delta t} = 0 \quad (15)$$

and it is taken into account in the search direction through the Lagrange’s multiplier $\alpha$:

$$f^{t+\Delta t} - \hat{f}^{t+\Delta t} + k_V^- (\hat{w}^{t+\Delta t} - \hat{w}^{t+\Delta t}) + k_V^- A^T \omega = 0 \quad (16)$$

Thus the problem to be solved at the linear stage consists in computing $(\hat{w}^{t+\Delta t}, f^{t+\Delta t})$ knowing $(\hat{w}, f^t)$ and $(\hat{w}^{t+\Delta t}, \hat{f}^{t+\Delta t})$ verifying the following system:

$$Ku^{t+1} = f_d + N^T f^{t+\Delta t}$$

$$W^TAf^{t+\Delta t} = 0$$

$$w^{t+\Delta t} = Nu^{t+1}$$

$$\hat{f}^{t+\Delta t} - \hat{f}^{t+\Delta t} + k_V^- (\hat{w}^{t+\Delta t} - \hat{w}^{t+\Delta t}) + k_V^- A^T \omega = 0$$

$$\hat{w}^{t+\Delta t} = (w^{t+\Delta t} - w^t) / \Delta t \quad (17)$$

The algorithm to solve this system is fully detailed in [24], beside extra communications and matrix operations during the initialization, it involves one extra global reduction per iteration.

### 3.3 Description of the local stage

Two types of interfaces are considered in our studies: perfect interfaces describing an interaction between subdomains of a same part, and contact interfaces describing physical interaction of subdomains of different parts. These two kinds of interfaces lead to two specific solving.

#### 3.3.1 Perfect interface

For the perfect interfaces the problem consists in finding $(\hat{w}^{t+\Delta t}, \hat{f}^{t+\Delta t})$ knowing $(\hat{w}, \hat{f})$ and $(\hat{w}^{t+\Delta t}, \hat{f}^{t+\Delta t})$ verifying the system:

$$Af^{t+\Delta t} = 0 \quad \text{Equilibrium of forces}$$

$$B\hat{w}^{t+\Delta t} = 0 \quad \text{Continuity of displacement}$$

$$\hat{f}^{t+\Delta t} - \hat{f}^{t+\Delta t} - k_V^+ (\hat{w}^{t+\Delta t} - \hat{w}^{t+\Delta t}) = 0 \quad \text{Search direction} \quad (18)$$

The solution is explicit and equal to:

$$\hat{w}^{t+\Delta t} = A^T \left( Ak_V A^T \right)^{-1} \left[ Ak_V w^{t+\Delta t} - Af^{t+\Delta t} \right]$$

$$\hat{f}^{t+\Delta t} = B^T \left( Bk_V B^T \right)^{-1} \left[ Bk_V^{+1} f^{t+\Delta t} - B\hat{w}^{t+\Delta t} \right] \quad (19)$$

The computation of the velocity consists in solving a problem on two assembled soles with a Neumann conditions on the interface between them.
3.3.2 Contact interface

For the contact interface the problem consists in finding \( \left( \hat{\mathbf{w}}^{t+\Delta t}, \hat{\mathbf{f}}^{t+\Delta t} \right) \) knowing \( \left( \hat{\mathbf{w}}^t, \hat{\mathbf{f}}^t \right) \) and \( \left( \hat{\mathbf{w}}^{t+\Delta t}, \hat{\mathbf{f}}^{t+\Delta t} \right) \) verifying the system:

\[
\begin{align*}
B_n \hat{\mathbf{w}}_n^{t+\Delta t} + j_n &\geq 0 & \text{Non interpenetration} \\
A \hat{\mathbf{f}}^{t+\Delta t} & = 0 & \text{Equilibrium of force} \\
B_n \hat{\mathbf{f}}_n^{t+\Delta t} & \geq 0 & \text{Positive reaction force} \\
B_r \hat{\mathbf{f}}_r^{t+\Delta t} & = 0 & \text{If frictionless contact} \\
\left( B_n \hat{\mathbf{f}}_n^{t+\Delta t} \right)^T (B_n \hat{\mathbf{w}}_n^{t+\Delta t} + j_n) & = 0 & \text{Signorini conditions} \\
\hat{\mathbf{f}}^{t+\Delta t} - \hat{\mathbf{f}}^{t+\Delta t} - k\n \left( \hat{\mathbf{w}}^{t+\Delta t} - \hat{\mathbf{w}}^{t+\Delta t} \right) & = 0 & \text{Search direction} \\
\hat{\mathbf{w}}^{t+\Delta t} & = \hat{\mathbf{w}}^t + \Delta t \hat{\mathbf{w}}^{t+\Delta t} & \hat{\mathbf{w}}^0 \text{ given} & \text{Time integration}
\end{align*}
\]

where \( j_n \) is an initial gap. Choosing \( j_n \) to be negative is one of the possibilities to simulate initial tension. We assume that the displacements and forces are written in a normal/tangential basis at each node of the interface, the \( n \) and \( \tau \) subscripts refer to the normal and tangential components, respectively.

In the case of frictional contact the tangential condition \( B_r \hat{\mathbf{f}}_r^{t+\Delta t} = 0 \) is replaced by the Coulomb relations which separate the sticking (first line) and sliding (second line) cases:

\[
\begin{cases}
\| \hat{\mathbf{f}}_r^{t+\Delta t} \| < \mu \| \hat{\mathbf{f}}_n^{t+\Delta t} \| & \text{then } B_r \hat{\mathbf{w}}_r^{t+\Delta t} = 0 \\
\| \hat{\mathbf{f}}_r^{t+\Delta t} \| = \mu \| \hat{\mathbf{f}}_n^{t+\Delta t} \| & \text{then } \exists \lambda > 0, B_r \hat{\mathbf{w}}_r^{t+\Delta t} = -\lambda \left( B_r B_r^T \right)^{-1} B_r \hat{\mathbf{f}}_r^{t+\Delta t}
\end{cases}
\]

where the use of normal (non bold) type refers to node-wise quantities, and \( \mu \) is Coulomb’s coefficient of friction.

It is possible to define two node-wise indicators \( C_n \) and \( G_r \) which permit to determine the status of nodes at the interfaces: \( C_n \) gives information about the normal status (contact); in case of contact, \( G_r \) gives information about the tangential status (sticking/sliding). They are computed with known quantities and once they are determined the solution is explicit. The details of the solutions can be found in [23].

4 Parallel implementation

4.1 General environment of the developed tools

The chosen paradigm is to develop only with tools used by our industrial partners EDF and Airbus. In particular, we use code-aster finite element software [33] and salome platform to generate and manage meshes within the MED format. These two pieces of software are driven by python scripts permitting to develop a generic process, for the management of meshes, the mechanical computation and the post-processing.

In this part we describes the ideas of code-aster until the version 14. The further version may change the implementation of code-aster. The scripts are written in python with specific syntax to call the commands of code-aster. As the source of code-aster is written in fortran mostly, it includes a so-called supervisor (Figure 4) whose goal is to make the communications between the python and the fortran. The memory is shared with python. However, contrary to python, the aster objects are global in memory which lead to specific implementations that can be found in [34].

4.2 Ideas of the developed tools

The tool we developed is composed of two parts:

- Preparation: starting from a monolithic mesh given by our industrial partners, the script detects all the group of nodes and elements needed for the further computations and distribute the data into individual files for each subdomain (data of the subdomain and its interfaces). If needed parts are subdivided into smaller subdomains.
• Computation: parallel implementation of the Latin method which uses as input the meshes and persistent python objects previously created.

Remark. The recognition of the neighboring subdomains and the automatic construction of the interfaces and soles are crucial to have an automatic pre-processing phase. We have made the choice to detect the potential neighbors through the common boundary nodes of the subdomains. This easily permits to construct the interfaces and the associated soles. The automatic detection of neighbors for non-conforming interfaces is definitely not possible with that method and would require more evolved strategies.

An XML input file permits to define options and parameters both for the method and the structure. It is used to drive these two parts of the tools. This implementation is summed up in Figure 5.

4.3 Parallel processing

The non-invasive tool has been developed to launch parallel instances of python, each one driving a sequential version of the finite element software code_aster [33]. The parallel instances of python are synchronized by the MPI protocol through the python package mpi4py [35]. Each MPI instance stands for a subdomain with its own interfaces. This principle is illustrated in Figure 6 with a simple four subdomain decomposition.

At the beginning of the computation, exchanges are required in order to assemble the coarse problem on each subdomain. Then each iteration of the Latin method is highly parallel and involves only one all-neighbors and one all-reduce communications:

1. The local is decomposed in two steps:
   (a) An all-neighbor communication to exchange interface fields.
(b) A parallel computation to solve the local problems corresponding to its interfaces. Note that our implementation does not fully exploit the point-wise nature of the local equations and a finer degree of parallelism could be achieved (using one thread per interface node for instance).

2. The linear stage is decomposed in four steps:

(a) A parallel computation on each subdomain with the Robin condition.
(b) A global reduction to determine the macro lack-of-balance.
(c) A parallel computation to solve a coarse problem and to get the macro correction to be added to the displacement field.

Remark. In our case only sequential version of code-aster are used for each subdomain. One could think about calling parallel instance of code-aster for each subdomain, multi-threading or parallel solver included in code-aster would be a next step to improve the performance.

\[\text{mpi4py sendrecv} \]

\[\text{mpi4py sendrecv} \]

\[\text{mpi4py allreduce} \]

\[\text{mpi4py sendrecv} \]

\[\text{mpi4py sendrecv} \]

\[\text{mpi4py sendrecv} \]

Some results of scalability and computation time on academic test cases can be found in [24].

4.4 Automatic choice of search direction

The search direction, or in other word the Robin condition, is a parameter which strongly influences the convergence of the algorithm. It should represent the stiffness of the complement of the subdomain in the whole structure.

We propose a simple and automatic procedure to set this parameter for each interface. For parallel efficiency reason, our heuristic is only based on local data readily available to the processor and it does not require communication. Our method aims at having the interfaces develop a stiffness comparable to the subdomain’s in their normal direction. Proposing more elaborate strategy will be the subject of future work.

Let us thus consider one interface of one subdomain. In our non-invasive implementation, the parameter of search direction is constructed by weighting the Young modulus of the sole whereas the Poisson coefficient is chosen to be the
same as for the subdomain. During the preparation step, bounding boxes of soles and subdomains are determined (see Figure 7). Let $\Delta SD = [\Delta X, \Delta Y, \Delta Z]$ denote the bounding box of the subdomain, and $\Delta s = [\Delta x, \Delta y, \Delta z]$ the sole’s. The mean normal to the interface is determined and denoted by $\mathbf{n}$. The Young modulus of the sole $E_s$ is chosen with respect to the Young modulus of the subdomain $E_{SD}$ as follows:

$$\frac{E_s}{|\Delta s \cdot \mathbf{n}|} = \frac{E_{SD}}{|\Delta SD \cdot \mathbf{n}|}$$

(22)

Figure 7: Example of bounding box with the subdomain in green and the sole in orange and the mean normal of the interface

Remark. This automatic choice of weighting of the Young modulus does not work with all configurations and sometimes a manual choice is required. For example if the interface is circular, the mean normal is null. Moreover for warped subdomains, the bounding box may not represent the subdomain and the stiffness may not be approximated correctly.

5 Numerical examples

In this section, two numerical examples from industrial structures are presented. The first one corresponds to a simplified joint of a spatial launcher under two cycles of load in order to illustrate the accumulated sliding at the frictionous interfaces. The second one is a joint which assembles the wings to the fuselage of an Airbus aircraft. With this example we illustrate the issue of overloaded subdomains which slow down the computation and we propose a simple load balancing strategy by re-decomposition.

5.1 Simplified joint of spatial launcher

The objective of this example is to illustrate the behavior of a joint composed of three bolts under two cycles of loading-unloading. It involves 30 subdomains linked through 53 interfaces (Figure 8). The three screws are decomposed in two parts linked with preloaded interfaces. This permits to ensure an initial state of compression between flanges. Contact interfaces are considered in the central part of the structure whereas perfect interfaces are chosen in the rest of the structure.

The structure is clamped on one side and a traction load is applied on the opposite side. The load follows two cycles as presented in Figure 9. 17 time steps are considered. The structure is discretized into 3 million degrees of freedom. All the parameters are given in Table 1.

The evolution of the error indicator is shown in Figure 10. Even though the multiscale approach speeds up the convergence at the first iteration, its effect decreases very quickly. The many non-linearities of frictiosnal contact as well as the many timesteps slow down the convergence: more than 120 iterations are required to reach a criterion of $10^{-5}$. 
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In Figure 11 we observe the preload of bolts at the first timestep. The screws are solicited with tensile stress whereas compression is observed in the surrounding plates.

Von Mises stress at the timesteps $t_4$ and $t_{12}$ (when the structure is the most loaded) is represented in Figure 12. Sliding happens between plates and it causes shear stress in the screws, resulting in the structure being more solicited at the $12^{th}$ timestep than at the $4^{th}$.

Figure 13 presents the evolution of the longitudinal displacement at the end of the structure as a function of the load, we observe the accumulated sliding. During the loading phase, sliding appears and remains during the unloading phase.
Figure 10: Evolution of the error indicator

Figure 11: Preload of bolts - stress $\sigma_{zz}$ (MPa)
5.2 Airbus flange

5.2.1 Initial substructuring

This case permits to illustrate the feasibility of a resubstructuring in order to balance the size of subdomains. The structure was provided by Airbus. It represents the joint between the wings and the fuselage of an aircraft. The whole structure is
composed of 47 subdomains and 89 interfaces, mostly frictionous. 10 bolts are considered. The structure is presented in Figure 14. It is clamped at the bottom and at the right. A traction load is imposed on the left. The screws and nuts are in titanium, whereas the rest of the structure is in aluminum. The load consists in one loading-unloading cycle discretized in 9 timesteps. All parameters are given in Table 2.

70 iterations are required to reach an error indicator around $10^{-6}$. We present in Figure 15 the stress of Von Mises for some timesteps. Once more, an accumulated sliding can be observed.

![Figure 14: Description of subdomains](image)

### 5.2.2 Re-substructuring of subdomains

Table 3 shows the number of nodes and the number of connected interfaces of the biggest subdomains. The biggest one represents almost a third of the whole structure and a quarter of the interfaces are connected to it. Thus the computation time is directly driven by this subdomain. For this computation, the total time is about 121.800 seconds. Therefore the objective is to re-decompose the large subdomains to reduce the number of degrees of freedom in each subdomain and also the number of interfaces per subdomain. The idea is to have new subdomains with as many dof as the smaller subdomains or to decompose the largest subdomains proportionally to their size in order to avoid the creation of too many subdomains. Thus the re-substructuring is limited by a user parameter $M$: the biggest subdomain is decomposed in at most $M$ new ones, other subdomains are decomposed in proportion. This decomposition is realized through an existing function in code_aster based on SCOTCH [36] whose only parameter is the number of subdomains.

In our case, we choose $M = 10$. The new structure is composed of 69 subdomains (Figure 16). With this new decomposition, we also ran 70 iterations and compared the CPU time. It permitted to reduce the CPU time to 18.450 seconds contrary to 121.800 seconds before, representing a gain of 6.6 from the initial substructuring. Figure 17 shows the
comparison of the error indicator between the two substructuring. The convergence of the first iterations are relatively similar. The multiscale approach grants scalability to the method. However the effect of the multiscale extension is decreased by the numerous non-linearities, and differences appear in term of convergence. The new substructuring seems
<table>
<thead>
<tr>
<th>Biggest subdomains</th>
<th>Number of nodes</th>
<th>Connected interfaces</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>29,107</td>
<td>23</td>
</tr>
<tr>
<td>2nd</td>
<td>17,789</td>
<td>7</td>
</tr>
<tr>
<td>3rd</td>
<td>14,530</td>
<td>6</td>
</tr>
<tr>
<td>4th</td>
<td>11,030</td>
<td>10</td>
</tr>
<tr>
<td>5th</td>
<td>10,322</td>
<td>12</td>
</tr>
<tr>
<td>6th</td>
<td>6,861</td>
<td>6</td>
</tr>
<tr>
<td>7th</td>
<td>2,072</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3: Size of the biggest subdomains

to reach a plateau after 20 iterations. This is simply explained by the particular substructuring provided automatically by SCOTCH. For example in Figure [18] we show the new decomposition of the subdomain $S_0$ into 10 new substructures. One can remark that some subdomains are non-connected (composed of distinct parts).

The automatic weighting of the Young modulus cannot be efficient on such subdomains as the bounding box is not representative of the subdomain.

Therefore, we decompose these problematic subdomains into new subdomains. With this, we obtain a decomposition of the whole structure into 72 subdomains. Such a decomposition is much more adapted to the automatic weighting of the search direction and we expect a better convergence. Therefore, the error indicator no longer reaches a plateau and the convergence follows the initial one but 6.6 times faster (Figure [17]).

6 Conclusion

In this paper we presented a multiscale non-invasive implementation of a mixed domain decomposition method. This implementation has been confronted to industrial structures with quasi-static and small strain assumptions, with many frictional contact interfaces.
The non-invasive implementation of the mixed conditions is realized by adding of a layer of elements at the interface. We briefly reminded the non-invasive multiscale approach detailed in [24] and the treatment of frictional contact [28, 23]. Moreover we presented an automatic setting of the Robin parameter which is suited for non warped and homogeneous subdomains. Although this permits to avoid a manual parametrization of all search directions, we exhibited some limita-
tions for certain shapes of subdomain. We also confronted the method to semi-industrial cases involving bolted assemblies with many frictional contact interfaces.

The next step will be to investigate the weighting of search direction in the case of heterogeneous materials in subdomains. The choice of only one Young modulus may not be efficient enough to ensure robust convergence. This needs also to be coupled with spectral coarse spaces such as proposed in GenEO approach [11].
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