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RECONSTRUCTION AND STABLE RECOVERY OF SOURCE TERMS
APPEARING IN DIFFUSION EQUATIONS

YAVAR KIAN AND MASAHIRO YAMAMOTO

ABsTrRACT. We consider the inverse source problem of determining a source term depending on both
time and space variable for fractional and classical diffusion equations in a cylindrical domain from
boundary measurements. With suitable boundary conditions we prove that some class of source terms
which are independent of one space direction, can be reconstructed from boundary measurements. Ac-
tually, we prove that this inverse problem is well-posed. We establish also some results of Lipschitz
stability for the recovery of source terms which we apply to the stable recovery of time-dependent

coefficients.

Keywords: Inverse source problems, fractional diffusion equation, reconstruction, well-posedness,

stability estimate.

Mathematics subject classification 2010 : 35R30, 35R11.

1. INTRODUCTION

1.1. Statement. Let d > 2, Q = w x (—£,£) and Q = w x (0,£), and w C R%"! be a bounded domain
with C? boundary. We set Q@ = (0,7) x Q and Q = (0,T) x Q. Let v = v(z) be the outward unit
normal vector to dQ or dQ at z. In what follows, we define A by the differential operator
d
Au(x) = — Z On, (aij(x)0y,u), x €,
i,j=1

where a;; = aj; € C*(w x [—£,{]), 1 <4,j < d, satisfy

d
ai](x)flfj 2 C‘€|27 HAS ﬁa 5 = (617 e 7£d) S Rdv
ij—1
aja(z’,£0) =0, age(2’,£0) >0, 2'€w, j=1,...,d—1. (1.1)

For a € (0,2) \ {1}, we denote by 95 the Caputo fractional derivative with respect to ¢ given by

t
Ofu(t,x) := L / (t— s)[a]_aago‘]ﬂu(s,x)ds, (t,z) € Q,

Mol +1-a) Jo

and by 9} the usual derivative in t. We set

mey =
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T e (0,400), ¥ =(0,T) x 992, 0 < a < 2 and we consider the following problem

fu+ Au=F(t,x), (t,2',zq4) = (t,x)€Q,

(1.2)
OFu(0,2) =0, z€Q, k=0,...,mq.
We associate with this problem the following boundary conditions
Ofu(t,a’,£0) =0, (t,2') € (0,T)xw, m=0,1, (1.3)
Nu(t,z) =0, (t,x)€ (0,T) x 0w x (—£,¢), n=0,1. (1.4)
In the same way, we consider the problem
O%u+ Au+ q(t, 2" yu= F(t,z), (t,2' xq) = (t,z) € Q,
. (1.5)
Ofu(0,2) =0, z€Q, k=0,mq.
O u(t,x’,0) =u(t,2',0) =0, (t,2")€ (0,T) X w, (1.6)
u(t,z) =0, (t,z) € (0,T) x dw x (0,4). (1.7)

In the present paper, we treat the inverse problem of determining the source term F or the
coefficient ¢ from measurements of the solution of (1.2)-(1.4) or (1.5)-(1.7) on a subboundary of the

cylindrical domain Q or Q.

1.2. Obstruction against the uniqueness. We recall that there is an obstruction against the recov-
ery of general source terms F' from any type of measurements of the solution of (1.2)-(1.4) (resp. (1.5)-
(1.7)) on (0,T) x O (resp. (0,T) x AS). Indeed, choose x # 0, € C°(Q) and consider F := d2x + Ay.
From the uniqueness of the weak solution of problem (1.2)-(1.4) (see Section 1.4 for more details and
see Definition 1.1 below for the definition of weak solutions), we knows that v = x and, since x # 0,

we deduce that F' # 0. However, we have
Oku(t,x) = % (t,z) =0, (t,z) € (0,T)xdQ, k=0,1,...,

with v the outward unit normal vector of 9S2.

Facing this obstruction against the uniqueness, we will consider source terms of the form
F(t,2',xq) :i= f(t, 2 )R(t, 2, xq), (t,2",24) € (0,T) x w x (=4, 1) (1.8)

and, assuming that R is known, we will consider the problem of determining f.
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1.3. Motivations. We recall that the problem (1.2)-(1.4) (resp. (1.5)-(1.7)) is associated with different
models of diffusion. The non-integer value of the power «, is frequently used for describing anomalous
diffusion derived from continuous-time random walk models (see e.g., [27]). In this context the recovery
of the source term f can be seen as the recovery of a time evolving source of diffusion. For instance, in
the case @« = 1 and d = 3, our problem can be associated with the recovery of a source moving in the
subset w of the plan R? from a single measurement of the heat flux at the boundary. Such a problem
can be associated with the determination of different properties of materials such as metal (see e.g.,
[22] for the heat equation). We refer to [11] for applications of recovery of source terms of the form
(1.8) to the recovery of moving sources in the electrodynamics. For non-integer value of the power «,
in the spirit of [28] (see also [16]), our inverse problem can be seen as the recovery of a moving source of
diffusion of a contaminant under the ground. As unknown sources, we assume the form of (1.8), which
can be interpreted for example that an uknown source f(2’,t) depends only on the depth variable and
t in the case of d = 2, which corresponds to a layer structure, and on the planar locations (x7,z2) and
t but not on the depth in the case of d = 3, which may be a good approximation if {2 is a very thin

domain in the direction of x3.

1.4. Known results. Inverse source problems have received a lot of attention these last decades a-
mong the mathematical community (see [13] for an overview). For diffusion equations corresponding
to the case @ = 1 with time independent source terms, several authors investigated the conditional sta-
bility (e.g. [5, 35, 36]). Following the Bukhgeim-Klibanov approach introduced in [3], [12] established
Lipschitz stable recovery of the source from one Neumann boundary measurement. In [6], the authors
derived a stability estimate for this problem from a single Neumann observation of the solution on an
arbitrary portion of the boundary. This last result has been extended to an infinite cylindrical domain
by [18]. For fractional diffusion equations corresponding to the case o # 1, in spite of the phyiscal
backgrounds related to various anomalous diffusion phenomena stated above, to our best knowledge,
there is no result in the mathematical literature dealing with the recovery of source terms, depending on
both time and space variables, of the form (1.8). We mention also the work of [14, 15, 16, 17, 19, 23, 31|

where some inverse coefficient problems and some related results have been considered.

The above mentioned results are all concerned with the determination of time-independent source
terms f(z). Several authors considered also the recovery of time-dependent source terms. In [7, 30]
the authors proved the stable recovery of a source term f(t) depending only on the time variable from
measurements of solutions at one spatial point over time interval. As long as the classical partial
differential equations with natural number « are concerned, some papers have also been devoted to the
unique existence and the stability in finding source terms of the form (1.8) (see e.g. [2, 10, 13]). In
particular, in [13, Section 6.3] the author proved the reconstruction and the unique recovery of source

terms of the form (1.8) appearing in a parabolic equation on the half space.
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Our main results stated below, seem the first achievements for the inverse source problem of

determining f(t,2’) in (1.8) for fractional partial differential equations.

1.5. Preliminary properties. In the present paper, following [20, 30|, we consider solutions of prob-

lem (1.2)-(1.6) (resp. (1.5)-(1.7)) in the following weak sense.

Definition 1.1. Let F € L*(Q) (resp. F € L?>((0,T) x Q)). We say that problem (1.2)-(1.4) (resp.
(1.5)-(1.7) with ¢ = 0) admits a weak solution u if there exists v € L2 _(R*; L*(Q)) such that:

1) vjg =u and inf{e > 0: e v € LY(RT; L*(Q))} =0,

2) for allp > 0 the Laplace transform V (p) = f0+°° e Ply(t,.)dt with respect tot of v, satisfies (1.3)-(1.4)
(resp. (1.6)-(1.7)) and solves

(A+p*)V(p) = F(p) in,

where F(p) = L[F(t, I,y ()](p) = fOT e P'F(t,.)dt and 1o 1) is the characteristic function of (0,T).

By the results in [24, 30], we can prove that for F € L?(Q) problem (1.2)-(1.4) (resp. (1.5)-(1.7))
admits a unique solution u € L?(0,T; H()) satisfying d8u, Au € L?(Q). For sake of completeness we

recall this result in the Appendix.
In (1.5), we assume that a;; € C3(Q), i,j € {1,...,d}, satisfy the following condition
a;j(@',—xq) = a;j (', xq), (2’ 24) € 6, i,je{l,...,d}. (1.9)

Then we consider the problem

Ou+ Au = F(t,z), (t,2',zq) € (0,T) x Q,
u(t,x) =0, (t,z)€ (0,T) x [Ow x (0,€) Uw x {£}],
(1.10)
—Op,u(t,2’,0)=0 (t,2') € (0,T) x w,

OFu(0,2) =0, 2€Q, k=0,m,.

Here we consider weak solutions in the sense of Definition 1.1 and, following [20, 30], we can prove
that there exists an operator valued function J(t) € B(L?(Q)) such that the solution of (1.10) takes

the form
u(t, ) = /O J(t — $)F(s,)ds.

Using this definition, for ¢ € L>°((0,T) X w) we can define the solution of

Ofu+ Au+tq(t,a')u=F(t,z), (t2",2,)€ (0,T)xQ,

u(t,z) =0, (t,x)€ (0,T) x [Ow x (0,¢) Uw x {¢}],
1.11
—0z,u(t,z’,0) =0 (t,2') € (0,T) X w, _—

Fu(0,2) =0, z€Q, k=0,...,mq,
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in the mild sense which is defined by the integral equation
t t
u(t, ) = —/ J(t — s)qu(s, -)ds + / J(t — s)F(s,)ds.
0 0

1.6. Main results. From now on, we assume that F' takes the form (1.8). For our first result we need
an assumption on w and A that guarantees the elliptic regularity of the operator A. Indeed, due to the
fact that the domain €2 is only Lipschitz, some extra assumptions will be required for guaranteeing the
elliptic regularity of A with the boundary conditions (1.3)-(1.4). For this purpose, for m,n = 0,1, we
introduce the condition:

(Hmn) For all v € HY(Q) satisfying Av € L?(Q2) and (1.3)-(1.4) with these value of m,n, we have
v € H?(Q) and there exists C' > 0 depending only on A and Q such that

[0l 20y < CU[AV] 20y + 0]l L2 (y)-

Note that conditions (H00) and (H11) will be fulfilled if, for instance, we assume that w is convex.
Indeed, in that case 2 will also be convex and, in virtue of [9, Theorem 3.2.1.2] and [9, Theorem 3.2.1.3|,

(H00) and (H11) will be fulfilled. In the same way, assuming that
a;q =0, awjaddzo, Opg0i5 =0, 1,5 € {1,...,d—1}, (1.12)

we deduce from a separation of variable argument similar to [8, Lemma 2.4] that, for all m,n = 0,1,

(Hmn) is fulfilled.

Using the conditions (Hmn), we obtain the following.

Theorem 1.2. Let (H00), (H10) be fulfilled and assume that R,0,,R € L>®(Q) and there exists a

constant ¢ > 0 such that
|R(t, 2", 0)| = ¢, (t,2') € (0,T) X w. (1.13)
Assume also that the condition
8zdaij=0, i,jzl,...,d—l, (1.14)
is fulfilled. Then, for f € L2((0,T) x w), the solution u of (1.2)-(1.4) with m =1 and n = 0 satisfies
u€ H3(—£,0; L2((0,T) x w)), 02u, Au € H'(—£,¢; L?((0,T) x w)). Therefore, we can define

(07w + (A + aqqd2,))ul(t, 2', ()
R(t,a', L)

h:=(t,z") — € L*((0,T) x w). (1.15)

Moreover, for every f € L?((0,T) x w), we can define an operator valued function K (t,s) € B(L?(w)),

t,s € (0,T), such that f solves the integral equation

f(t,~):h(t,-)+/0 K(t,5)f(s,)ds, te(0,T), (1.16)
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which is well-posed. Finally, for every (h, f) € L?((0,T) x w) x L?((0,T) x w) satisfying (1.16) the
solution u of (1.2)-(1.4) satisfies (1.15). In the same way, assuming that (HO1) and (H11) are fulfilled,
the same results hold true for the problem (1.2)-(1.4) withm =1 and n = 1.

For problem (1.11), we consider first the following condition:

(H) For all v € H™>*(15)(Q) satisfying Av € H*(Q), s € [0,2], and (1.6)-(1.7), we have v € H>T5(Q)
and there exists C' > 0 depending only on A, s and €2 such that
||UHH2+S(Q)) < C(HA”HHS(Q)) + ||71HHS(Q)))-

Assuming that w is of class C* and using a separation of variable argument similar to [8, Lemma 2.4],

one can check that (1.12) implies (H).

Using (H) we obtain the following well-posedness result.

Proposition 1.3. Assume that (H) is fulfilled. Let v € (0,1) be such that for a € (0,1], v € (1/2,1)
and for o € (1,2), v € (1/2,1/a). Fiz p € (1,+00) such that % < min(l — ay,a(l —7)) and let F €
Wr(0,T; L2(2)) N C([0, T]; H*(Q)) satisfy Fli—o = 0. Let g € C*([0,T]; L=(w)) N C([0, T]; W2 (w)).
Then problem (1.11) admits a unique weak solution u € C([0, T]; H>+7)(Q)) nC* ([0, T]; H(Q)).

Applying this well-posedness result, we can state our second main result as follows.

Theorem 1.4. Assume that (H), (H00), (1.9) and (1.14) are fulfilled, o € (0,1], w is of C* and
v € (3/4,1). Fizp € (1,+00) such that % < min(1 — ay,a(l —v)). Let ¢ € CH[0,T); L®(w)) N
C([0, T W>(w)), f € WhP(0,T; L (w))NC([0, T]; W (w)) and R € WH>(0,T; L*(Q))nC([0, T); H*'(%2))
satisfy R,9,,R € L=((0,T) x Q) and (1.13). Assume also that

f(0,2) =0, zeqQ.
Then, for § € (0,27 — %), there exists a constant C depending on q, R, Q, T, a, A, b, such that

||f||L°°(O,T;L2(w)) < C(Hawdu(? .’E)HLOC((LT;H%(UJ)) + ||aﬂidu() .’E)HWLDC(O,T;HS(M)))' (117)

Applying this result, we can also prove the stable recovery of the coefficient ¢ appearing in the

problem

v+ Av+q(t, 2 )v =0, (t,z)e (0,T)xQ,

v(t,a’, 0) = ho(t,2') (t,2') € (0,T) x w,
v(t,z) = hi(t,z), (t,z) € (0,T) x dw x (—L, 1), (1.18)

O, vt —0) =0 (t,2') € (0,T) x w,

v(0,2) = wy, =€




RECONSTRUCTION AND STABLE RECOVERY OF SOURCE TERMS 7

with a € (0,1], hg, k = 0,1, wp such that there exists H € C*([0,T]; H>*T7(Q)) N W2?(0,T; H(2))
satisfying
H(t,2',0) = ho(t,2') (t,2') € (0,T) X w,

H(t,x) = hi(t,x), (t,z) € (0,T) x dw x (0,4),

O, H(t,z',0) = H(t,2',0) =0 (t,2') € (0,T) x w, (1.19)

H(0,2) = wo(z), €L,

OFH(0,7) = —AH(0,z) — q(0,2")H(0,2), == (2',24) € Q.

The result for the determination of ¢ can be stated as follows.

Corollary 1.5. Let the condition of Theorem 1.4 be fulfilled with f =0, d < 3 and let hg, k = 0,1, wy
be given by (1.19) and the condition

|ho(t,2")| = ¢, (t,2') € (0,T) xw (1.20)
be fulfilled. Fiz q; € C1([0,T]; L>=(w)) NC([0,T); W2>=(w)), j = 1,2, such that

< M,

||‘Ij||W1,oo(o7T;Loo(w)) + ||(JjHLoc(o,T;W2,oo(w))
¢1(0,2") = ¢2(0,2") = q(0,2"), 2’ ew

and consider the solution v; of (1.18) with ¢ = g;. Then, for é € (O, 2y — %), we have

g — qQHLN(O,T;L2(w)) <C (Ham (v1 = ”2)\wd:€||Lm(07T;H%(w)) + ||axd (v1 = UQ)IM:K||W1,oo(0,T;H5(w))) )
(1.21)

where the constant C' depends on o, ¢, T, 2, a, A, a, M, hg, hy, wg, J.

1.7. Comments about our results. To our best knowledge Theorem 1.2 and 1.4 are the first results
of recovery of a source term depending on both time and space variables for fractional diffusion equations
of the form (1.2) when « # 1. For a = 1, we refer to [13, Section 6.3] addressing this inverse problem
with € corresponding to the half space and see also [2|. In contrast to [13], we state our result on
a bounded cylindrical domain and we restrict our analysis to solutions lying in Sobolev spaces while
[13, Section 6.3] is stated with Holder continuous functions. Moreover our approach admits a natural

extension to fractional diffusion equations (« # 1).

Let us remark that Theorem 1.2 gives a reconstruction algorithm for the recovery of the source
term f under consideration. It is actually stated as a well-posedness result for the pair of functions
(u, f) appearing in (1.2) and (1.8). In contrast to Theorem 1.2, Theorem 1.4 provides only a stability
estimate. However, Theorem 1.4 can be applied to more general boundary conditions and it can also be
applied to the stable recovery of a coefficient depending on both time and space variables (see Corollary

1.5).
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Applying Theorem 1.4, we prove in Corollary 1.5 the stable recovery of the coefficient of order
zero ¢ provided 05,9 = 0. It seems that this result is the first result of stable recovery of a coefficient
depending on both time and space variables for a fractional diffusion equation. In [20, Theorem 3.6], the
authors derived a similar result for the heat equation (o = 1) stated with stronger regularity conditions
and measurements on both v x (0,¢) and w x {¢1}, with v C dw and ¢; € (0,¢]. Even, for & = 1, our
result improves the one of [20, Theorem 3.6] in terms of regularity conditions and restriction of the

data.

Theorem 1.4 is stated only for « € (0,1] but it can be extended to « € (0,2) without any
difficulty. Indeed, one can easily extend our argumentation to the case a € (1,2). In Theorem 1.4
we have restricted our analysis to « € (0,1] in order to simplify the statement of this theorem and its

proof.

1.8. Outline. This paper is organized as follows. In Section 2 we prove Theorem 1.2. Section 3 is
devoted to the proof of Theorem 1.4 and in Section 4 we consider the application of Theorem 1.4 stated
in Corollary 1.5. Finally, in the Appendix we recall and prove a result related to regularity of solutions

of (1.2).

2. PROOF OF THEOREM 1.2

We start with considering the first part of Theorem 1.2. For this purpose, we assume that (H00),
(H10), (1.13)-(1.14) are fulfilled and we will show (1.16). We denote by A (resp. A) the operator A

acting on L?(Q) with domain

D(A) :={g e L*(Q): Ag € L*(), upq = 0}

(resp. D(A) ={ge L*(Q): Ag e L*(Q), U awx (0,6) = 0, 0z Uz ,—t¢ = 0}

Thanks to (1.1) we know that A (resp. /~1) are selfadjoint operators with a spectrum consisting of a

non-decreasing sequence of non-negative eigenvalues (A,)n>1 (resp. (Ap)n>1). Moreover, conditions
(H00) and (H10) imply that D(A) and D(A) embedded continuously into H?(Q). Let us also introduce

an orthonormal basis in the Hilbert space L?(f2) of eigenfunctions (¢, )n>1 (resp. (@n)n>1) of A (resp.

A) associated to the non-decreasing sequence of eigenvalues (A,,)n>1 (resp. (An)n>1). We consider also

the operator valued function S(t) (resp. S(t)) defined by

SR = 1" Eqa(=Ant®) (h,n) 2y o, h € L*(Q),

n=1

o0

SHh = 1" Eqa(~Ant®) (h, &n) o) Pns  h € L*(Q),

n=1
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where E, . corresponds to the Mittag-Lefller function given by

Eya(z)= T;J RNECEINE z¢eC.

Following [20, 30] (see also Lemma 3.1), one can check that problem (1.2) admits a unique weak solution

u € L2(0,T; D(A)) taking the form

u(t,~):/0 §(t— 8)F(s,)ds, te (0,T).

Recall that the function v given by Definition 1.1 takes the form

min(¢,T) _

v(t,-) = /0 S(t —s)F(s,-)ds, te€(0,+00).

Moreover, using the fact that D(A) embedded continuously into H2(2), we deduce by interpolation
that for s; € (%, 1), D(A®') embedded continuously into H2' (). Therefore, applying formula (1.148)
of [29, Theorem 1.6], one can check that inf{e > 0: e *tv € LY(R*; H?>*1(Q))} = 0. Fixing w = 9,,u
we deduce that, for all p > 0, the Laplace transform in time W (p) of the extension of w to Ry x
given by w = 8,,v, with v defined in Definition 1.1, is lying in H?***~1(Q) and it satisfies

(A+p)W(p) = (00, A)V (p) + 0, F'(p), 0 Q2

W(p) =0, on 0.

Note that here we use the fact that W (p) € H?>**~1(Q), with 2s; — 1 > 3, for defining its trace on 9X2.
Moreover, applying formula (1.148) of [29, Theorem 1.6] and the fact that D(A'/?) = H} (), we can
extend S(t), t > 0, to a bounded operator from H~1(Q) to L*(Q2) satisfying

IS s-1(0),1200)) < Cto/21,

In addition, using the fact that v € LZ (RT; D(A)) C L (R*; H?(Q)), we deduce that (9,,A)v €

loc loc
2
Lloc

(R*; L2(Q)). Thus, extending F' by zero to (0, +00) x 2 and using the fact that
inf{e >0: e (9, A)v € LY(R"; H1(Q))} =0,
we deduce that the function

wi(t,-) == /0 St — 8)[(0z, A)v(s, ) + 0z, F(s,-)]ds

t s1 t
= / S(t — $1)(05,A) </ S(s1— s2)f(s2,)R(s2, -)d32> dsy —|—/ S(t—s)f(s2,)0s,R(s2,)ds.
0 0 0
is well defined and the Laplace transform in time of w; coincide with the one of w. This proves that
t S1 - t
Oyu = —/ S(t—=51)(0z,A) (/ S(s1 — s2)f(s2,)R(s2, -)d82> d81+/ S(t—s)f(s2,)0z,R(s2,-)ds.
0 0 0
(2.1)

With the additional assumptions (H10), (H11) and the fact that w is C2 one can extend these arguments to problem
(1.2)-(1.4), with m = n = 1, by using the fact that, for any s; € (0,1/2), C§°(Q2) is dense in H*!(Q).
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In view of (1.14), for w = 0,,u, we have

d—1
—(0p, A)u = 0y, (0y,,04440z,u) + Z[azj (02gja0z,u) + Oz, (Or,a5402,u)] = Biw + Bau, (2.2)
j=1
where
d-1 d
Biw := 0p,0440,,w + 2 Z 024050z, W + Z 0z, 02,054 | w, (2.3)
j=1 j=1
d
Byu =Y (97,aj4)0u,u. (2.4)
j=1

Then, from (2.1) and the above arguments, we deduce that w solves the integral equation

=[St mtoons [ 51-n) 4£ﬁm—mmww%mﬁwl(%)

+ / S(t—s)f(s,)0z,R(s,-)ds.
0
Now let us consider the following.

Lemma 2.1. The integral equation (2.5) admits a unique solution w € L?(0,T; H*()) satisfying

t
lw(t, M 1) < C/O (t =) I (5, M 2y, € (0,T), (2.6)
with C > 0 depending on R, A, T. Moreover, we have 08w € L*(Q).
Proof. We introduce the maps K1, M : L*(0,T; H*(Q)) — L?(0,T; H*(Q)), Ko : L2((0,T) x w)) —>
L2(0,T; HY(Q)) defined by
Kio(t / S(t — s)Byu(s, -)ds,

Kaf(t, / S(t— s1)Bs </O (1 —32)f(32,-)R(32,.)d52> d81+/OtS(t—s)f(s,-)@de(s,-)ds

and Mv = Kyv + Kof. Applying formula (1.148) of [29, Theorem 1.6] and the fact that both D(A?)
and D(A2) embedded continuously into H'(£2), we find

)g-1

110t gy < CIEL0(E 1) < c/ los. Moy ds. € ©.T)  (27)

12 f () a0 \C</ (t—s)2 71| f(s,- ||L2w)ds+// (t—s51)%""(s1—52)% 1||f(827')||sz)d82d81>

<oA< )E LN f (s, Moy ds, € (0,T).

(2.8)
Following the proof of [7, Proposition 1|, for n € N, we find by iteration
7ot My <€ [ S s s, e 0T) 29)
1 ) H(Q) X 0 F(TLO[/Q) y H(Q) ) ; .

Ky Kaf(t, )] <C"/t(t)_1f( M2y ds, t€(0,T). (2.10)
(@) = o T'(ne/2) S ’
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It follows that for n € N sufficiently large we have

[MP04(2, ) — M08, )l oy < O / g (60 = ta(s sy ds, £ € O.T)

and an application of the Young inequality for convolution product implies that

Tomed

2
"y — M™ <o —dt - .
[M™ 01 = M" sl 120 1,111 (02)) </O T(na/2) ) l[or =2l 20,711 (0

S AT (na/2) 1 = vall 20,751 ()
CnTE

< Tna/2+1) o1 = vall 20,7511 () -

Then, using the fact that

crrEtt
lim — =0,
n—+oo I'(na/2 + 1)
we deduce that there exists ng € N such that M™ is a contraction. Moreover, conditions (2.9)-(2.10)

imply

cnrE LY I
||M ”HL?(OTHl(Q)) < m H ||L2 (0,T;HY(Q)) (Z ka/QJr 1 ||f||L2((O,T)><w)

OnTna+1 o0 Oka2a+1
< Tna/2+ 1) 101l 220,710 () + (Z T(ka/2 1) 120, 7y xw) -

Therefore, by eventually increasing the size of ng, we deduce that M™ admits a unique fixed point
w € L2(0,T; H'(Q)) which by uniqueness of this fixed point is also a fixed point of M. Moreover, in
view of (2.9)-(2.10), for n; € N satisfying n; > 2 and for a.e t € (0,7, we have

e

Jwl(t, ‘)”Hl(g)) = [[M™ w(t, ‘)HHl(Q))
t t
<0 ([ =9 s M ds+ [ =95 156l 05
o t t .
<0<T21 sl ey as+ [ <ts>21||f<s,~>|Lz<w)ds)-

Therefore, applying Gronwall inequality for function lying in L2(0,T) (see e.g [1, Lemma 6.3]), we find

t
Jutt Moy < € ([ (6= 9T 1M ds) 0 te 0.7,
which clearly implies (2.6). Finally, using the fact that
S1 -
Blw, s1— By </ S(Sl — Sg)f(527 ')R(SQ, )d52> ,3xdF S LQ(Q),
0

we deduce from Lemma 3.1 and assumption (HO00), that M takes values in L?(0,T; H?(2)) and therefore
w € L2(0,T; H*(9)). In the same way, we prove that 98w € L*(Q). O
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According to Lemma 2.1, we have u € L%*(0,T; HY(Q2)), Au, 0%u € L*(Q) and w = 9d,,u €
L2(0,T; H*(Q)), 080,,u, Ad,,u € L*(Q). Combining this with (2.2), we deduce that

xq = u(, - xq) € H3((—£4,0); L2((0,T) x w)) N HY(—£,4; L*(0,T; H*(w))),

g Ofu(s, -, xq) € Hl((—ﬂ, €);L2((O,T) X w)).
Then, (1.2) implies
aqaOp,w(t, 2, 0) = addﬁidu(t, ' 0) = [0fu+ (A + addaid)u] (t,2',0) — R(t, 2, 0)f(t,2)

(2.11)
= R(t, 2, O)[h(t,2') — f(t,2")], (t.2') € (0,T) x w

with h given by (L.15). Fixing r € (3/4,1) and 71 : L2(0, T3 H¥ () 3 y — “420020 ¢ 12((0,7)
w), we obtain

f(t,)=h(t,)—nwt-), te(0,7T).
Moreover, applying (2.2), (2.5) and using the fact that u,w € L2(0,T; H'(Q)), we get

(8”.4) (-/051 5(81 — SQ)f(SQ, ')R(SQ, ')d82> d81 = (asz)’LL e L2(Q), (212)

which combined with (H00) implies

f(t,-) =h(t,") —n (/t S(t — 51)(0n,A) (/O S(s1 — 52)f(s2, ) R(s2, -)d52> dsl> -
2.13

—Tl(/St—s )00, R(s, )d)’ t€(01).

In view of (HO0) by interpolation D(A"™) embedded continuously into H?"({)). Moreover, in view of
formula (1.148) of [29, Theorem 1.6], we have

It s0)@) ([ 5661 = s2)1 02,0 (s2. 02 )

H2"(Q)

S ( [ 8061 = w2020, s

D(AT)

< C(t — Sl)a(l T asz (/ S 81 - SQ)f(SQ, )R(SQ, )d82> , S1 S (O,t)

L2(2)

On the other hand, applying Young inequality for convolution product, we obtain

ds1dt
H?27(Q)

st =@ ([ 5061 - a1 Rs2. )

C//t_sla(lr

0 ( [ " Ss1 — ) f (2, )R, )isa )

d31 dt
L2(Q)

0., / 61— 520 (o2, R )2

< CTlfr

L1(0,T5L%(Q))

< 0.
L2(Q)

¢l ([ " Ss1 — ) f (52, )R, )isa )
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Thus, by Fubini theorem for a.e. t € (0,7'), we have
s1—> S(t —$1)(0x,A) (/051 S(s1 — s9)f(s2,)R(s2, -)dsz) € L' 0,t; H*(2)).
In the same way, for a.e. t € (0,T), we get
s+ S(t — 8)f(s,)0s, R(s,-) € L*(0,t; H*"(Q)).
Therefore, from (2.13), for a.e. t € (0,T), we find

F(t,) =hi(t,-) — /Ot T1S(t — 51) (D, A) </081 S(s1 = 52) f(52,-)R(s2, ')d32> dsi (214

) / TS (t — 5)f (s, )0k, R(s,)ds.

This proves (1.16), let us prove that this problem is well-posed. We fix the maps G, H : L?((0, T)xw) —
L?((0,T) x w), with

Hy(t,-) == - /Ot T15(t — 51) (0, A) (/031 S(s1 = s2)g(s2, ) R(s2, -)d52) dsi

- / St — $)g(s,)0a,R(s, )ds, g € L*((0,T) x w)

and
gg(tﬂ ) = h(t7 ) + Hg(ta ')a g e Lz((OaT) X w)'

Note that

t s1

[Hg(t, ) 12wy < / T1S(t = $1)(0z,A) </ S(s1— s2)g(s2, ) R(s2, ')dsz) dsi
0 L2 (w)
/ 71 (t = 5)g(5, ), B3, 2 ds
S(t— $1)(0z,A) (/ S (s1 — $2)g(s2, ) R(s2, )d82>’ dsy
H2r (@) (2.15)

+C/ St = $)g(s,)0u, R(5, )| r2r g ds

<O M g 4o0)) *

(02, A) (]1<0,T)(t) /Ot S(t - 5)g(s,)R(s, ')d5>

L2(Q)
+ C 102, Bl oo () 7 0, 100) * (19C)l 20y Li0.y)s t € (0,7).
On the other hand, in view of (2.2), fixing wy € L*(0,T; H*(£2)) the solution of (2.5) with f = g we
obtain
(O, A) (/Ot S(t —s)g(s,-)R(s, -)ds) Biws(t,-) + Bz/ S(t—s)gR(s,-)ds,
where B; and Bj are defined in formula (2.3)-(2.4). Thus, applying Lemma 2.1 and formula (1.148) of
[29, Theorem 1.6], we obtain

o ([ 51— $)gls, )R (s, )

<0 [6=95 " lalo s s 1€ 0.1
L2(@)
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Combining this with (2.15), we get

tp_ g )
(e Mooy < € [ U2 oo ey dos 1 0.T)

By iteration, for all n € N, we deduce that

" . t (t _ S)na(l—r)—l
HH g(t7 ')||L2(w) < c /0 F( )) ||g(s, ')HLQ(w) dS, te (O’T)

and in a similar way to Lemma 2.1, we deduce that there exists no € N such that G2 is a contraction

na(l—r

and G admits a unique fixed point f € L2((0,7T) x w) satisfying

t
1£ (M 2y = 195 oy < IR 2o + C / (t = 82071 £ (5, ) ooy dss ¢ € (0,T).

Therefore, in view of |7, Lemma 3] (see also [33, Theorem A]), we have

t
17t )2y < € (nh(t, Mz + / (= )01 (s, ) e ds) L te(0,T),

and an application of the Young inequality yields

1N 220,17y %y < C Pl L2(0,7)xw) -

This proves the well-posedness of (1.14) and the reconstruction of f from the data h. Now let us consider
the proof of the last part of Theorem 1.2. For this purpose, we fix (h1, f) € L?((0,T) xw)x L?((0,T) xw)
satisfying (1.16) with h = h; and we consider u € L%(0,T; H'(2)) solving (1.2). Following the above
argumentation, we can define h € L?((0,7) x w) given by (1.15) and f solves (1.16). This implies that

hl(t,~):ff/0 K(t,s)f(s,")ds = h(t,-), te(0,T).

Therefore we have h = hy and the proof of Theorem 1.2 for (1.2)-(1.4), with m = 1 and n = 0,
is completed. Using similar arguments, one can check that this result is still true for the problem

(1.2)-(1.4), with m =1 and n = 1.

3. PROOF OF THEOREM 1.4

This section is devoted to the proof of Theorem 1.4. In contrast to the preceding section, for
u solving (1.11), 0,,u will not be a solution of an initial boundary value problem with homogeneous
boundary condition. However, with suitable regularity conditions on F we can consider the trace of u

at {xq = (}. We will start by proving Proposition 1.3

Proof of Proposition 1.3. We consider first the case ¢ = 0. Let A be the operator A acting on
L?(Q) with domain

D(A) = {g < LQ(Q) : Ag c LQ(Q), U|owx (0,0) = 0, Uipy=L = 0, 6de|xd:0 = 0}.

The spectrum of A consists of a non-decreasing sequence of strictly positive eigenvalues (A,,)n>1. Let

us also introduce an orthonormal basis in the Hilbert space L2(Q) of eigenfunctions (¢y)n>1 of A
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associated with the non-decreasing sequence of eigenvalues (A, )n>1. Then, for n € N, the solution of
(1.11) is given by

! 1
un(t) = (u(t,), ‘Pn)LZ(()) = /0 (t = )" Eaa(=An(t = 5)*) Fu(s)ds,
where F,(t) := (F(,"), ¢n)2(q)- Since F, € WtP(0,T), F,(0) = 0, applying [30, Lemma 3.2] and
integrating by parts we find
t
wn(t) = ~ N7 VE, (1) +/\;1/ Ban(—Aa(t — 5))F(s)ds.
0

Thus, we have u = v + w where

o(t,) = ATIF(t,), w,(t) := (w(t, -),@n)LQ(Q) =1 ; Eo1(=Mn(t — s)*)E,, (s)ds.

Note that, for all ¢t € [0,T1], v(t, -) solves the boundary value problem
AU(t, ) = F(t7 ')7 in Qv
v(t,x) =0, z€ dw x (0,£),

o(t,x' 0) =0, 2’ cw,

Op,v(t,2',0) =0, 2’ €w.

Therefore, applying assumption (H) and the fact that F € C([0,T]; H*'(Q)), we deduce that v €
C([0,T); H*1+7(Q)). Thus, in order to complete the proof, we only need to check that w € C([0, T]; H2*7)(€)).
For this purpose, using the fact that F/, € LP(0,T) and t — t*~! € Lf",(O7 T), with 1/p’ =1—1/p, one

can check that w,, € C([0,T]), n € N. Moreover, fixing m,n € N, with m < n, and applying formula

(1.148) of [29, Theorem 1.6], we find

n
Z Ay wr () ok
k=m LQ(Q)
t n
< [ N B Ml = ) )| s
0 k=m L2(§~Z)
t n
< C/ (t—s)~ Z F(s)ex ds.
0 k=m L2(Q)

On the other hand, since % < 1— oy, we have 1% =1- 1% > oy and we deduce

T ’
/ s TP Yds < oo.
0

Therefore, applying the Holder inequality, we obtain

n

Z AT () pw

k=m

L2(9) k=m L (0,T;L%())
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Combining this with the fact that F' € L?(0,T; L*(Q)), we deduce that

=0.
C([0,T};D(AM*7))

lim
m,n— 00

n
3w
k=m

Thus, the sequence

n
Z Wn¥n

neN

is a Cauchy sequence and therefore a convergent sequence of C([0,T]; D(A'™7)). Since this sequence
converges to w in the sense of C([0,T]; L?(f2)), we deduce that w € C([0, T]; D(A'*7)) and, in view of
(H), we deduce that w € C([0,T]; H***(Q)). Now let us prove that u € C'([0,T]; H*'(€2)). Note
first that u, € C*([0,7]) with

t t
ul (t) = Fr(0)t* 1 By o(—Ant®) +/ S By a(=As®)FL(t—s)ds = / $Y By a(=Ans®)F) (t — s)ds.
0 0

Here we have used the fact that Fj;—y = 0. Repeating the above arguments and using the fact that
F e WhP(0,T; L*(2)) with £ < a(1 —~), we deduce that d,u € C([0,7]; D(AY)) C C([0,T]; H*(5)).
Therefore, we have u € C1([0, T]; H*Y(Q)).

Now let us consider the case ¢ # 0. We introduce the map

G(v) :== /0 J(t —s)F(s)ds — /0 J(t — s)q(s)v(s)ds
defined on C([0, T]; H2(7)(Q)) N C*([0, T); H*(2)) with J(t) given by

J(O)h = 1" Ega(=Ant®) (hyon) on,  h € L*(Q), t > 0.

n=1

Then, using a classical fixed point argument combined with the preceding analysis, we deduce that G
admits a unique fixed point lying in C([0, T]; H21+(Q))NC* ([0, T]; H*Y(2)) which will be the solution
of (1.11). This completes the proof of the lemma. d

From now on and in all the remaining part of this section, we assume that « € (0,1] and that the

conditions of Proposition 1.3 are fulfilled. We consider @ defined on (0,7) X w x (—¢,£) by
a(t, 2!, —xq) = a(t, 2’ zq) = u(t, o', xq), (t,2',2q4) € (0,T) x w x (0,7).

Then, it is clear that Uy 1)x0 € c([0,T); H>+(Q)) n ¢Y([0,T]; H*(Q)) and U)(0,T) xwx (—£,0) €
C([0,T); H*+7) (w x (—£,0))) NCY([0,T); HY (w x (—¢,0))). Moreover, we have

Fu(t,2’,04) = 02ra(t,a’,0-), Oy, alt,2’,04) =0=0,,a(t,2’,0-), (t,2')€(0,T)xw, k=0,L.
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Therefore, we deduce that @ € C([0, T]; H3(2)) N C1([0, T); H*Y(2)) and, thanks to (1.9), @ solves

oYt + A+ q(t, )i = f(t,2")R(t,x), (t,2',2,) € (0,T) x w x (—£, L),
w(t,z) =0, (t,z)€ (0,T) x 0w x (—£,1),

a(t,z’,+0) =0 (t,2') € (0,T) x w,

OFu(0,2) =0, z€wx (=L,0), k=0,...,mq,

where R is the extension of R to (0,T) x w x (=, ) given by

R(t, 2, xq) := R(t,2', —xq), (t,2",24) € (0,T) x w x (—£,0).

Fixing v = 0,,4% and using the fact that @ € C([0,T]; H3(2)) N CL([0,T]; H*'(2)), we deduce that v
solves the problem
0% + Av + q(t, ' )yv = H(t, o', zq) + f(t,2)0p,R(t, ), (t,2',2,) € (0,T) x w x (=, 1),
v(t,) =0, (t,z)€ (0,T) x Ow x (—£,0),
(3.1)
v(t, ', £0) = O, a(t, 2, £0) = £0,,u(t, 2’ 0), (t,2') € (0,T) x w,

OFv(0,2) =0, zcwx (=40, k=0,...,mq,

with
d
H(t,x' zq) == Z On, (02,05 ()0, 1) .
ij=1
Note that here since R,d,,R € L>®((0,T) x ), we have R,d,,R € L>((0,T) x ). We are now in

position to prove Theorem 1.4.

Proof of Theorem 1.4. In all this proof C' denotes a generic constant depending on «, ¢, T', 2, A,
q, d. According to Lemma 1.3 the solution u of (1.11) is lying in C([0, T]; H20+)(Q))NC* ([0, T]; H™(Q))
and v = 9,4, with @ the even extension of u to (0,T) X w x (=¥, £), which solves (3.1). Note first that
projecting the equation (1.11) in (0,7) x w x {¢} and using the fact that, for all (¢,2") € (0,T) X w, we
have u(t,z’,£) = 0, we deduce that

d—1 d
ft, 2 YR(t, 2", £) = [adﬁﬁidu + 2Zajd8wjaxdu + Z@wjajdawu](t,x',ﬂ), (t,2") € (0,T) x w.
=1 =1

Combining this with (1.13) and the fact that v = 9,,u, for all ¢t € (0,T), we deduce that

”f(t? ')HLQ(w) < c_lc(”awdv(t? '7£)||L2(w) + ||6wdu<t7 7€)||H1(w))

< C(102,0(t; - Ol L2 ) + |0zult, - O]

(3.2)
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Thus, the proof of (1.17) will be completed if we can derive a suitable estimate of ||0,,v(t, ~,€)||L2(w)

For this purpose, we decompose v into v = vy + vo, where vy solves
ofv +Avy =0, in (0,T) X w x (—=¢,£),

vi(t,z) =0, (t,x)€ (0,T) % Ow x (—=¢,1),

v1(t, o', £0) = O, u(t, o', £0) = £0,,u(t, o', 0), (t,2") € (0,T) x w, (33
v1(0,2) =0, z€wx(=44L),
and vy solves
vy + Ave = —qu(t,x) + H(t, o', 24) + f(t,2)0z, R(t, x), (t,2',2,) € (0,T) x w x (£, 0),
va(t,z) =0, (t,z)€ (0,T) % 0w x (—¢,1),
(3.4)

vo(t, ', £0) = O, a(t,2', £0) =0, (t,2") € (0,T) x w,

v2(0,2) =0, z€wx(—£7).
Since u € C1([0,T]; H>'(Q)) N C([0, T]; H*1+7(Q)), we have
(t,2') v Dyyult,a’,£) € CH([0,T]; H*' =% (w)) N C([0, T); HE ' (w))
and 0,,u(0,-,¢) = 0. therefore, using a classical lifting argument (e.g. [24, Theorem 8.3, Chapter 1]),
we can find G € C1([0,T]; H*~1(Q)) N C([0,T); H*T1(Q)) such that
G(t, 2", 0) = Oy u(t, ', 0), (t,2') € (0,T) x w,

G(0,2',2q) =0, (2',24) €w x (=4, 1),

1Gllw.o0 0,712 @x (—,00)) T NGl Loe (0,752 (wx (—0,0)))

< CUO s Ol g )+ 19t Dllsoe .75 )

Therefore, we can decompose vy into v; = G + w; with w; solving
Ofwy + Awy = G, in (0,T) X w x (=£,¢),
wl(tvx) = Ov (t,lﬁ) € (OaT) X Qw X (_676)7

wi(t,z',£0) =0, (t,2") € (0,T) x w,

wl(O,x) =0, zewx (76,6)3

where Gy = —97G — AG € C([0,T); L*(2)). Thus, we have

wi(t,) = /0 S(s)Ga(t — 5)ds,

where S(t) corresponds to the operator valued function defined in Theorem 1.2. Therefore, applying

(HO00) and formula (1.148) of [29, Theorem 1.6], we deduce that wy € C([0,T]; H?7(Q)) with

T
lwill o 0.7 27 (0)) < € (/o 3a(1_7>_1d3> 1G 1l Lo 0,7:22(02)) -
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It follows that
vl oo 0,720 0)) < CUIG oo (0,7522(0)) T Gl Lo (0,712 ()
< CIGllwr0o0,7522 @x (—t,0))) T Gl Lo (0,752 (wx (—e,0))))
and combining this with (3.5), we get
loal oo o e < CUPetlr Ol s o + 102t Ol oo (36)
Moreover, the estimate
[0z 01 (s 'a@”Lw(o,T;LZ(w)) <C ||U1||Loo(o’T;H2w(wx(7z,z)) )
implies
||awczv1< 5 Ty HLW(O T L2(L;J)) Ha:vdu ) ’€>||L°°(O,T;H%(w)) + ||8Idu('a "E)HWLOC(O,T;H‘S(W)))' (37)
On the other hand, we have
t
= [ (= s)(mavts ) + His, )+ 0, F (s, ds.
0
Thus, applying (H00) and repeating the arguments of Lemma 1.3, we get
t
V2 (s ) 2y (x (—e,0)) < O/o (t—s)* 7| £ (s, M 2@y H0S I L2 @wn (—e,0) FIH (S I L2 (0,00 )ds
which, for all ¢ € (0, T], implies that

¢
10z4v2(t, - Ol 120 gc/o (t=s) =7 £ (s, M2y v M 2@ a0 TS ) 20 (< ,00)ds-

In light of (1.14), we get

d—1 d—1
H = 04,00402,1i+ 2 02y0ja00, 0 + Z Os, 0,040, T+ Y 02 0540
Jj=1 j=1 j=1
d—1 d—1
_amdaddamdv+228mda]d8x]v+ Z&‘x](’?zda]d U+Z8 ,@jd0x U
Jj=1 Jj=1 Jj=1

and it follows that

IH () L2y < CUl0(E ) o) + 1wt )l gry)s ¢ € (0,71,

In view of the equation satisfied by v and according to the above arguments as well as the arguments

used in Proposition 1.3, for all ¢ € (0,7, we get
[o(, M gy + 1wl )l g o)
C(”f”[,oo((),t;L?(w)) + ”8364“(7 .’E)HL“(O,T;H%(W)) + Haldu(’ 'aé)”Wl»OO(O,T;H‘;(w)))'

Thus, we find

[ H(t, ')||L2(Q) < C(HfHLoo(o,t;LZ(w)) + 10z ul- 'ae)HLm((),T;H%(w)) + [0z, u(:, '7€)||W1=°°(O,T;H5(w)))
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and it follows that

||8:dev2(t? ) E)”Lz(w)

t
<C (/0 (t—s)*=71 11l oo (0,512 w)) @8 + [0z, ul, "g)”Loo(o,T;H%(w)) + 10z ul- '7‘€)|W1’°°(0,T;H5(w))>
Combining this with (3.2) and (3.7), we find
17 M 22y SCUPC Ol g o+ 19508 Olls o 211500
+ C/Ot(t = &) T 1l e 0,522 455 te(0,7),
which clearly implies
||fHL°°(O,t;L2(w)) <C([[0z,u(, '»@HLW(O,T;H%(W» + [0z ,u(, ',‘g)HWl,oc(O,T;H(S(w)))

t
+ C/O (t - S)Q(l_w)_l ||fHL°°(0,s;L2(w)) dS, te (05 T)

Then, [7, Lemma 3| (see also [33, Theorem A]), implies that

||fHLoc(0’t;L2(w)) < C(Haa:du(a .)E)HLOO(O,T;H%(W)) + ||awdu('7 '7£)||W1,0°(07T;H5(w))>7 te (Oa T)

from which we deduce (1.17). O

3.1. Application to the recovery of coefficients. Consider v the solution of the problem

Opv+ Avt gt =0, (t,2) € (0,T) x
v(t,a' ) = ho(t,2') (t,2') € (0,T) X w,
v(t,x) =h1, (t,z)€ (0,T) % Ow x (—¢, 1),

Op,o(t,a',—0) =0 (t,2") € (0,T) X w,

v(0,2) = wo(z), =€Q,
with wg, hk, k= 0,1, given by (1.19). Then, we can write v = H + y where y solves
Oy + Ay + q(t, ')y = Hi(t,z), (t,z) € (0,T) x €,
y(t,x) =0, (t,z)€ (0,T) x dw x (0,¥),
y(t, 2", 0) =0 (t,2") € (0,T) X w,
O,y(t,2',0) =0 (t,2") € (0,T) X w,

y(0,2) =0, €,

where Hy = —(0% + A+ q)H € C([0, T]; H*'(Q)) N WP (0, T; L*(Q)). Therefore, using the fact that,
thanks to (1.19), we have

Hi(0,z) =0, z€Q
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and repeating the arguments of the preceding section, we can prove that v € C([0,T]; H>(+7)(Q)) and
for d < 3, the Sobolev embedding theorem implies that v, 0,,v € C ([O7 T] x 6) Applying the previous

results about recovery of source terms we can complete the proof of Corollary 1.5.

Proof of Corollary 1.5. Let u = v; —v2 and notice that u solves (1.2) with g = q1, f = (g2 —¢1)
and R = vy. Then, using the fact that vy, d,,v2 € C([0,T] x Q) and the fact that, thanks to (1.13),
(1.20), we are in position to apply Theorem 1.4 from which we deduce (1.20). |

APPENDIX

We consider the following result which can be deduced from other known results (see e.g [30,

Theorem 2.2] and [23, Theorem 1.3]) considered for a € (0,1) that we extend to « € (0,2).

Lemma 3.1. Let F € L*(Q), o € (0,2) and m,n = 0,1. Then problem (1.2)-(1.4) admits a unique
solution u € L?(0,T; H*(Q)), satisfying Au, 0fu € L*(Q) and the following estimate holds true

105 ull 2y + AUl 20y + lull L2g) < CNIF | L2(g) - (3.8)

Proof. We prove this result for sake of completeness. We fix A the operator A acting on L*(Q) with the
boundary condition (1.3)-(1.4). We fix also the non-decreasing sequence of non-negative eigenvalues

(Ak)r>1 and associated eigenfunctions (¢ )r>1 of A. Then, we consider
ko :=min{k € N: Ay > 0}.

Since u solves (1.2)-(1.4), we have

uk(t) = (u(t, ), r) L2() = /Ol(t —8)* By .o~ (t — 5)*)Fy(s)ds,

where Fi,(t) := (F(t,), ¢r) 12(q)- Therefore, we have

ug(t) = (Grlo,1)) * (Frl(o,1))

with Gi(t) = t* 1 Ey o (—Agt®). Then, we find

[ S o= 3R 1 Gutom) » (Bt
0

k=1 k=1

and an application of the Young inequality yields

2 2
/0 S R up(t)dt = 3 A2 (Gl 1EelEaor

k=1 k=1

On the other hand, we have

1
a
kT

T A
Gkl 1 (0,7) :/ 5 By o (= Aps®)ds = A,;l/ VB, o(—s)ds, k> ko.
0 0
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Combining this with formula (1.148) of [29, Theorem 1.6], we get

a—1

“+oo
— S —
1Grllpi0.m) < CA, 1/0 T s SON Lok >ko+ 1

It follows that

T ko
/Zl—&-AQ fu (1) Pt = /Z|uk<t>|2dt+/ S (4N ()
0 1= k=1 0

k=ko+1

o0
< CY Fl200) < CIFIZ2 )

and we get

lull 207,004y < CIEN 220

In the same way, we find

Ofu=—Au+ F € L*(Q)

which implies at the same time that %u € L?(Q) and (3.8). This proves (3.8). O
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