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Abstract—This work is based on an extension of the Petri net framework. Our model relies on the definition of a priority relation between conflicting transitions, which is encoded in a compact manner by orienting the edges of a transition conflict graph. The benefit is that this allows the use of a successor function for the study of dynamic processes from a global point of view, independent from a particular initial state and the (complete) construction of the reachability graph. We address the problem of gaining the information that allows to provide an appropriate priority relation governing the dynamic behavior of the studied system and discuss some further implications and generalizations of the studied approach.

I. INTRODUCTION

To model complex dynamic systems, Petri nets constitute a well-established framework that offers a variety of analysis techniques. Hereby, the structure of the systems is described by means of a network, while dynamic processes are usually represented in terms of state changes. Several fundamental issues concerning the dynamics of such systems can be addressed within this setting, either via theoretical analysis or computer simulation. Accordingly, Petri nets have a broad application range, including the design of asynchronous hardware circuits [1], the analysis of production and workflow systems [2], the analysis and control of batch processes [3], the design of distributed algorithms for networks of agents [4], and the modeling and simulation of biological networks [5], [6], [7], to cite only some prominent examples.

More formally, a network \( G = (P, T, A, w) \) reflects the involved components (like network elements, technical components, biological entities etc.) by places \( p \in P \) and their interactions (like transformations, causal dependencies, chemical reactions etc.) by transitions \( t \in T \), linked by weighted directed arcs.

Some places \( B \subseteq P \) may have bounded capacities, which are given by a positive integral vector \( u \in \mathbb{Z}^B_+ \). Each place \( p \in P \) can be marked with an integral number \( x_p \) of tokens (at most \( u_p \) if \( p \in B \)). Any such marking defines a state of the system that can be represented as an integral nonnegative vector \( x \in \mathbb{Z}^P_+ \). The potential state space of a capacitated network \( (G, u) \) is the set of all theoretically possible states

\[ \mathcal{X} := \{ x \in \mathbb{Z}^P_+ : x_p \leq u_p, \forall p \in B \}, \]

if no further conditions restrict \( \mathcal{X} \). Its size is at least exponential in \(|P|\) and is finite if \( B = P \) holds.

Dynamic processes are described as sequences \( x^0, x^1, \ldots, x^k \) of consecutive system states\(^1\), where state \( x^{i+1} \) is obtained from \( x^i \) by switching a transition \( t \in T \). Thereby, \( t \) consumes \( w_{pt} \) tokens from each place \( p \) with \((p, t) \in A \) and produces \( w_{tp} \) new tokens on each place \( p \) with \((t, p) \in A \). A transition \( t \in T \) is enabled at a state \( x \in \mathcal{X} \) if switching \( t \) yields a valid successor state in \( \mathcal{X} \). We denote by \( T(x) \) the set of enabled transitions at state \( x \) and, accordingly, by \( X(t) \) the set of states at which transition \( t \) is enabled.

Usually, the dynamic behavior is the result of several conflicting as well as concurrent ongoing dynamic processes. A Petri net is a pair \( (G, x^0) \) consisting of a network \( G \) together with an initial state \( x^0 \), and its state space \( \mathcal{X}(x^0) \) is understood as the set of all further system states which can be reached from \( x^0 \) by switching or firing sequences of transitions, see e.g. \[8\] for more information. Describing the dynamics of a system might be done by model animation, i.e., by simulating the flow of tokens inside the network as transitions are switched. Given a network \( G \) and an initial state \( x^0 \), some central problems are:

- **Reachability**: Determine whether the system may reach one of a set of target states after a finite sequence of transition switches.
- **Boundedness**: Determine if there are sequences of transition switches that lead to the accumulation of an unlimited number of tokens at some place.
- **Liveness**: Determine whether no sequence of transition switches can put the system into a state where some transition is permanently disabled.

These problems are in general hard from a computational complexity point of view. For instance, reachability was proven to require exponential space \[9\] and decidability of this problem could only be established some years later \[10\], \[11\].

1) We use superindices to reference different states and subindices to specify places. Thus, \( x_p^i \) is the number of tokens assigned to place \( p \) at state \( x^i \).
The marking graph $G(x^0)$ allows only a partial view on the studied system which is, e.g., suitable for a technical system performing exactly one process. However, already a failure of one or several components can change the initial state, and a more global view is required to coherently model both normal and malfunction of the system, and to detect the faulty element(s) by an according failure analysis.

Similarly, the study of biological systems by performing experiments can be seen as putting the system in an initial state and observing the evolution of the system in terms of sequences of state changes. Due to the intrinsic complexity of biological systems, the dynamic behavior of such systems can rarely be understood by performing a single experiment so that, in general, several experiments starting from different initial states are required.

To study complex dynamic systems and processes therein from a more global point of view (independent from a particular initial state), we therefore suggest to consider the state digraph $G$ on the potential state space $\mathcal{X}$ of the system, i.e., on the set of all theoretically possible states.

b) Non-deterministic versus deterministic systems: While studying dynamic processes, a particular situation occurs when so-called dynamic conflicts are present at states, in which two transitions are enabled, but switching one disables the other. In this case, model animation does not allow definite conclusions about any system properties, as mentioned in [12]. The reason is that the occurrence of dynamic conflicts is understood as alternative (branching) system behavior, where a decision between these alternatives is taken non-deterministically.

However, there are examples of systems that show a deterministic behavior despite the existence of dynamic conflicts. We call a dynamic system deterministic if any state $x \in \mathcal{X}$ has a unique successor state $\text{succ}(x)$. For technical systems, a deterministic behavior is often crucial in order to guarantee the reliability of the performed processes.

In addition, also some biological systems are deterministic, as stimulating them in a certain way triggers always the same response (see e.g. the light-induced sporulation of Physarum polycephalum plasmodia or the phototaxis of halobacterial cells described in [13], [14], [15]). Petri nets, as originally defined, can be used to model such systems only in some trivial cases.

c) A compact encoding for deterministic systems: To overcome the above mentioned difficulties, we propose to model deterministic systems from a global point of view (independent from a particular initial state). For that, a successor function $\text{succ} : \mathcal{X} \rightarrow \mathcal{X}$ can be defined which returns $\text{succ}(x)$ for every potential state $x \in \mathcal{X}$. Note that an explicit encoding of $\text{succ}$, for instance pointwise, is exponential in the size of the network $G$.

If the change from a state $x \in \mathcal{X}$ to its successor state $\text{succ}(x)$ can always be explained by the switch of a single transition, the dynamics of a deterministic system can be alternatively expressed with the help of a transition selection function $\text{trans} : \mathcal{X} \rightarrow T$. This function assigns to every state $x \in \mathcal{X}$ a unique transition $\text{trans}(x) \in T(x)$ that must be switched in order to reach $\text{succ}(x)$.

In [16], it was proposed to use priorities between the transitions of the network as additional activation rules to determine which transition from $T(x)$ has to be selected as $\text{trans}(x)$ in order to reach $\text{succ}(x)$. In [17], the following compact scheme for encoding trans based on such priorities was introduced. The transition conflict graph of $(G, u)$ is an undirected graph $K = (T, \mathcal{E})$ having as nodes the transitions from $G$, where two transitions $t, t'$ are joined by an edge if and only if there exists at least one state where both are enabled.

A directed graph $D$ obtained by orienting the edges of $K$ is a valid orientation for $(G, u)$ if, for every state $x \in \mathcal{X}$ with $T(x) \neq \emptyset$, the node subset $T(x)$ has a unique sink, and this sink coincides with $\text{trans}(x)$. Observe that the size of $D$ is $O(|T|^2)$, which is polynomial in the size of $G$, see Section II.

A valid orientation completely encodes the dynamic behavior of a deterministic system: given a state $x \in \mathcal{X}$, determine the highest-priority transition $\text{trans}(x)$ by searching for the unique sink in the subgraph of $D$ induced by $T(x)$; switching $\text{trans}(x)$ yields the successor $\text{succ}(x)$.

Computing successors is a key operation within simulation algorithms to study the dynamic behavior of a system and to address questions like reachability, boundedness or liveness. To the best of our knowledge, currently no algorithm for these problems is known, which does not rely on storing explicit descriptions of the state digraph or some equivalent structure to compute $\text{succ}(x)$ at every state $x$, which limits the size of the networks that can be considered, due to the high memory requirements. Having, however, a valid orientation allows to determine $\text{succ}(x)$ for each state $x \in \mathcal{X}$.

d) Experiment design to obtain such models: To benefit from the above mentioned properties, a valid orientation of a transition conflict graph needs to be obtained. This shall be done by observing dynamic processes in the underlying deterministic system: based on the knowledge of $\text{succ}(x)$ at some states $x \in \mathcal{X}$, we aim at finding a valid orientation that encodes the global dynamic behavior of the system since $\text{succ}(x)$ can be determined for all states $x \in \mathcal{X}$.

Querying $\text{succ}(x)$ for a state $x$ is typically done by performing experiments with the studied system. Since this can be expensive and time-consuming, it is worth to design the experiments in such a way that as few of them suffice to gain the required information. In this paper, we address a problem in this context posed in [18]: given a network $G$ and an oracle for returning $\text{succ}(x)$ for any state $x \in \mathcal{X}$, we aim at determining $D$ by calling the oracle as few times as possible. Thus, we shall design experiments (in terms of oracle calls) to deduce the global dynamic behavior of the system by providing enough transition priorities, encoded in $D$. In Section III, we formally state the problem, present some related concepts from [18] and propose an algorithm to solve the problem.

We close with some concluding remarks and a discussion on potential generalizations of our approach.

2These priority relations shall reflect the relative reaction rates of the (chemical) reactions represented by the transitions of the network with the idea that faster reactions have higher priorities and are taken. On the model side, priorities can be seen as a discrete extreme case of firing rates of transitions defined by probability distributions, where exactly one transition in $T(x)$ (namely, the highest-priority transition $\text{trans}(x)$) has probability 1, and all other transitions in $T(x)$ have probability 0.
II. ENCODING VALID ORIENTATIONS

As observed in the previous section, one key issue for modeling the dynamic behavior of a deterministic system is the specification of a mechanism for the (unambiguous) resolution of dynamic conflicts between enabled transitions.

Recall that, given a capacitated network \( G = (P, T, A, w) \) with \( u \in \mathbb{Z}_+^2 \), its transition conflict graph is an undirected graph \( K = (T, E) \) having as nodes the transitions from \( G \), where two transitions \( t, t' \) are joined by an edge if and only if there exists at least one state where both are enabled, i.e.,

\[
   tt' \in E \iff X(t) \cap X(t') \neq \emptyset.
\]

As the involved sets \( X(t) \) are boxes, \( K \) can be constructed in \( O(|P| |T|^2) \) time using a straightforward algorithm to check for box intersections \( X(t) \cap X(t') \). A more efficient way of its computation is proposed in [17].

It follows from the definition of \( K \) that, for every state \( x \in \mathcal{X} \), the set \( T(x) \) of enabled transitions induces a clique in \( K \), i.e., a set of mutually adjacent nodes.

**Remark 1:** The converse is not necessarily true, as it is shown in [17]. However, as the sets \( X(t) \) are boxes, it is possible to prove that at least the inclusion-wise maximal cliques in \( K \) are associated with states of the system.

**Example 2:** Consider the capacitated network \( (G, \mathbb{I}) \), with \( G = (P, T, A, \mathbb{I}) \), from Figure 1(a). It has \( \mathcal{X} = \{0, 1\}^4 \) as set of potential system states, where for each \( x^i \in \mathcal{X} \), with \( 0 \leq i \leq 16 \), it holds that \( i = x^1_1 + x^2_1 + x^3_1 + x^4_1 \).

The sets \( X(t) \) for all transitions in \( T \) are as follows:

\[
   \begin{align*}
   X(t_1) &= \{x^1, x^3, x^5, x^7\}, \\
   X(t_2) &= \{x^2, x^3, x^6, x^7\}, \\
   X(t_3) &= \{x^3, x^13\}, \\
   X(t_4) &= \{x^3, x^5, x^6, x^7\}.
   \end{align*}
\]

The resulting transition conflict graph \( K \) is shown in Figure 1(b). Note that \( (G, \mathbb{I}) \) has four branching states and the following cliques of \( K \) are associated with them:

\[
   \begin{align*}
   T(x^1) &= \{t_1, t_2\}, \\
   T(x^3) &= \{t_1, t_3, t_4\}, \\
   T(x^5) &= \{t_2, t_4\}, \\
   T(x^7) &= \{t_1, t_2, t_4\}.
   \end{align*}
\]

\( T(x^5) \) and \( T(x^7) \) are the inclusion-wise maximal cliques of \( K \). Moreover, there are five cliques of size two (edges), from which only two \((t_1 t_2)\) and \((t_3 t_4)\) are associated with states.

\( K \) is a plausible candidate to embed priorities between transitions. This motivates the following definition. A directed graph \( D = (T, \mathbb{A}) \) obtained by orienting the edges of \( K \) is valid for the system \( (G, u) \) if, for every state \( x \in \mathcal{X} \) with \( T(x) \neq \emptyset \), the subgraph induced by the nodes from \( T(x) \) has a unique sink, and this sink coincides with \( \text{trans}(x) \). The existence of a valid orientation of \( K \) implicitly imposes a further requirement on the nature of a dynamic system: if two states \( x, x' \in \mathcal{X} \) have the same set \( T(x) = T(x') \) of enabled transitions, then both induce the same subgraph of \( D \) and, therefore, \( \text{trans}(x) = \text{trans}(x') \) must hold.

Moreover, if a transition \( t \) is enabled at two states \( x, x' \in \mathcal{X} \) and \( t \) is the highest-priority transition at \( x \), then either \( t \) is also the highest-priority transition at \( x' \) or \( \text{trans}(x') \notin T(x) \). The next result from [17] shows that this condition is also sufficient for the existence of a valid orientation.

**Theorem 3:** A system \( (G, u) \) has a valid orientation if and only if the following consistency condition holds: For any pair of states \( x, x' \), if \( \text{trans}(x) \in T(x) \cap T(x') \) then either \( \text{trans}(x) = \text{trans}(x) \) or \( \text{trans}(x') \notin T(x) \).

Recognizing whether an orientation \( D \) of \( K \) is valid is hard in general, since it requires a test for every state \( x \in \mathcal{X} \), whether the corresponding clique \( T(x) \) in \( D \) has a unique sink.

Note that a clique cannot have more than one sink, and that every clique without a sink contains a directed cycle. Hence, if \( D \) is acyclic then every clique of the graph has a unique sink, and we immediately obtain:

**Observation 4:** Every acyclic orientation of \( K \) is valid.

**Example 5:** For the capacitated network \( (G, \mathbb{I}) \) from Figure 1(a), the priority relation \( t_1 < t_2, t_1 < t_3, t_2 < t_4, t_3 < t_4 \) induces an acyclic orientation \( D \), depicted in Figure 1(c), of the transition conflict graph \( K \) from Figure 1(b). \( D \) is indeed a valid orientation: each of the cliques in \( D \) associated with (branching) states has a unique sink:

\[
   \begin{align*}
   \text{trans}(x^1) &= t_2 \in T(x^3), \\
   \text{trans}(x^3) &= t_1 \in T(x^3), \\
   \text{trans}(x^5) &= t_4 \in T(x^6), \\
   \text{trans}(x^7) &= t_1 \in T(x^7),
   \end{align*}
\]

and the consistency condition from Theorem 3 is satisfied:

- \( \text{trans}(x^3) = t_2 \) belongs to the intersection of \( T(x^3) \cap T(x^6) \) and \( T(x^3) \cap T(x^7) \), but \( \text{trans}(x^3) = t_4 \) belongs to \( T(x^3) \setminus T(x^j) \) for \( j = 6, 7 \);
- \( t_4 \) is the common highest-priority transition in \( T(x^3), T(x^6), T(x^7) \).

III. FINDING VALID ORIENTATIONS FOR A NETWORK

A relevant problem when modeling dynamic systems with our approach consists in inferring a valid orientation for the transition conflict graph from observations made on dynamic processes in the underlying deterministic system. Based on the knowledge of the values of \( \text{succ}(x) \) at some states \( x \in \mathcal{X} \), we aim at finding a valid orientation that allows to predict \( \text{succ}(x) \) for all states \( x \in \mathcal{X} \).

![Fig. 1. (a) A capacitated network of a dynamic system (places are represented by circles, transitions by squares, all place capacities and arc weights are assumed to be equal to one), (b) the corresponding transition conflict graph, (c) a valid orientation.](image-url)
Given as input the capacitated network $\langle G, u \rangle$ and an oracle for returning the value of $\text{trans}(x)$ at any state $x \in \mathcal{X}$, we shall determine $\mathcal{D}$ by calling the oracle as few times as possible since in practice, a call to the oracle stands for the execution of an (expensive and time-consuming) experiment. A set $\mathcal{X}' \subseteq \mathcal{X}$ of states is a valid test set if the information about the corresponding highest-priority transitions $\{\text{trans}(x) : x \in \mathcal{X}'\}$ is sufficient for inferring the direction of all arcs in $\mathcal{D}$. We are interested in the following problem, formulated in [18].

**Problem 6 (Minimum Valid Test Set Problem (MVTP))**

Given a deterministic system together with an oracle for returning highest-priority transitions, find a valid test set of minimum cardinality.

In the following, we discuss and extend an approach from [18] to solve the MVTP iteratively, by alternating oracle calls and analyzing the gained information.

For that, suppose that we are in the situation of having already a partial orientation of a (mixed) graph $\mathcal{D}' = (T, \mathcal{X}', E')$, obtained by fixing the direction for some edges of $\mathcal{K}$ (e.g. as result of previous calls to the oracle) with $\mathcal{X}'$ being the set of the corresponding oriented arcs, and $E'$ the set of the remaining unoriented edges. A partial orientation is extendible if it is possible to choose directions for all unoriented edges in such a way that a valid orientation is obtained. Given an extendible partial orientation $\mathcal{D}' = (T, \mathcal{X}', E')$, a yet unoriented edge $tt' \in E'$ is said to be inferable as $(t, t')$ if the partial orientation $(T, \mathcal{X}' \cup \{(t', t)\}, E' \setminus \{tt'\})$ is not extendible and dominated if for all states $x$ with $t, t' \in \text{trans}(x)$, $\text{trans}(x)$ is already known to differ from $t$ and $t'$. Observe that the direction of dominated edges is irrelevant in our model, as these never provide information for computing highest-priority transitions. However, as we shall see later, the direction of dominated edges may be important in order to determine which of the other edges are inferable and which are not. We call $\mathcal{D}'$ to be sufficient for inferring a valid orientation $D = (T, \mathcal{X})$ if all edges in $E'$ are inferable as the corresponding arcs in $\mathcal{X}$.

**Example 7:** Figure 2 illustrates these concepts. The partial orientation depicted in

(a) is not extendible, as choosing any direction for edge $t_1t_4$ produces one inclusion-wise maximal clique without sink;

(b) is extendible but not sufficient: $t_1 < t_4$ is inferable, but then $t_1t_3$ is not inferable;

(c) is sufficient: $t_1 < t_4$ is inferable and implies $t_3 < t_4$;

(d) is sufficient since $t_1 < t_4$ is inferable.

This also shows that the optimal solution of MVTP may depend on the underlying valid (complete) orientation $\mathcal{D}$, and not on the transition conflict graph alone.

Testing whether a partial orientation is extendible or not is computationally hard, for the same reason for which recognizing a valid orientation is hard in general. In the following, we focus on the particular case where the valid (complete) orientation $\mathcal{D}$ is known a priori to be acyclic. This is equivalent to assuming that there exists a partial orientation reflecting the priority relations among all transitions of the network, an assumption which is plausible in many practical applications.

![Figure 2](image-url)

**Theorem 9:** If a system satisfies the clique property, each clique of the transition conflict graph is associated with a state of the system.

**Observation 8:** Every acyclic partial orientation is extendible.

Furthermore, a partial orientation $\mathcal{D}'$ is sufficient if, for every non-dominated edge $tt' \in E'$, the digraph $(T, \mathcal{X}')$ contains either a directed path from $t$ to $t'$, or a directed path from $t'$ to $t$. Conversely, given a (complete) orientation $\mathcal{D} = (T, \mathcal{X})$, an arc $a = (t, t') \in \mathcal{A}$ such that the digraph $(T, \mathcal{X} \setminus \{a\})$ does not contain a directed path from $t$ to $t'$ is either dominated or otherwise essential.

Observe that the direction of an essential arc $a$ cannot be inferred in any partial orientation extendible to $\mathcal{D}$, whereas the orientation of a dominated arc can be arbitrarily chosen.

Any sufficient partial orientation must therefore contain the set $\mathcal{X}^*$ of all essential arcs from $\mathcal{D}$. Furthermore, for any state $x \in \mathcal{X}$, the information on $\text{succ}(x)$ can be used to orient at most one essential arc among the set $A(x) = \{(t, \text{trans}(x)) : t \in \text{trans}(x), t \neq \text{trans}(x)\}$ of arcs whose directions are revealed by testing the system at $x$. As a consequence, the following result is obtained in [18] for systems satisfying the clique property: each clique of the transition conflict graph is associated with a state of the system.

**Theorem 10:** If the complete orientation $\mathcal{D}$ is acyclic, then

- the essential and the dominated arcs of $\mathcal{D}$ form a sufficient partial orientation;
- a valid test set $\mathcal{X}' \subseteq \mathcal{X}$ is optimal for MVTP if and only if $A(x) \cap \mathcal{X}^* \neq \emptyset$ holds for every $x \in \mathcal{X}'$.

Here, we extend the results from [18] to the case that $\mathcal{D}$ is known a priori to be acyclic, but the clique property is not assumed to hold. Recall that this is reasonable to expect in practical instances.

**Algorithm 1** shows an approach to determine a valid test set in this case. It computes as first step the set $\mathcal{Q}$ of all inclusion-wise maximal cliques in $\mathcal{K}$ (to ensure that each clique in $\mathcal{Q}$ is associated to a state), then it alternates oracle calls and the analysis of the gained information.
Algorithm 1: Inferring an acyclic valid orientation.

**Input:** \((G, u, \text{trans})\) \{deterministic system with oracle for computing \text{trans}\}

\(K\) \{transition conflict graph\}

3. **Output:** \(D\) \{valid acyclic orientation\}

initialize \(Q\) as the set of all inclusion-wise maximal cliques in \(K\)

\begin{verbatim}
while \(Q \neq \emptyset\) do
  6: retrieve a clique \(Q\) from \(Q\)
    while \(Q\) contains more than one node and there is \(x \in X\) with \(T(x) = Q\) do
      call the oracle and determine \(t^* := \text{trans}(x)\)
      orient the arcs \(\{(t, t^*) : t \in T(x), t \neq t^*\}\)
    9: deduce orientations for inferable edges
    remove \(t^*\) from \(Q\)
  12: end while
  if \(Q\) contains more than one node then
    compute \(Q' := \{T(x) \cap Q : x \in X\}\)
  15: remove from \(Q'\) cliques that are not inclusion-wise maximal
    \(Q' := Q \cup Q'\)
  end if
  18: end while
  \(D' := (T, A', E')\) is the partial orientation obtained so far
\end{verbatim}

while \(E' \neq \emptyset\) do
  21: deduce an orientation for all yet unoriented inferable edges
    choose an arbitrary orientation for a yet unoriented dominated edge
end while

Theorem 11: If the orientation of \(D\) is known to be acyclic, then Algorithm 1 determines a valid test set for inferring \(D\).

Example 12: In order to determine a valid test set \(X' \subseteq X\) to infer a valid orientation of the edges in \(K\) from Figure 1(b), we recall from Example 2 that the following cliques of \(K\) are associated with states:

\[
T(x^3) = \{t_1, t_2\}, \\
T(x^3) = \{t_1, t_3, t_4\}, \\
T(x^6) = \{t_2, t_4\}, \\
T(x^7) = \{t_1, t_2, t_4\}.
\]

The set of all inclusion-wise maximal cliques in \(E\) is \(Q = \{T(x^3), T(x^7)\}\). Applying Algorithm 1 to \(K\) and \(Q\) yields:

For \(Q = Q(x^3)\), we call the oracle in \(x^3\) and receive \(\text{succ}(x^3) = x^9\). We conclude \(\text{trans}(x^3) = t_4\) and, thus, \(t_4 > t_3\) and \(t_4 > t_1\) follows. After removing \(t_4\), the dominated edge \(t_1t_3\) remains. We compute \(Q' = \emptyset\), so no new cliques are added to \(Q\).

For \(Q = Q(x^7)\), we call the oracle in \(x^7\) and receive \(\text{succ}(x^7) = x^{11}\). We conclude \(\text{trans}(x^7) = t_4\) and, thus, \(t_4 > t_2\) and \(t_4 > t_1\) follows. After removing \(t_4\), we obtain \(Q = \{t_1, t_2\}\). This clique is associated with \(x^3\), so we call the oracle in \(x^3\) and receive \(\text{succ}(x^3) = x^9\). We conclude \(\text{trans}(x^3) = t_2\) and, thus, \(t_2 > t_1\). After removing \(t_2\), the remaining subclique has only one node.

The resulting partial orientation \(D'\) is depicted in Figure 3(a). It is acyclic and extendible to the valid orientation \(D_1\) in Figure 3(b) or \(D_2\) in Figure 3(c) by assigning any direction to the dominated edge \(t_1t_3\).

It is left to discuss the quality of the test set obtained by Algorithm 1. For that, we firstly note the following.

Lemma 13: Given a capacitated network \((G, u)\) with acyclic orientation \(D\), then the number of essential arcs of \(D\) (resp. branching states of \((G, u)\)) is a lower (resp. an upper) bound for the cardinality of a minimum valid test set.

Example 14: Consider the two acyclic valid orientations \(D_1\) in Figure 3(b) and \(D_2\) in Figure 3(c). In both cases, \(t_1t_3\) is a dominated edge. The essential arcs are:

\[
\begin{align*}
& t_1t_2, t_2t_4, t_3t_4 \in D_1; \\
& t_1t_2, t_1t_4 \in D_2.
\end{align*}
\]

These essential arcs form together with the dominated edge \(t_1t_3\) the two sufficient partial orientations depicted in Figure 2(d) and Figure 2(c), respectively. For \(D_1\), the number of essential arcs equals the cardinality of the test set \(X'\) obtained by Algorithm 1 (thereby verifying its optimality). \(D_2\) shows that both bounds do not need to be tight (we have \(|A_2'| = 3\) and four branching states \(x^1, x^3, x^6, x^7\)).

This illustrates the difficulties for certifying optimality of a computed test set. However, we conjecture the following:

Conjecture 15: Given a capacitated network \((G, u)\),

- any acyclic valid orientation \(D\) contains the partial acyclic orientation \(D'\), computed in the first part of Algorithm 1;
- there is one acyclic valid orientation \(D^*\) whose set of essential arcs equals \(D'\);
- if \(D^*\) is the valid orientation encoding the dynamic behavior of \((G, u)\), then the test set used by Algorithm 1 is optimal.

IV. DISCUSSION

In this paper, we have examined a new approach for encoding the dynamic behavior of certain deterministic discrete systems that relies on extending the familiar framework of Petri nets. Our encoding consists in a realization of the successor-function \(\text{succ}\) as a valid orientation of the edges of the transition conflict graph \(K\). This encoding is compact in the sense that the amount of space required for its storage is polynomial in the size of the network. Therefore, it is well-suited for being integrated into simulation algorithms like [19] to study the dynamics of large complex deterministic systems, and to address issues such as reachability, boundedness, existence of deadlocks, and liveness, among others.
To benefit from the above mentioned properties, a valid orientation of a transition conflict graph needs to be obtained. This shall be done by observing dynamic processes in the underlying deterministic system: based on the knowledge of $\text{succ}(x)$ at some states $x \in \mathcal{X}$, a valid test set, we aim at finding a valid orientation that encodes the global dynamic behavior of the system since $\text{succ}(x)$ can be determined for all states $x \in \mathcal{X}$. In this paper, we address the MVTP: given a network $G$ and an oracle for returning $\text{succ}(x)$ for any state $x \in \mathcal{X}$, we aim at determining $\mathcal{D}$ by calling the oracle as few times as possible. Thus, we shall design experiments (in terms of oracle calls) to deduce the global dynamic behavior of the system by providing enough priorities, encoded in $\mathcal{D}$.

In Section III, we presented some related concepts from [18] and proposed an algorithm to solve the problem for systems where it is known that valid orientations are acyclic.

A possible interesting extension of our model concerns the study of dynamic systems where the concurrent switch of various transitions can occur. Throughout this paper we have assumed that a change from a state $x \in \mathcal{X}$ to its successor state $\text{succ}(x)$ can always be explained by the switch of a single transition $\text{trans}(x)$. However, there are deterministic systems where this does not hold, but a transition selection function

$$\text{trans} : \mathcal{X} \to 2^T$$

is required that assigns to each state $x$ a subset of transitions to be switched in order to reach $\text{succ}(x)$, see [18] for examples.

One way of dealing with these systems could be through the inclusion of pseudo-nodes in the transition conflict graph, to account for the simultaneous switching of various transitions. The advantage would be that all results from the previous sections directly carry over to the extended setting. The disadvantage of such a modification is, however, the dramatic increase in the size of the transition conflict graph, as the number of required pseudo-nodes may grow exponentially with respect to $|T|$ (in the worst-case up to $2^{|T|}$ according to the number of subsets of $T$).

An alternative approach consists in working on a slightly different transition conflict graph, where an edge between two transitions means that they are in dynamic conflict (i.e. when switching one transition disables the other). In this case, $T(x)$ does not longer induce a clique in $\mathcal{X}$. Yet we can now define an orientation to be valid if for any state $x \in \mathcal{X}$ the set $T(x)$ of enabled transitions induces a subgraph containing at least one sink. These sinks reveal an anti-chain of transitions with maximal priorities, exactly the subset $\text{trans}(x) \in 2^T$, which have to be switched concurrently. Theorem 3 can be generalized to this new setting in a straightforward manner, characterizing which deterministic systems admit valid orientations. The advantage of this scheme is that it is still compact with respect to the size of the network $G$. However, as the sets $T(x)$ do not induce cliques in the conflict graph, many of the combinatorial properties pointed out in Section II do not hold any more. Moreover, since all transitions that may switch concurrently are required to do so, it is again possible to construct examples of deterministic systems whose behavior cannot be modeled in this way. Hence, further research is necessary to propose a compact encoding of the successor function for general deterministic systems.

For a large number of such systems, however, the here presented results allow us already the use of such an oracle for the study of dynamic processes from a global point of view, independent from a particular initial state and the (complete) construction of the reachability graph.
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