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A New Class of EM Algorithms. Escaping Local
Minima and Handling Intractable Sampling

Stéphanie Allassonniére and Juliette Chevallier

Abstract—

The expectation-maximization (EM) algorithm is a powerful computational technique for maximum likelihood estimation in incomplete
data models. When the expectation step cannot be performed in closed form, a stochastic approximation of EM (SAEM) can be used.
The convergence of the SAEM toward local maxima of the observed likelihood has been proved and its numerical efficiency has been
demonstrated. However, despite appealing features, the limit position of this algorithm can strongly depend on its starting position.
Moreover, sampling from the posterior distribution may be intractable or have a high computational cost. To cope with this two issues,
we propose here a new stochastic approximation version of the EM in which we do not sample from the exact distribution in the
expectation phase of the procedure. We first prove the convergence of this algorithm toward local maxima of the observed likelihood.
Then, we propose an instantiation of this general procedure to favor convergence toward global maxima. Experiments on synthetic and
real data highlight the performance of this algorithm in comparison to the SAEM.

Index Terms—EM:-like algorithm, stochastic approximation, stochastic optimization, tempered distribution, theoretical convergence.

1 INTRODUCTION

HE expectation-maximization (EM) algorithm [1] is a
T popular and often efficient approach to maximum likeli-
hood (or maximum a posteriori) estimation in incomplete data
models. In certain situations, however, the EM is not appli-
cable because the expectation step cannot be performed in
closed form. To deal with these problems, [2] proposed to
replace the expectation step of the EM by one iteration of
a stochastic approximation procedure, referred to as SAEM,
standing for stochastic approximation EM.

The convergence of the SAEM toward local maxima has
been proved in [2] and its numerical efficiency has been
demonstrated in several situations such as in inference in
hidden Markov models [3]. However, despite appealing
features, the limit position of this algorithm can strongly
depend on its initialization. In order to avoid convergence
toward local maxima, Lavielle and Moulines [4] have pro-
posed a simulated annealing version of the SAEM. The
main idea was to allow the procedure to better explore the
state-space by considering a tempered version of the model.
More precisely, assuming that the data are corrupted by an
additive Gaussian noise with variance o2, at each iteration
k of the SAEM algorithm, they consider the “false” model
in which the noise variance is equal to ((1 + T})o)?, where
(Tx) is a positive sequence ot temperatures that decreases
slowly toward 0. Therefore, the bigger T} is, the more the
likelihood of the model is flattened and the optimizing se-
quence can escape easily from local maxima. The simulations
gave good results but there were no theoretical guarantee
for this procedure. Based on the same idea, Lavielle [5] has
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proposed to use the simulated-annealing process as a ”trick”
to better initialize the SAEM algorithm. This initialization
scheme is implemented in the MONOLIX software and gives
impressive results on real data [6], [7], [8].

All theoretical results regarding the convergence of the
SAEM algorithm assume that we are able to sample from the
posterior distribution, but in practice it may be intractable
or have a high computational cost. To overcome this issue,
Umberto and Samson [9] have proposed to couple the
SAEM algorithm to an approximate Bayesian computation
step (ABC, see [10] for a review), leading to the ABC-SAEM
method in which ABC is used to sample from an approxi-
mation to the posterior distribution. Simulations show that
this algorithm can be calibrated to return accurate inference,
and in some situations it can outperform a version of the
SAEM incorporating the bootstrap filter. However, [9] do
not provide any theoretical guarantee of its convergence.

We propose here a new stochastic approximation version
of the EM in which we do not sample from the exact distri-
bution in the expectation phase. This new procedure allows
us to derive a wide class of SAEM-like algorithms, including
the ”“trick” initialized SAEM of [5] and the ABC-SAEM
algorithms to cope with intractable or difficult sampling.

This general framework allows us to build a procedure,
with the thought of the simulated annealing version of the
SAEM [4], to prevent convergence toward local maxima. We
introduce a sequence of temperatures and sample from a
tempered version of the posterior distribution. Therefore,
the posterior-likelihood of the model is “flattened” and
the optimizing sequence can escape more easily from lo-
cal maxima. We refer to this particular instantiation as the
tempering-SAEM. Note that our tempering-SAEM differs to
the ones of [4] as we do not modify the model but only the
sampling-step.

In Section 2, we introduce our new stochastic approxima-



2

tion version of the EM algorithm, namely the approximated-
SAEM, and prove the convergence of this algorithm toward
local maxima under usual assumptions. Thus, we provide
a theoretical study of the convergence of the tempering-
SAEM toward local maxima. We also give a heuristic to the
convergence to “less local” maxima. Section 3 is dedicated
to experiments. The first application we take into account
is the maximum likelihood estimation of the parameters of
a multivariate Gaussian mixture models. This example sup-
ports the previous heuristic discussion and gives intuitions
into the behavior of the tempering-SAEM algorithm. The
second application consists in independent factor analysis
[11]. In both applications, we focus on the contribution of
the tempering-SAEM in comparison to the SAEM.

2 MAXIMUM LIKELIHOOD ESTIMATION THROUGH
AN EM-LIKE ALGORITHM

We use in the sequel the classical terminology of the missing
data problem, even though the approaches developed here
apply to a more general context.

Let Y C R™ denote the set of observations, Z C R"=
the set of latent variables and © C R™ the set of admissible
parameters. Let i be a o-finite positive Borel measure on
Z. For sake of simplicity, we will use the notation ¢ for
different likelihoods, specifying their variables in brackets.
In particular, for all (y;0) € Y x 0, q(y, -; ) is the complete
likelihood given the observation y and parameter 6 and
we assume it is integrable with respect to the measure .
As for, we note q(y;6) = [ q(y,2;6)du(z) the observed
likelihood and ¢(z|y; 0) = % the posterior distribution
of the missing data z given the observed data y. Our goal
is to estimate the parameters that maximize the likelihood
of the observations of n independent samples of a random
variable Y, i.e. that maximize the observed data likelihood.

2.1 A New Stochastic Approximation Version of the EM
Algorithm

We propose in this contribution a generalization of the
SAEM algorithm, referred to as approximated-SAEM. Sim-
ilar to the SAEM, the basic idea is to split the E-step into a
simulation step and a stochastic averaging procedure. In the
original SAEM, the S-step consists in generating realizations
of the missing data vector under the posterior distribution
q(-|y; 0). Here, we propose to sample under approximation
of the posterior distribution. The following paragraph de-
scribes this new algorithm.

Let v = (7)ken be a sequence of positive step-size
for the stochastic approximation, and ¢ = ({x)kren be a
sequence of approximated distributions on Z x O such that
for all k¥ € N and all § € O, §i(-;0) is integrable on Z
with respect to the measure p. As in the SAEM, once the
step size 7y, decreases, we can consider a constant number
of simulations. In practice (and from now on to avoid
cumbersome notations), as the S-step is generally the most
computationally costly, we set this number to one. Then, the
approximated-SAEM iterates the following three steps:

S-step: Sample the latent variable Z; under the approx-
imated density §x(-; 0r);

SA-step: Update Q1 (6) as
Qr(0) = Qu-1(0)+v (log a(y, Zk; 0)—Qr-1(9)) ;

M-step: Maximize Q) () in the feasible set O, i.e. find
Ok+1 € O such that

Vo €O, Qufrir) = Qr(f).

Note that without approximation, ie. if the approxi-
mated densities g match with the correct posterior dis-
tribution, we feature the classical SAEM. Moreover, the
approximated densities g, may not depend on the obser-
vations y, as in variational Bayesian methods or may be
done by ABC samplers as in ABC-SAEM. In Section 2.2,
we propose a way to build a sequence ¢ leading to good
properties in practice and theoretical guarantees are given
in the following section.

2.1.1 Curved Exponential Family

Before establishing the convergence of this procedure, we
briefly recall the hypothesis required to prove the conver-
gence of the EM. More precisely, we restrict our attention
to models for which the complete data likelihood belongs
to the curved exponential family. In this paragraph and the
following, we keep the notations of [2]: an hypothesis stated
with a (*) means that it is a direct generalization of the
corresponding one in [2]; on the contrary, hypothesis stated
without are unchanged compared to the original one.

(M1*) The parameter space O is an open subset of R"¢.
Forally € ), z € Z and § € O, the complete
data likelihood function can be expressed as

q(y, z;0) = exp (—p(0) + (S(y.2) | (0) ))

where S : R"* — § C R" is a Borel function
and S is an open subset of R"s. The convex hull

of S(R™=) is included in S. For all § € O, all
y € Y and all k£ € N, we have

/ZHS(%Z)II k(2 0) du(z) < +o0

and [ [15(y,2) ] a(ely: ) duz) < +20.
Z

Let/: ©® > Rand L: S x © — R defined as,

forally e Y, ¢: 9|—>/ q(y,2;0) du(z)
z
and L: (s,0) — —¢(0)+ (s|o(0)).

The functions ¢y: © — Rand ¢: © — S are twice
continuously differentiable on ©;

The function 5 : © — S is continuously differen-
tiable on ©, where § is defined as: Vy € )/,

50 [ S 2)a(:10i6) duz) = Ba[S(2)

The function ¢: © — R is continuously differen-
tiable and for ally € Y and 6 € ©

O [3 9y, 2 0) dp(z) = /Z B 4y, 2 0) du(z)

There exists a continuously differentiable func-
tion §: & — O such that

Ve O, Vse8, L(s,0(s)) > L(s,0).

(M2)

(M3)

(M4)

(M5)
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Hypothesis (M1*) differs from (M1) as we do not only
require the function z — ||S(z;60)| to be integrable with
respect to the posterior measure ¢(-|y; ¢) du, but also with
respect to all approximated distributions ¢ (-; ) du, for all
parameters 6 € O, all observations y € ) and all iterations
k € N. For most models of practical interest (see for in-
stance Section 3.2), the function L(s;-) has a unique global
maximum and the existence and the differentiability of 6 is a
direct consequence of the implicit function theorem.

For exponential families, the SA-step is more conve-
niently (and equivalently) replaced by an update of the
estimation of the conditional expectation of the sufficient
statistics. Namely, the k-th iteration of the approximated-
SAEM summarizes in:

Sk = Sp—1 + Ve (S(Y, Zk) — Sk—1) 1
and 0 = é(sk) where  Zp ~ Gr(;0k—1) .

2.1.2 Convergence Toward Local Maxima

Let F = {]?k} ren the natural filtration with respect to the
process (Zi)keny and F = {Fj}ren the natural filtration
with respect to the process (zx)reny where z; ~ q(-|y; 0x—1)
for all k. Consider the following assumptions which are
generalization of the ones of [2]:

(SAEM1) Forallk € N, v, € [0,1], Y72 ; 7% = oo and
Dokt Vi < 00

(SAEM2) The functions ¢y: © — Rand ¢: © — S are
m times differentiable;

(SAEM3*) For all positive Borel functions ¢, for all k£ €

Nandally € ),

E[6(Zk 1) Fi] = /Z O(2)in(2: 01) dpu(2)
and

E[¢(Zk1)| Fi] = /Z ()i (2ly: 61) du(2)

(SAEM4*) Forallf € ©,ally € Yand all k € N,

SIS I 00 du(z) < +oo.

Assumption (SAEM1) is characteristic of stochastic ap-
proximation procedures in which the step-size have to
decrease not too fast. Like Assumption (M1*), (SAME3*)
is similar to (SAEM3), except that we assume that, given
0o, ...,0k, both simulated latent variables Zi,...,Z; and
Z1,...,2 are conditionally independent, given their re-
spective natural filtration. In Assumption (SAEM4*), we
demand the integrability of z ~ ||S(y,2)||?> with respect
to the measures ¢ (z; 0) dp.

The following theorem ensures the convergence of our
new stochastic approximation version of the EM algorithm.
This theorem is the approximated counterpart of Theorem 5
of [2]. Let £: © — R defined as, for all y € ),

E:@»—)/Zq(y,z;ﬁ)du(z).

Theorem 2.1 (Convergence of the approximated-SAEM).
Assume that (M1*), (M2-5), (SAEM1), (SAEM2), (SAME3*)
and (SAEM4*) hold. Assume in addition that:

(A) Forally € Y, the sequence (G (+; 9))keN converge in
mean on every compact subset of © for the measure S.ju
to q(-|y; 0), that is to say for all observations y € Y

and all compact IC C O,
lim { sup / S(y, 2)(qr(z;0)
k— o0 pecK Jz

~ a(ely;0)) dpu(z) } —0;

(B)  With probability 1, clos ({s }ren+) is a compact subset
of S.

Let £ = {0 € ©|9p¢(0) = 0}. Then, with probability 1,
lim d(6y, £) = 0.
k— o0

Hypothesis (A) makes explicit what we mean by se-
quence of approximated densities. In particular, it allows a
wide variety of numerical schemes; we propose an example
of practical interest in Section 2.2. Note that (SAEM4*) and
(A) ensure the function z > ||S(y, 2)||? to be integrable with
respect to the measure q(y, z0) du.

In practice, checking the compactness condition (B) may
be intractable. In that case, we have to recourse to a stabi-
lization procedure. We proceed as in [12]. Let (KCp,)nen be an
exhaustion by compact sets of the space S, i.e. be a sequence
of compact subsets of S such that

UK.=s

neN

and VkeN, K, Cint(K,q1)

where int(A) denotes the interior of the set A. The main
idea is to reset the sequence s; to an arbitrary point every
time s, wanders out of the compact subset IC,,, , where ny,
is the number of projections up to the k-th iteration. Let ¢ =
(ex)ken be a monotone non-increasing sequence of positive
numbers and let K be a subset of Z. Last, letII: Z xS —
K x Ko be a measurable function (See [12] for details about
the way to choose II). The stochastic approximation with
truncation on random boundaries summarizes as:

Fig. 1. Stochastic approximation with truncation on random boundaries
1: Setng =0, s9 € Kpand 2y € K
2: forall k € Ndo
3:  Sample Z* ~ G (-; 0k—1)

4 Compute s* = sp_1 + 7 (S(y, 2*) — sk—1)

5: if s* € K, _, then

6: Set (Zk, sg) = (2*,8%) [

7: else

8: Set (2k, 8}2) = H(gkfl, Skfl) and ng =nk_1 +1
9: Set 0, = H(Sk) ]

10: end if

11: end for

The proof of the theorem consists in applying the (re-
called in Appendix A) theorem 2 of [2]. In particular, (SAO-
4) refer to their hypothesis (SA0-4). For sake of simplic-
ity, we prove the convergence of the approximated-SAEM
under the compactness condition (B). However, the result
remains true even if (B) is not satisfied, on condition of
having recourse to this truncation on random boundaries
procedure.
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Proof. As for all k € N, vy, € [0, 1], (SA0) is verified under
(M1*) and (SAEM1). Moreover, (SA1) is implied by (SAEM1)
and (SA3) by (B). Note that under Assumption (B), there
exists, with probability 1, a compact set K such that for all
keN, s, € K. A

5(0(s)) — s,

Let, foralls € Sand k € N, h(s) =
er = S(y,%) — E |S(y, 2)| Fi |

and 7, =E {S(y,ik)p?k—l} —5(0(sk-1))

such that Equation (1) writes on Robbins-Monro type ap-
proximation procedure.

As Lemma 2 of [2] depends only of the meanfield of the
model, it can be applied as it is. More precisely, (SA2.i) is
satisfied with the Lyapunov function V = —{ o 0 and

{s € §|F(s) =0} = {s € S|9;V(s) =0},

0 ({s € S|F(s) =0}) = {0 € ©|9pl(d) =0} = L.
Moreover, (SA2.ii) is satisfied due to the Sard theorem and
(SAEM2). We only need to focus on (SA4).

Set for all n € N*, E, = Y ;_ yxex. The sequence

(En)nen- isa .F—martmgale forallm > n, E[E |.7: } E,
as for all k > n, F,, C Fr_1. Moreover, for all n € N,

B (|50 7ns0) B[S 20 Fa] ] 2]
E (150, 2ni0)l? | F] < o0 as.

since by (B) and (M5), with probability 1, é(sn) is in the
compact set (K) C ©. So,

0 ~
ZE |:||En+1 - En||2 ’Fn}
n=1 .

<2 B [I5Ga)

2 ‘fn} < o0 as..

According to Theorem 2.15 of [13], with probability 1,
lim,, , o E, exists. Moreover,

o= [ 8.2 (a1 8(5n1)) = 21 8(50-1))) du)

for all n € N, which converge to 0 according to hypothesis
(A), proving (SA4).
Thus, Theorem 2 of [2] applies and

limsup d(sg,{s € §|0sV (s) = 0})

k—o0

= limsup d(sg, {s € S|F(s)

k—o0

=0})=0.
Lastly, by continuity of §: S — ©,

timsup d (6(s1). 0({s € S|F(s) = 0}))
= limsup d(0x, L) =0.

k—o00

O

The obtained results demonstrate that, under appropri-
ate conditions, the sequence (Hk)keN converges to a con-
nected component of the set £ of stationary points of /.
Moreover, some conditions upon which the convergence

toward local maxima is guaranteed are given in Section 7
of [2]. As this conditions only depend on the design of the
model and not on the definition of the optimizing sequence
(0% )ken, the corresponding theorems remain exact in our
context leading to classical hypothesis ensuring convergence
toward local maxima.

2.2 A Tempering Version of the SAEM

We focus in the following on an instantiation of the
approximated-SAEM, leading to the tempering-SAEM. Let
T = (Tk)ren be a sequence of positive numbers such that
limg yoo T = 1. We set, forally € YV, all z € Z,all 0 € ©
and all k£ € N,

- 1 1
2:0) = ——— q(z|y; 6)/™
Gr(2;0) e (T¥) q(ly; 9)
where ¢y (T};) is a scaling constant.
Let y € YV and K C © compact. Then, by continuity of
q(zly; ), it exists M € R such that

sup [S(y, 2) (Gr(2;0) — a(2]y; 0))]

pek
ﬁ exp <—(1 — j{k)q(z|y,9k)>| )

<sup M |1
oeK
Thus, as K is compact, (A) is satisfied.
Note that our tempering-SAEM differs from the simu-
lated annealing version of [4] as we do not modify the model
but only the sampling-step of the estimation algorithm.

2.2.1 Escape Local Maxima

This scheme has been built with the intuition of the simu-
lated annealing: the sequence 1" has to be interpreted as a
sequence of temperatures. The higher T}, the more the cor-
responding distribution ¢, lies flat and the (approximated)
hidden variable zj is able explore all the set Z. On the
contrary, a low temperature will freeze the exploration of
zy, (see Figure 2c). Thus, finding an appropriate sequence
T to keep a balance between both behaviors is a great
methodological challenge.

We propose here an oscillatory tempering pattern: we
start from a high temperature and then we oscillate around
one with decreasing amplitude. In other words, given an
(high) initial temperature Ty, the decreasing and amplitude
rate a, b and the delay r, we define our sequence of temper-
atures by for all £ € N,

T, = tanh (25) <T0 _ K b> o 4 p Sk sin(k)
r

R

where xk = % + 3{. We design this scheme to decrease,
with an exponential rate, from T to 1, with dampened
oscillations.

Due to the oscillations of the temperature, the latent
variable zj will explore and gather in turns, leading to
the possibility to switch from one mode to the other in
a multimodal density during heating and explore these
modes during cooling steps. In this way, the local maxima
of the likelihood can be avoided, especially during the
firsts iterations. Moreover, as the approximated distribu-
tions regularly gather around the modes of the posterior
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Fig. 2. Applying the tempering-SAEM to Gaussian mixture model. Fig. 2a: Learning dataset for the multivariate GMM (see Section 3.1). Fig. 2b:
Evolution of the temperature over iteration for the tempering-SAEM. Fig. 2c: Influence of the temperature over the pattern of the distribution.

distribution ¢(+|y; 0), the exploration of z will stabilize and
the algorithm will converge.

Although the analysis of this algorithm is heuristic, the
simulations (see the following section and Figure 3) confirm
the intuition and give good results. A theoretical analysis is
an ongoing problem.

3 APPLICATION AND EXPERIMENTS

As explained in the previous paragraph, the tempering-
SAEM allows us to escape from local maxima. To illustrate
this phenomenon, we propose two applications: cluster
analysis through Gaussian mixture model and independent
factor analysis which can lead to blind source separation
[11], [14], [15].

3.1 Multivariate Gaussian Mixture Models

Before considering a more realistic application, we first
present an application of the tempering-SAEM to multivari-
ate Gaussian mixture model (GMM). Actually, in spite of
an apparent simplicity, this model illustrates well the main
features of our algorithm.

Let y = (yi)iep1,n) € R™ be a n-sample of R%. We
assume that y is distributed under a a weighted sum of
m d-dimensional Gaussians: Given o = (a;);ef1,m[0, 1]™
such that 7 oy = 1, p = (pj)jeprm) € R™ and
Y = (X))jeq,m] € (S4R)™, we assume that

ylz,0 ~ ®JV (12,,2,,) and z|0 ~ Zajéj

i=1 j=1

where 0 = (a, i1, ) and z = (2;)e[1,n] is the latent variable
specifying the identity of the mixture component of each
observation. In the following, we compare the efficiency of
the EM, the SAEM and the tempering-SAEM algorithms to
produce a maximum likelihood estimate of the parameters
with the a priori given exact number of components m.
Classically, as closed-form expressions are possible for
finite GMM, the EM algorithm is a very popular technique
used to produce the maximum likelihood estimation of the
parameters [16]. However, the computational cost can be
prohibitive. A faster procedure is to use the SAEM al-
gorithm. Nevertheless, both algorithms are very sensitive
to the initial position: solutions can highly depend on
their starting point and consequently produce sub-optimal

maximum likelihood estimates [17]. The tempering-SAEM
appears as a way to escape from local maxima and reach
global maxima more often.

To quantify this assertion, we have generated a synthetic
dataset (Figure 2a) and performed the estimation 500 times
for the three algorithms. The relative errors for o and p and
the KullbackLeibler divergence between the true covariance
matrices ¥ and the estimated one are compiled in Figures
3b, 3d and 3f. The class refer to the ones of Figure 2a. We
consider the algebraic relative error for o so that we can
deduce if the studied algorithm tend to empty (class E) or
overfill (class B) the classes. First thing to remark is that the
tempering-SAEM is always competitive with the EM and
the SAEM and most of the time greater. That is to say that
the global maximum is more often reached while tempering
the posterior distribution. Moreover, while EM and SAEM
achieve fairly identical results, the tempering-SAEM is able
to discriminate overlapped classes. Class A, which is the
only isolated class, is seemingly the best learned. The EM
and SAEM seem to empty the class C for the benefit of the
class B and merge them together on a “super-class” as if
there were only 5 components in the Gaussian mixture.

The three procedures are detailed in Appendix B.

3.2 Independent Factor Analysis

The decomposition of a sample of multi-variable data on a
relevant subspace is a recurrent problem in many different
fields from source separation problem in acoustic signals to
computer vision and medical image analysis. Independent
component analysis has become one of the standard ap-
proaches. This technique relies upon a data augmentation
scheme, where the (unobserved) input are viewed as the
missing data. We observe multivariable data y which are
measured by n sensors and supposed to arise from m source
signals x, that are linearly mixed together by some linear
transformation H, and corrupted by an additive Gaussian
noise e. Simply put, we observe y = (y(t))tef[l,T]] where
each measurement is a point of R and assumed to be given
by y® = Hz® + ) where H € M,, R, (Y € R™ and
e® "L _4(0,AI,), A € R. The suitability of the SAEM
algorithm in this context has been demonstrated in [14] and
[15]. We propose here to modify the learning principle to
make the procedure less susceptible to trapping states.
As in [14] and [11], we assume that:

1) (29)ieqi,ry and (6®),eq1,7y are independent;
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Fig. 3. Multivariate Gaussian mixture model. Figs. 3a, 3c and 3e: Qualitative comparison of the maximum likelihood estimation of the parameters.
The estimation is performed with the same initial points (in orange). Figs. 3b, 3d and 3f: Relative error (expressed as a percentage) for the weights
« and the centrods . Kullback-Leibler distance between the true covariance matrices X and the estimated ones, for 500 runs and n = 1000.

2) (:c(t))te[[LT]] is an i.i.d sequence of random vectors,

with independent component. Each component zgt)
is given by a mixture of k£ Gaussians indexed by
zgt) € [1, k] with means j_, (), variances Ui“) and
mixing proportions a., «:

k
q(xl(_t); 95”) = Z Q. (1) g (mgt) _ /‘in(t);o-?i(i))

zEt)zl
(t) 2
;" = 0z, ey, 0% 0

where for all vectors z and p and all symmetric
matrix 3, G(xz — p,X) refers to the (multivariate)
Gaussian distribution.

This model is called independent factor analysis (IFA). The
problem is to find the value of the parameter W = (H, )\, §)
given y. Identifiability in this model is discussed in [18].
Basically, the sources are defined only to within an order
permutation and scaling. To avoid trivialities, we fix the
variances (032») je[,x] to one [15]. Note that this definition
of the IFA model is somewhat less general that the one

introduced by Attias [11] in which the components are
supposed to be independent but not necessarily identically
distributed. Nevertheless, it has been shown that restrictive
IFA models can perform well in practice [15].

The likelihood of the IFA can be put in exponential form
using the sufficient statistics, for all j € [1, k],

Sl,j(waya Z)

1 ,
E;l{zizj}§ Su(z,y,2) =y'y;

1™
S?,j(xvyaz) = E in Il{zi:j} ; S5($,y72') = ytx;
i=1

m

1
Ss(@y,2) = — 3 wilzmyy; Selwy,2) =a'z.

i=1
The M-step is then given by
_ 5],

=[5 (S 5 a= (815 n= g
A= I[1S6] 1§ = 2(H | [S5) )+ (“HH | [Se] )

2 =1;;
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(b) KL distances
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1

(a) Decomposition images (left)

and samples of the dataset

tmp-SAEM

Fig. 4. Independent factor analysis — BG-ICA. Kullback-Leibler distance
between the source matrix H used to build the dataset and the esti-
mated one. The dataset consists of 100 images distributed in accor-
dance with the two-components Bernouilli-Gaussian model build from
the square and the cross binary images.

where 1, stands for the k-vector off all 1 and the brackets
denote the empirical-average. Moreover, it is possible to
compute the conditional distribution of the hidden variable
(z, %) given observed values of y and the E-step can be
computed exactly [11]: For all ¢ € [1, k]™,

o L Gy~ Hug HAC'H + ),
P(z = (ly; W) = >,a.G(y—Hu,; HALTH 4+ M)
and q(zly,z; W) = G (z — vy ;%)
where
= H Az, 3 z = (,u,zi)i 5 A, = Diag ((O’i),) )
i=1

1 —1
Y, = (XtHH+A;1> 7

Thus, as well as for the GMM, we can compare the efficiency
of SAEM vs tempering-SAEM algorithms in this context.

In Section 3.1, we were interested in the performance
of our algorithm for data generated according to the true
model. We relax here this assumption and observe 7' =
100 images distributed in accordance with the Bernoulli-
Gaussian model (BG-ICA [15]), with two components. The
components are represented as two-dimensional binary im-
ages. The first one is a black image with a white cross
in the top left corner. The second one has a white square
in the bottom right corner. At Figure 4, we present the
two decomposition images, 4 typical observations and the
Kullback-Leibler distance between the true H (in the BG-
ICA model) and the estimated one for 50 runs.

This experience confirms the robustness of the
tempering-SAEM. Moreover, one could have feared that the
augmentation of the number of hyper-parameters due to
the choice of the temperature scheme would increase the
variance. Figure 4 eliminates this assumption. However, the
context is very favorable to the SAEM algorithm which
obtain very good and hard to outperformed results. To
measure the efficiency of the tempering-SAEM, we test it
on the USPS database, which contains gray-level images of
handwritten digits.

We consider a balanced mix of the digits 0, 3 and 8, which
consists of 50 samples for each of the three digits. We then
run both the SAEM and the tempering-SAEM. We present
at Figure 5 two typical runs (in line). If the two of them

1

O[2[CHOI8 2
O 2 C18 510

a) SAEM b) tempering-SAEM

Fig. 5. Independent factor analysis — USPS dataset. Results of the
independent factor estimation on a balanced mix of digits 0, 3 and 8
from the USPS database. The dataset is composed of 50 samples of
each digits.

succeed in discriminate 0 against 3 and 8, the tempering-
SAEM outperform the SAEM algorithm concerning 3 versus
8. Thus, the tempering-SAEM produces meaningful sources,
which could be the result of a clustering procedure, while
the SAEM runs into difficulties. Hence, this experience
suggests that the tempering-SAEM can indeed escape from
local maxima in which the SAEM can be trapped.

Finally, applying the tempering-SAEM for independent
factor analysis aims to check that the advantages of the
tempering-SAEM over the SAEM can improve significantly
the results of maximum likelihood estimation in complex
hierarchical models.

3.3 Discussion and Perspective

We propose here a new stochastic approximation version
of the EM algorithm. The benefit of this general procedure
is twofold: we can deal with the problem of intractable
or difficult sampling in one hand and favor convergence
toward global maxima in the other hand.

Our first contribution is theoretical with the proof of
the convergence of the approximated-SAEM toward local
maxima. This result gives an a posteriori justification for
some existent schemes like the ABC-SAEM or MONOLIX.
Moreover, our general framework is versatile enough to
encompass a wide range of algorithms. Our second con-
tribution goes this way by proposing an instantiation of
this general procedure to prevent convergence toward local
maxima, referred to as tempering-SAEM. This tempering-
SAEM method is the one used in the MONOLIX software. We
have applied this algorithm in both synthetic and real data
frameworks and obtained improved results with respect to
the state of the art algorithms in both cases.

APPENDIX A
THEOREM 2 AND LEMMA 2 OF [2]
In order our article to be more self-contained, we recall The-
orem 2 and Lemma 2 of [2]. Actually, the proof of Theorem
2.1is based on this theorem which establish the convergence
of Robin-Monroe type approximation procedure, i.e. the
convergence of sequences defined recursively as

Vk eN, s =851 —l—’yk(h(sk)—i—rk—i—ek).
Theorem A.2 (Delyon, Lavielle, Moulines). Assume that

(SA0)  With probability 1, forall k € N, s, € S.



(SA1)  (Vk)ken+ is a decreasing sequence of positive num-
bers such that Y 3> | vk = 00

The vector field h si continuous on S and there exists
a continuously differentiable function V : § — R

such that :

(SA2)

(i) forallse S, F(s)=(dsV(z)|h(s)) <0,
(i) int(V(L)) =@ where L= {s € S|F(s =
0)}.

With probability 1, clos ({Sk } ken) is a compact sub-
set of S.

With probability 1, > yrex exists and is finite,
limr, = 0.

(SA3)

(SA4)

Then, with probability 1, lim d(sy, £) = 0.
Lemma A.2. Assume (M1-M5) and (SAEM2). Then (SA2) is
satisfied with V.= —{ o 0. Moreover,
{s € S|F(s) =0} = {s € S|d;V(s) =0}
and 0 ({s € S|F(s) = 0}) = {6 € ©|dyl(#) = 0}

Vi(s)[(s))-

where F': s — (d;

APPENDIX B
MULTIVARIATE GAUSSIAN MIXTURE MODEL

We give here some details about the estimation procedure
in the multivariate Gaussian mixture model. The complete
log-likelihood of the GMM model is

log q(y, z;0) = —nlog 27
- ZZ ( log|%;| — log o
j=11i=1
+ 'y — 1) 557 (i — 1) )ﬂ{zi:j} :
B.1 Estimation through the EM Algorithm

Let ¢ index the current iteration. The general EM algorithm
iterates the following two steps:

E-step: Compute Q(6]0") = E [log q(y, 23 0)|y, 0"];
M-step: Set §*! = argmax, o Q(6]6").

For all (i, j) € [1,n] x [1,m], set 7 ; = P[z; = jly;, 0"].
Then,

Q(0]0") = —nlog2m

m n 1
- Z Z (5 log|%;| — log o

j=1l1i=1
+ (i — 1) 257 (i — 1) )Ti,j :
According to Bayes’ rule,

a; G(yi —
Z;'nzl a; G(y;

1y Ej)
— Hj325)

Tij =

where G(y — p; X) refers to the Gaussian distribution with
mean / and covariance matrix X. Lastly, a straightforward
computation gives

t+1 Z - t+1 2?21 Ti,jYi
1,
I D1 Tig
t+1 t+1
and £ S 1m(y i) i — 5 ).

D i Tig

B.2 Estimation through the SAEM Algorithm

Given a sequence of positive step-size for the stochastic
approximation v = (9)ten, the general SAEM algorithm
iterates the following two steps:

SAE-step: Sample a new hidden variable 2**! accord-
ing to the conditional distribution ¢(z|y, 6")
and compute

Qi11(0) = Qe(0)+7: (log q(y, z; 0") —

Set 0! = argmax, g Q41(6).

Q:(0)) 5
M-step:

The GMM belongs to the curved exponential family.
Actually, for all y, z and 6,

log q(y,z;6) = —nlog(2m)
m 1 B

+ Z <10g a; — 5 log|B;] + (1 ‘g | T5 1 >J~'> S1,5(y, 2)
+ [

Jj=1

785,500, 2) ) E = 257 s 8,4(0,2) )|
where, for all j € [1,m],

ZLL =i i Sa(y,z Zyz zi=j
Zyi Yils,—j.

So, the SAE-step is replaced by an update of the estimation
of the conditional expectation of the sufficient statistics,
namely, for all £ € {1,2,3}, and all j,

SLJ Y,z

and S3;(y, 2

Stﬂ Sej + 7 (Sej(y, 2 — Sét,j)

where, for all i, z/™' is sampled from the discrete law

>y 7ij0; where 7, = P [2; = jly;, 0] as in the EM-case.
The M-step can also be computed in close-form:

altl — 751 t+1 _ Sa,j
g 2J ’ ] SLJ
Sa;— Sa;tuft!
J 2,5 Hj
and Z;’H = J
S1

B.3 Estimation through the tmp-SAEM Algorithm

The previous computation remain true except that the hid-
den variables z/*! are now sampled from the tempered
conditional distribution p(T) iy Zl/JTté where ¢(T}) =

Z;n 1 Z/JTt and T; is defined in Section 2.2.
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