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Aims and objectives

Our aim: targeting the right person, at the right place and time with the most relevant ad

- Clustering of mobile campaigns
  - Each campaign has its own KPI to optimize. It can be a performance objective (lots of clicks), a branding strategy (lots of impressions) or more complicated goals which are not easy to handle through bid requests. Then, first part of the thesis focuses on obtaining clusters of campaigns.
  - Click prediction models for each cluster

Mathematical approach

Model definition
Impressions and clicks are aggregated by hour. We calculate the corresponding CTR or number of impressions for each time slot. Observations can be described as:

For all

- \( c = 1, \ldots, C \) campaigns,
- \( j = 0, \ldots, J \) days of campaign \( C \),
- \( h = 1, \ldots, H \) time slots,
- \( t = 1, \ldots, T_j \) repetitions of time slot \( h \) during day \( j \),

where \( \mu \) is a constant, \( \beta_k \) the time slot effect, \( \beta_{k}^{d} \) the day of week effect (assuming the following constraints: \( \beta_{k}^{d} = 0 \) for identifiability) and \( \epsilon_j \) a gaussian error .

Mixture model

We assume that there are \( C \) campaigns which are part of \( K \) groups:

\[
Z_C = \begin{cases} 
1 & \text{if campaign } c \text{ belongs to cluster } k \\
0 & \text{otherwise}
\end{cases}
\]

The mixture model can then be written like:

\[
f(y_{i,j} | \beta, \sigma^2) = \sum_{k=1}^{K} \lambda_k f(y_{i,j} | \beta_k, \sigma_{k}^2)
\]

where \( f(y_{i,j} | \beta, \sigma^2) = \Pi_{c=1}^{C} \Pi_{k=1}^{K} f(y_{i,j} | \beta_k, \sigma_{k}^2) \) and \( P(Z_C = 1) = \lambda_k \), the probability that \( Y \) belongs to \( k \).

We used a classical Expectation-Maximization (EM) [1] algorithm to estimate this mixture model.

Criterias for choosing number of cluster

- Bayesian Information Criterion (BIC) \( BIC(K) = -2 \log(L(Y, \beta, \sigma^2)) + \phi \text{parameters} \times \log N \) where \( N \) is the number of observations.
- Integrated Classification Likelihood [2] (ICL) which penalizes the complete log likelihood:

\[
ICL(K) = 2 \sum_{c=1}^{C} \sum_{k=1}^{K} \lambda_k \log \lambda_k \text{ where } \lambda_k = P(Z_C = 1 | Y)
\]
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