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Abstract

The solution of inverse scattering problems always presupposed knowledge of the incident wavefield and require repeated computations of the forward problem, for which knowing the source term is crucial. Here we present a three-step strategy to solve inverse scattering problems when the time signature of the source is unknown. The proposed strategy combines three recent techniques: (i) wave splitting to retrieve the incident and the scattered wavefields, (ii) time-reversed absorbing conditions (TRAC) for redatuming the data inside the computational domain, (iii) adaptive eigenspace inversion (AEI) to solve the inverse problem. Numerical results illustrate step-by-step the feasibility of the proposed strategy.

1 Introduction

Parameter estimation plays a crucial role in imaging whether in the medical field or in seismic exploration, and remains an active subject of research, with many applications such as tumor detection or stroke prevention in the case of medical imaging [39, 37]. In geophysics, seismic imaging is used as a tool for exploring subsoil for oil, gas or other deposits [48, 15]. From the mathematical point of view, parameter estimation can be written as a PDE-constrained optimization problem [45, 26, 29], which tries to minimize the misfit between the recorded data and the reconstruction obtained by an estimated parameter. At each step of the optimization process, this estimation is updated to get closer to the original parameter to recover.

However, the PDE-constrained optimization problem needs to repeatedly solve the forward problem, which requires the source that illuminated the medium. Even though it is often assumed that the source is known, some applications do not provide that information. Sometimes, an approximate location of the source may be known, but the time history or signature of the resulting incident signal is hardly available. For instance, in [41] the authors consider transcranial ultrasonic imaging with cavitation bubbles induced by ultrasound pulses. The collapse of the bubble generates a small shock wave recorded by a transducer array. In this example, the bubble’s signature is clearly unknown. Similarly, in photoacoustic imaging, the quantity of interest is the time history of the pressure wave generated by an unknown source resulting of transient thermoelastic expansion from laser pulses [44].

\textsuperscript{*} Earlier known as Marie Kray.
In this paper, we aim at solving an inverse scattering problem when the time signature of the source is unknown. Let us assume that we wish to recover a scatterer, \( \mathcal{O} \) in Fig. 1, from boundary measurements recorded on \( \Gamma \), which encloses the computational domain \( \Omega \). We know that inclusion \( \mathcal{O} \) was initially illuminated by a source located at \( x_{\text{src}} \). However, the time history of the source is not known. Here we propose a decoupled approach where we first virtually move the recorded total field into a zone (redatuming) close to the scatterer and not containing the source. Then we solve the inverse problem to recover the obstacle only. In principle, the purpose of the inverse problem could be extended to recovering the source characteristics together with the parameters of the scatterer. Nevertheless, this happens to increase the complications by multiplying the unknowns to recover: a time signal (the source signature) and a velocity field (the scatterer). Our approach enables us to circumvent this difficulty by separating the reconstruction of the scatterer from the knowledge of the source.

\[
\Gamma := \partial \Omega
\]

Figure 1: Geometry of the domain \( \Omega \) containing a source located at \( x_{\text{src}} \) illuminating an obstacle \( \mathcal{O} \) to image from measurements of \( u = u^I + u^S \) on the external boundary \( \Gamma \)

We propose to perform a redatuming of the total field from the boundary \( \Gamma \) to a zone close to the scatterer \( \mathcal{O} \) and that surrounds it. To do so, our approach is based on the splitting of the total field into a sum of two fields \( u = u^I + u^S \) where \( u^I \) (resp. \( u^S \)) satisfies the homogeneous wave equation except in a zone \( D_I \) around the source (resp. except in a zone \( D_S \) around the obstacle \( \mathcal{O} \)), see Figure 1. First, we shall split the signal on the boundary \( \Gamma \) by the method developed in [23, 24, 5]. Then using twice the TRAC method [3, 4, 2], we shall compute the field \( u^I \) in \( \Omega \setminus D_I \) and the \( u^S \) in \( \Omega \setminus D_S \). By summing these two fields where it makes sense, we shall recover the total field \( u \) everywhere in \( \Omega \setminus (D_I \cup D_S) \).

The goal of wave splitting is to isolate different components of a complex wavefield, which we know is the result of the sum of several signals [47, 20, 1, 5]. In the context of our work, the total wavefield recorded by the transducers is actually the sum of the incident wavefield, which coincides with \( u^I \), and the scattered wavefield corresponding to \( u^S \). To split \( u^I \) from \( u^S \), various works have been developed, for instance, in the frequency domain [7, 19], or the time domain [43] using Fourier transform. Our method [23, 24] though is local and works directly in the time-dependent domain without Fourier transform. Once wave splitting has been performed, we finally get \( u^I \) and \( u^S \) separately on \( \Gamma \).

The TRAC method has been derived from Time Reversal techniques [18, 17]. The main idea was to propose a way to reconstruct numerically a wavefield from time reversed measurement data where we actually include a numerical sink. Thence, we set the time reversed absorbing conditions on the artificial boundary of the sink. For instance to reconstruct the incident wave, we remove a small ball \( D_I \)
around the location of the source and perform the TRAC algorithm outside this ball, in \(\Omega \setminus D_I\), from \(u^I\) on \(\Gamma\) recovered by wave splitting. Naturally, no obstacle is involved in this reconstruction. The medium is assumed constant and homogeneous. Similarly, we also back-propagate the scattered wavefield using the TRAC method in the constant and homogeneous domain \(\Omega \setminus D_S\). Thereby we know the total field, sum of redatumed \(u^I\) and \(u^S\), in the vicinity of \(D_S\) and thus solve the inverse problem for the unknown parameter inside \(D_S\).

To solve the inverse problem from the redatumed data, many methods are available [30, 42, 32, 27]. In this paper, we choose to solve the inverse problem by performing the Adaptive Eigenspace Inversion (AEI) method [14, 13, 12, 22, 25]. Inverse problems are often modeled by PDE-constrained optimization [26], usually nonlinear, convex and ill-posed [8, 11]. To overcome the ill-posedness of the optimization problem, regularization is usually added [45, 31], like for instance through a Tikhonov [46, 33, 34] or Total Variation (TV) [16] penalty term, the latter being also widely used in image processing to help increase resolution [9, 10, 40]. In AEI, we actually use regularization by discretization [31, 14] and span the unknown parameter in the eigenfunction basis of a well-chosen elliptic operator.

To the best of our knowledge, this is the first time that these three recent methods are judiciously combined to solve a time-dependent inverse scattering problem, when the source signature is unknown. In fact, these three steps are necessary to enable the solution of the inverse problem. The rest of our paper is structured as follows: Section 2 recollects the theory of the three methods. In section 2.1, we recall the main equations and the principle of wave splitting [24]. In section 2.2, we write the TRAC method [4, 2] to perform redatuming on the total field to reduce the computational domain. Finally, Section 2.3 presents the AEI method to solve the inverse problem for the time-dependent equation [13, 22]. Then Section 3 displays two numerical examples to illustrate each step of our strategy. In section 3.1, we start with a smooth simple elliptic obstacle. Then, we propose a more complex example with a fish-shaped obstacle.

## 2 A three-step strategy

We wish to recover an unknown obstacle buried in a homogeneous medium from total field measurements yet without the knowledge of the source term. Only the location of the source, but not its time history, is assumed to be known. The total wavefield \(u\), the sum of the incident wavefield \(u^I\) and the scattered wavefield \(u^S\), is recorded during a time interval \([0, T]\) on a circular array \(\Gamma := \partial \Omega\) surrounding the area of interest \(\Omega\). It satisfies the wave equation:

\[
\begin{aligned}
\frac{\partial^2 u}{\partial t^2} - \nabla (c^2(x)\nabla u) &= f(t)\delta(x - x_{\text{src}}), & \text{in } (0, T) \times \Omega, \\
u &= 0, & \text{in } \Omega \text{ at } t = 0, \\
\frac{\partial u}{\partial t} &= 0, & \text{in } \Omega \text{ at } t = 0.
\end{aligned}
\]

Hence, we shall assume that the time signature \(f(t)\) is not known, whereas the location \(x_{\text{src}}\) is approximatively known. Moreover, we assume that the source starts emitting only after recording is initiated and that the remaining signal inside \(\Omega\) is negligible after \(t = T\). The buried obstacle corresponds to variations in propagation speed \(c\), which is assumed homogeneous and constant outside the obstacle.

Solution strategies for inverse problems usually require precise knowledge of the source to compute the forward wavefield. In this work however, we shall not make use of that information. Therefore, we wish to virtually move the measured total field to a zone close to the obstacle and not containing the source. To do so, we apply first wave splitting [23, 24] to extract the incident and the scattered components from the recorded total wavefield, and then we use the TRAC method [4, 2] for redatuming the incident and scattered fields from \(\Gamma\) to \(\partial D_S\). Although, the time signature is unknown, the approximate locations of the source and the scatterer are required for both wave splitting and the TRAC method.
Once all the needed information is available on a small neighborhood of $D_S$, enclosing the unknown scatterer $O$, we perform the recovery by solving an inverse problem. Here, we opt for the Adaptive Eigenspace method [14, 13, 22, 25], which enables the inversion with only a few parameters.

In summary, we aim to recover the unknown inclusion $O$ in three steps:

1. Wave splitting: extract the incident and the scattered wavefields from total field measurements
2. TRAC method: reconstruct separately the incident and the scattered wavefields in the vicinity of the obstacle
3. AEI method: solve the inverse problem from the redatumed total field

2.1 Step 1: Retrieval of the incident and the scattered waves by wave splitting

Our wave splitting method exploits absorbing boundary condition operators to isolate the incident and the scattered fields. Indeed both satisfy a transparent boundary condition, since both of them propagate to infinity [21]. The accuracy of low-order artificial boundary conditions is nonetheless sensitive to the incident angle of the propagating wavefield. We will use the reflectivity property of the artificial boundary condition to get the missing information about either the incident wavefield or the scattered wavefield.

Following [24], we consider the first-order absorbing boundary condition of Bayliss and Turkel [6]

$$B[u] := \frac{\partial u}{\partial t} + c\frac{\partial u}{\partial r} + \frac{c u}{2r},$$

which annihilates the leading order term in the asymptotic expansion in inverse powers of distance $r$ of an outgoing two-dimensional wavefield. Note that the accuracy of the boundary condition

$$B[u] = 0$$

is intrinsically sensitive to the origin of the emitted signal due to the presence of the variable $r$. In particular, a wavefield impinging with a ninety-degree angle on the boundary will be almost perfectly absorbed, whereas the spurious reflection will be much larger at grazing incidence. By linearity, we have

$$B_I[ u^I + u^S ] = B_I[ u^I ] + B_I[ u^S ],$$

$$B_S[ u^I + u^S ] = B_S[ u^I ] + B_S[ u^S ],$$

where the index $I$ indicates that the distance $r = r_I$ is taken from the origin $x_{src}$ of the source whereas the index $S$ corresponds to the approximate location of the obstacle $O$.

Since each boundary condition is centered about the origin of its respective wavefield,

$$B_I[ u^I ] \approx 0 \quad \text{and} \quad B_S[ u^S ] \approx 0.$$ 

Neglecting higher order terms, each considered wavefield satisfies

$$B_I[ u^S ] = B_I[u],$$

$$B_S[ u^I ] = B_S[u].$$

We are now able to retrieve $u^I$ and $u^S$ by solving equations (3) and (4), which we rewrite as

$$\frac{\partial u^S}{\partial t} + c\frac{\partial u^S}{\partial r_I} + \frac{c u}{2r_I} = \frac{\partial u}{\partial t} + c\frac{\partial u}{\partial r_I} + \frac{c u}{2r_I},$$

$$\frac{\partial u^I}{\partial t} + c\frac{\partial u^I}{\partial r_S} + \frac{c u}{2r_S} = \frac{\partial u}{\partial t} + c\frac{\partial u}{\partial r_S} + \frac{c u}{2r_S}. $$
Here, the incident field is described in polar coordinates centered at the obstacle’s center of gravity, and the scattered field is described in polar coordinates centered at the source \( x_{\text{src}} \).

Next, we express each equation in its corresponding coordinate system, for instance from \((r_S, \theta_S)\) to \((r_I, \theta_I)\) in (6)

\[
\frac{\partial}{\partial r_S} \frac{r_S + \ell \cos(\theta_S)}{r_I} \frac{\partial}{\partial r_I} + \frac{\ell \sin(\theta_S)}{r_I^2} \frac{\partial}{\partial \theta_I} = 0,
\]

with \( \ell \) the distance between the source and the center of gravity of the obstacle.

Then, we rewrite (6) in terms of \( f_I (r_I - ct, \theta_I) := \sqrt{r_I}u_I (t, r_I \cos(\theta_I), r_I \sin(\theta_I)) \) as

\[
\left( \alpha_I(\theta_I) \frac{\partial}{\partial t} + \beta_I(\theta_I) \frac{\partial}{\partial \theta_I} + \gamma_I(\theta_I) \right) f_I = \left( \frac{1}{c} \frac{\partial}{\partial t} + \frac{\partial}{\partial r_S} + \frac{1}{2r_S} \right) u,
\]

where the coefficients \( \alpha_I, \beta_I \) and \( \gamma_I \) in (7) are given by

\[
\alpha_I(\theta_I) = \frac{\sqrt{r_I^2 + \ell^2 - 2r_I \ell \cos(\theta_I)} - r_I + \ell \cos(\theta_I)}{c\sqrt{r_I} \sqrt{r_I^2 + \ell^2 - 2r_I \ell \cos(\theta_I)}},
\]

\[
\beta_I(\theta_I) = \frac{\ell \sin(\theta_I)}{r_I \sqrt{r_I} \sqrt{r_I^2 + \ell^2 - 2r_I \ell \cos(\theta_I)}},
\]

\[
\gamma_I(\theta_I) = \frac{\ell \cos(\theta_I)}{2r_I \sqrt{r_I} \sqrt{r_I^2 + \ell^2 - 2r_I \ell \cos(\theta_I)}}.
\]

We note that (7) is a one-dimensional hyperbolic partial differential equation on \( \Gamma \) for the unknown incident field \( u^I = f_I/\sqrt{r_I} \). The signs of coefficients \( \alpha_I, \beta_I \) and \( \gamma_I \) determine how to integrate (7). We indeed observe that both \( \alpha_I \) and \( \beta_I \) vanish for \( \theta_I = 0 \) or \( \pi \), whereas \( \gamma_I \) changes of sign at \( \theta_I = \pm \pi/2 \). Thus, we may compute the solution of (7) independently on each quarter circle. Moreover, the characteristics require a Dirichlet boundary condition at \( \theta_I = 0, \pi \). Finally, we choose the implicit Crank-Nicholson scheme in time and upwinding finite differences in space.

A similar equation can be derived from (5) to retrieve the scattered field \( u^S \), see [23, 24] for further details.

### 2.2 Step 2: Reconstruction with the TRAC method

From the previous step, we have now extracted \( u^I \) and \( u^S \) on the outer boundary \( \Gamma \). Still, we cannot yet solve the inverse problem inside \( \Omega \) from the split measurements, since the source term remains unknown. To avoid the singularity around the unknown source, we shall solve the inverse problem in a subdomain, typically \( D_S \) in Fig. 1 or 2, by redatuming the total field close to \( D_S \), which clearly does not include \( x_{\text{src}} \). To create redatumed measurements, we wish to back-propagate the measured total field in \( \Omega \). To do so, we actually propose to decompose the reconstruction by recomputing separately the incident and the scattered wavefields from the split measurements.

First, we back-propagate the incident wave from \( \Gamma \) into the computational domain using time reversal [18, 17]. In doing so, the time reversed incident field needs to vanish once it reaches the location \( x_{\text{src}} \) of the source. To avoid the singularity at \( x_{\text{src}} \) and absorb the shrinking incident field \( u^I_S \), we remove a ball \( D_I \) around \( x_{\text{src}} \), see Fig. 2. At the inner artificial boundary of \( D_I \), we impose time
reversed absorbing condition (TRAC) [3, 4] to compute the time reversed wave \( u^I_R \) in \( \Omega \setminus D_I \):

\[
\begin{aligned}
\frac{\partial^2 u^I_R}{\partial t^2} - \nabla \left( c^2 \nabla u^I_R \right) &= 0, \quad \text{in } (0, T) \times \Omega \setminus D_I, \\
u^I_R &= 0, \quad \text{in } \Omega \setminus D_I \text{ at } t = 0, \\
\frac{\partial u^I_R}{\partial t} &= 0, \quad \text{in } \Omega \setminus D_I \text{ at } t = 0, \\
u^I_R &= u^I_{\text{data}}, \quad \text{on } (0, T) \times \Gamma, \\
\text{TRAC}_I[u^I_R] &= 0, \quad \text{on } (0, T) \times \partial D_I.
\end{aligned}
\]  

(8)

The TRAC\(_I\) operator corresponds to a time-reversed first-order Bayliss-Turkel boundary condition:

\[
\text{TRAC}_I[u^I_R] := \frac{\partial u^I_R}{\partial t} + c \frac{\partial u^I_R}{\partial n_I} - c \frac{u^I_R}{2r_I},
\]  

(9)

where \( n_I \) represents the inward normal derivative of \( \Omega \setminus D_I \) at the boundary \( \partial D_I \), \( r_I \) is the radius of \( D_I \) and the index \( R \) indicates time reversal. It ensures that \( D_I \) acts as a numerical sink without spurious reflection. The reconstruction of \( u^I \) in \( \Omega \setminus D_I \) does not involve the inclusion \( \mathcal{O} \) in the velocity profile. The wave speed is assumed homogeneous, as it would be in our context for the computation of the forward incident wave.

The wave speed is assumed homogeneous, as it would be in our context for the computation of the forward incident wave.

\[
\begin{aligned}
\frac{\partial^2 u^S_R}{\partial t^2} - \nabla \left( c^2 \nabla u^S_R \right) &= 0, \quad \text{in } (0, T) \times \Omega \setminus D_S, \\
u^S_R &= 0, \quad \text{in } \Omega \setminus D_S \text{ at } t = 0, \\
\frac{\partial u^S_R}{\partial t} &= 0, \quad \text{in } \Omega \setminus D_S \text{ at } t = 0, \\
u^S_R &= u^S_{\text{data}}, \quad \text{on } (0, T) \times \Gamma, \\
\text{TRAC}_S[u^S_R] &= 0, \quad \text{on } (0, T) \times \partial D_S.
\end{aligned}
\]  

(10)

where \( n_S \) represents the inward normal derivative at \( \partial D_S \) and \( r_S \) is the radius of \( D_S \) for the TRAC\(_S\) operator defined like in (9).
Note that to redatum $u$ on $\partial D_S$, see Fig. 2, we could back-propagate $u$ directly to $\Omega \setminus (D_S \cup D_I)$ by imposing two numerical sinks in $D_I$ and $D_S$ [2]. However, this “naive TRAC” approach proved not to be sufficiently accurate – see Section 3, because it ignores multiple transmissions and reflections between the two subdomains. Instead, we will perform the TRAC method on the incident wavefield $u^I$ in $\Omega \setminus D_I$ (resp. scattered wavefield $u^S$ in $\Omega \setminus D_S$) and sum them to get the total field $u^I + u^S$ in $\Omega \setminus (D_I \cup D_S)$, therefore on a small annulus around $D_S$ not containing $x_{src}$.

2.3 Step 3: Recovery with Adaptive Eigenspace method

The solution of the inverse problem consists in minimizing the functional $J$:

$$J(p) = \frac{1}{2} \| v(p) - u^{obs} \|^2_{L^2((0,T) \times \omega)},$$

(11)

where $v$ solves the wave equation

$$\frac{\partial^2 v}{\partial t^2} - \nabla (p \nabla v) = 0, \quad \text{in } (0,T) \times (\omega \cup D_S),$$

$$v = 0, \quad \text{in } (\omega \cup D_S) \text{ at } t = 0,$$

$$\frac{\partial v}{\partial t} = 0, \quad \text{in } (\omega \cup D_S) \text{ at } t = 0,$$

$$v = u^{obs}, \quad \text{on } (0,T) \times \partial(\omega \cup D_S),$$

and $u^{obs}$ denotes the redatumed total field, acting as measurement data, in the observation set $\omega$, see Figure 3, and $p = c^2$ the squared velocity known in $\omega$ but unknown inside $D_S$. Usually, the solution of the optimization problem is done using the standard local nodal basis from the chosen discretization scheme. One adds a regularization penalty term, typically Tikhonov or Total-Variation, to modify the optimization problem as:

$$J(p) = \frac{1}{2} \| v(p) - u^{obs} \|^2_{L^2((0,T) \times \omega)} + \frac{\alpha}{2} R(p).$$

(12)

However, the choice of the added parameter $\alpha$ is crucial to allow the solution to reach the correct global minimum of the functional. The solution can be indeed very sensitive to the choice of $\alpha$. Moreover, to numerically solve the optimization problem, ones has to compute the Hessian matrix of functional $J$, for the Newton algorithm, for instance, or a good approximation of it, like the Gauss-Newton algorithm, both of which depending on $R$.

![Figure 3: Computational domain ($\omega \cup D_S$) for the inverse problem: from the reconstructed total field in $\Omega \setminus (D_I \cup D_S)$ we extract the redatumed data in $\omega$.](image)

In the proposed alternative [13], we consider functional $J$ from (11) only. Now, the computation of the Hessian matrix, or approximation of it, does not depend on the smoothness of the chosen...
regularization functional $R$. In this approach, we use the parametrization of the unknown parameter $p$, as suggested by the AEI method, i.e. with eigenfunctions of a well chosen elliptic operator. The idea of the Adaptive Eigenspace Inversion method is to expand the unknown control $p$ in a global basis:

$$p(x) = p_0(x) + \sum_{m \geq 0} \beta_m \phi_m(x), \quad \forall x \in (\omega \cup D_S), \quad (13)$$

where the basis functions $\phi_m$ are eigenfunctions of the elliptic problem:

$$\begin{cases}
\nabla \cdot (\mu(x) \nabla \phi_m) = \lambda_m \phi_m, & \text{in } D_S \\
\phi_m = 0, & \text{in } \omega,
\end{cases} \quad (14)$$

with

$$\mu(x) = \frac{1}{|\nabla p(x)| + \varepsilon}, \quad \forall x \in D_S, \ \varepsilon > 0. \quad (15)$$

and the boundary contribution satisfies the elliptic problem

$$\begin{cases}
\nabla \cdot (\mu(x) \nabla p_0) = 0, & \text{in } D_S \\
p_0 = c^2, & \text{in } \omega,
\end{cases} \quad (16)$$

for the same weight $\mu$ from (15) and the known coefficient $p_0$ on the boundary; in fact, $p_0$ is constant in our examples.

The AEI method uses an iterative strategy: we first consider the eigenfunctions of the Laplacian operator as initial basis, since $p$ is constant, at the beginning. Then, we update $\mu$, the basis $\phi_m$ and the boundary contribution $p_0$ from the current $p$, before proceeding with the next iteration.

**AEI Algorithm.**

Input: initial guess $p \equiv 1$, observations $u^{\text{obs}}$. Output: $p^\ast$.

1. Choose an initial value $K \geq 1$ and compute $\{\phi_m\}_{m=1}^K$ from (14) and $p_0$ from (16) with $\mu \equiv 1$
2. Expand $p(x) = p_0(x) + \sum_{m=1}^K \beta_m \phi_m(x)$
3. For $j = 1, \ldots$
   a. Until tolerance is reached, solve the optimization problem with a truncated Quasi-Newton method to get an updated version of $p$
   b. Set $\mu$ from (15) with $\nabla p$
   c. Update $K$ and compute $\{\phi_m\}_{m=1}^K$ from (14) and $p_0$ from (16)
   d. Expand $p(x) = p_0(x) + \sum_{m=1}^K \beta_m \phi_m(x)$
4. $p^\ast = p$

In contrast to the algorithm presented in [22], here the AEI algorithm is actually designed to solve the time-dependent inverse problem. As a result, the number of iterations in the adaptive process is not dictated by the frequency range; here we choose to follow the idea of de Buhan and Kray in [13], which introduces only four iterations. However, unlike in [13] or [12], we do not change the formula describing the adaptive weight $\mu$ at each iteration, but instead vary the number of eigenfunctions $K$. In [13], this number remains indeed constant during the whole process and the optimization problem needed extra regularization as a result. Note that in the seminal work on AEI for the time-dependent viscoelastic equation by de Buhan and Osses [14], no extra regularization was added since the projection to the $K$
first eigenfunctions was already mentioned as the regularization method. Even though there is little theory yet about the choice of $K$ for the time-dependent case, we observe that the fewer eigenfunctions in the expansion, the smoother and coarser the reconstruction. Increasing $K$ is intuitively equivalent to decreasing $\alpha$ in Tikhonov type regularization and corresponds to relaxing the regularization after each iteration of the optimization. In addition to the varying number of basis functions, we use a truncated Quasi-Newton method [35, 36, 38], which acts as regularization here as well.

3 Numerical examples

In the following, we will illustrate each step of our approach through two numerical examples. We start with a simple shape, an ellipse, then test our method on a more angular shape, a fish. Both obstacles are penetrable with a 3:1 contrast in the squared velocity $c^2$. The duration of the experiment is $T = 2$ and we set the recording array at a distance of $5\lambda$ from the source, while the obstacle is at a distance of $2\lambda$ from the source, where $\lambda$ denotes the wavelength. The main time-frequency of the source is $\nu = 5$ and the size of the obstacle is about $\lambda/2$.

For the forward simulation, we use a combination of Ricker signals. Computations of the synthetic data are performed with FreeFem++ [28] using $P^2$ finite elements with a mesh size $h = \lambda/20$ and the Crank-Nicholson scheme in time. On the external boundary at $15\lambda$, we impose an absorbing boundary condition to ensure that no spurious reflections occur at the artificial boundary. As synthetic measurement data, we use the values of the forward total field and its normal derivative on the circle $\Gamma$ centered at $x_{src}$ with radius $5\lambda$, see Fig. 4.

To show the accuracy of the method, we compare the time history of the retrieved wavefields with the true recorded ones at two different locations of the recording array $\Gamma$. We denote these two locations by their position with respect to the source: EastNorthEast and SouthWest, see Fig. 4.

3.1 Elliptic inclusion

First, we consider an elliptic inclusion, with a 3:1 contrast in the squared wave propagation speed, which is quite low and difficult to detect. We have recorded the total field on the receiver’s array located on the circular boundary $\Gamma$, centered at the approximate location of the source $x_{src}$ and with radius $5\lambda$, see Fig. 4.
3.1.1 Step 1: Wave Splitting

To split the incident from the scattered field, we now perform our wave splitting algorithm described in Section 2.1 given the measured total wavefield and its normal derivative on $\Gamma$. We solve equations (3) and (4) on each quarter of a circle of $\Gamma$ by an upwinding finite differences scheme in $\theta$ and a Crank-Nicholson scheme in time, see [23, 24]. In Fig. 6 and 7, we display the time history retrieval at the two locations. In frame (a) we compare the retrieved incident wavefield $u^I$ with the reference field, as function of time $t$ at the specific locations. Similarly, frame (b) displays the retrieved scattered wavefield $u^S$ and the corresponding reference signal, while frame (c) compares their sum $u^I + u^S$ with the recorded total field $u$. Finally, in frame (d), we present the discrepancy between $u^I + u^S$ and $u$. Thus we observe that locally the reconstructions are really satisfactory. Moreover, the relative $L^2$-error (in time and space) in the computed wavefield is 0.57% only. Note that we avoid any potential inverse crime here since both the program and the numerical scheme differ from that used in the forward simulation.

3.1.2 Step 2: TRAC method

Having recovered the incident and scattered fields on boundary $\Gamma$, we now compute the time-reversed wavefields thanks to the TRAC method to reconstruct the wavefields inside the computational domain: $\Omega \setminus D_I$ for the incident wave $u^I$ and $\Omega \setminus D_S$ for the scattered field $u^S$. We recall that $u^I$ and $u^S$ are used for redatuming the total wavefield $u = u^I + u^S$ to later reduce the computational domain in the inverse problem algorithm.

Here, we use the software FreeFem++ [28] with $P^1$ finite elements and the implicit Crank-Nicholson scheme in time. The current computational domain is an annulus of radius $5\lambda$ with mesh size $h = \lambda/10$, which again differs from the scheme used for the forward simulation thereby avoiding inverse crime. In Fig. 8, we show a snapshot of the total field obtained via four different computations:

(a) exact total field from the forward wave equation

(b) separate reconstruction of $u^I$ and $u^S$ with the TRAC method from the exact $u^I$ and $u^S$ recorded on the outer boundary $\Gamma$

(c) separate reconstruction of $u^I$ and $u^S$ with the TRAC method from $u^I$ and $u^S$ recovered on the outer boundary $\Gamma$ by wave splitting

(d) reconstruction of the total field directly through a naive TRAC method version with two sinks [2]
Figure 6: Time history retrieval at EastNorthEast for the elliptic obstacle: (a) incident wave, (b) scattered wave, (c) total field and (d) discrepancy between the measured total field and the sum of the retrieved incident and scattered fields.

Figure 7: Time history retrieval at SouthWest for the elliptic obstacle: (a) incident wave, (b) scattered wave, (c) total field and (d) discrepancy between the measured total field and the sum of the retrieved incident and scattered fields.
We observe that our reconstruction of the total wavefield from the recovered $u^I$ and $u^S$ is satisfactory: about 5% of $L^2$-error (in time and space) versus 25% for the naive TRAC version, see Table 1. Clearly, by reconstructing $u^I$ and $u^S$ separately with TRAC, we obtain a much better reconstruction of the total field than if we only consider the naive TRAC version, since it takes into account the transmissions between $D_I$ and $D_S$. However, we can also notice that the error in the reconstruction is bigger between the source and the obstacle (in $\omega$), where the information for the inverse problem is needed.

![Figure 8](image)

(a) Exact total field $u$ for reference. (b) From the exact (recorded for reference) $u^I$ and $u^S$. (c) From $u^I$ and $u^S$ obtained with wave splitting. (d) Naive TRAC with two sinks.

<table>
<thead>
<tr>
<th>relative $L^2$-error</th>
<th>in $(0,T) \times (\Omega \setminus (D_I \cup D_S))$</th>
<th>relative $L^2$-error</th>
<th>in $(0,T) \times \omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u^I + u^S$ from exact measurements</td>
<td>4.52%</td>
<td></td>
<td>6.27%</td>
</tr>
<tr>
<td>$u^I + u^S$ from wave splitting</td>
<td>5.71%</td>
<td></td>
<td>8.02%</td>
</tr>
<tr>
<td>total $u$ from naive TRAC</td>
<td>24.99%</td>
<td></td>
<td>43.76%</td>
</tr>
</tbody>
</table>

Table 1: Elliptic obstacle: Reconstruction of the total wavefield with the TRAC method. Relative $L^2$-error comparing the forward total wavefield (Fig. 8(a)) and the reconstructed wavefields: From the exact (recorded for reference) $u^I$ and $u^S$ (Fig. 8(b)), from $u^I$ and $u^S$ obtained by wave splitting (Fig. 8(c)), and $u$ using the naive TRAC approach with two sinks (Fig. 8(d)).
3.1.3 Step 3: AEI

Finally, we solve the inverse problem in $D_S$ from the reconstructed and redatumed data in $\omega$ using the AEI method. As in [22], we solve the optimization problem using the truncated BFGS method with only a few CG iterations to solve the Newton step. In doing so, we adapt four times the eigenfunctions basis and its dimension. We start with 20 eigenfunctions of the Laplacian, then update the weight $\mu$ in (15) and use 50, 100 and finally 100 eigenfunctions for iteration 2, 3 and 4 respectively of the AEI algorithm. All computations are performed with FreeFem++ with $P_1$ finite elements for computational domain $\omega \cup D_S$ with a mesh size $h = \lambda/10$ and the Crank-Nicholson time scheme. As the computational mesh is totally different from those used in the forward simulation and in the TRAC reconstruction, we ensure here that there is no inverse crime.

In Fig. 9, we compare the recovered parameter $p$ obtained either by solving the inverse problem with (a) the exact data and (b) the data from our three-step strategy. The location, the shape and the contrast are almost as accurate as if the exact data is used. Note that both pictures are displayed with the same scale for better comparison.

![Figure 9: Recovery of $p = c^2$ for the elliptic obstacle $\mathcal{O}$ with the AEI method: (a) from the exact total field, (b) in our three-step strategy.](a) ![Figure 9: Recovery of $p = c^2$ for the elliptic obstacle $\mathcal{O}$ with the AEI method: (a) from the exact total field, (b) in our three-step strategy.](b)

3.2 Fish-shaped obstacle

Next, we consider a fish-shaped inclusion with 3:1 contrast in the squared wave speed. The total field is recorded on the receiver’s array located on boundary $\Gamma$, as in Fig. 4.

3.2.1 Wave Splitting

Again, we perform our wave splitting algorithm by solving equations (3) and (4) by a finite differences. In Fig. 10 and 11, we display the time history retrieval at the two considered locations. Comparison of the computed wavefield with the reference yields a relative $L^2$-error of only 0.93% for the sum of the two individually split wavefields.

3.2.2 TRAC method

Having recorded the incident and scattered fields on the boundary, we now compute the time-reversed wavefields by the TRAC method to reconstruct the wavefields inside the computational domain. In Fig. 12, we show a snapshot of the total field obtained via four different computations:

(a) exact total field from the forward wave equation
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Figure 10: Time history retrieval at EastNorthEast for the fish-shaped obstacle: (a) incident wave, (b) scattered wave, (c) total field and (d) discrepancy between the measured total field and the sum of the retrieved incident and scattered fields.

Figure 11: Time history retrieval at SouthWest for the fish-shaped obstacle: (a) incident wave, (b) scattered wave, (c) total field and (d) discrepancy between the measured total field and the sum of the retrieved incident and scattered fields.
(b) separate reconstruction of $u^I$ and $u^S$ with the TRAC method from the exact $u^I$ and $u^S$ recorded on the outer boundary
(c) separate reconstruction of $u^I$ and $u^S$ with the TRAC method from $u^I$ and $u^S$ recovered on the outer boundary by wave splitting
(d) reconstruction of the total field directly through a naive TRAC method version with two sinks \[ \square \]

The reconstruction of the total wavefield from the recovered $u^I$ and $u^S$ is quite satisfactory: about 6\% of $L^2$-error (in time and space) versus 25\% for the naive TRAC version, see Table 2, actually comparable to the easier case of the ellipse. Clearly, by reconstructing $u^I$ and $u^S$ separately with TRAC, we again obtain a much better reconstruction of the total field than if we only consider the naive TRAC version with two sinks.

Figure 12: Fish-shaped obstacle: Snapshot of the reconstruction of the total field $u = u^I + u^S$ with the TRAC method. (a) Exact total field $u$ for reference. (b) From the exact (recorded for reference) $u^I$ and $u^S$. (c) From $u^I$ and $u^S$ obtained with wave splitting. (d) Naive TRAC with two sinks.

3.2.3 AEI

Finally, we solve the inverse problem in $D$ from the reconstructed data in $\omega$ using the AEI method. Similarly to the previous example, we solve the optimization problem using a truncated Quasi-Newton method while increasing the number of eigenfunctions at each new adaptation. We start with 20 eigenfunctions of the Laplacian, then update the weight $\mu$ in (15) using 50, 100 and 100 eigenfunctions
relative $L^2$-error in $(0, T) \times (\Omega \setminus (D_I \cup D_S))$

\begin{tabular}{|c|c|c|}
\hline
$u^I + u^S$ from exact measurements & 3.99\% & 5.66\% \\
$u^I + u^S$ from wave splitting & 6.05\% & 8.44\% \\
total $u$ from naive TRAC & 24.07\% & 42.10\% \\
\hline
\end{tabular}

Table 2: Fish-shaped obstacle: Reconstruction of the total wavefield with the TRAC method. Relative $L^2$-error comparing the forward total wavefield (Fig. 12(a)) and the reconstructed wavefields: From the exact (recorded for reference) $u^I$ and $u^S$ (Fig. 12(b)), from $u^I$ and $u^S$ obtained by wave splitting (Fig. 12(c)), and $u$ using the naive TRAC approach with two sinks (Fig. 12(d)).

for iteration 2, 3 and 4 respectively of the AEI algorithm. In Fig. 13, we compare the recovered parameter $p = c^2$ with (a) the exact observation data and (b) the data from our three-step strategy. The location is well recovered, despite a tail in the shadow zone of the fish, though the contrast and the shape are much harder to recover, since the obstacle is only about one wavelength long, so at the limit of resolution of inverse problem.

![Figure 13](image)

Figure 13: Recovery of $p = c^2$ for the fish-shaped obstacle $\mathcal{O}$ with the AEI method: (a) from the exact total field, (b) in our three-step strategy.

4 Conclusion

We aimed at solving an inverse scattering problem when the source signature was unknown. We therefore presented a three-step strategy that allowed us to overcome the problem of the knowledge of the source term by redatuming the measurement data into a zone close to the inclusion and avoiding the source location. To do so, we first retrieved the incident and the scattered wavefields separately from the measured total field by wave splitting. Then we reconstructed the incident and the scattered fields in the computational domain with the TRAC method. We showed that redatuming was more successful by reconstructing the incident and scattered fields individually and calculating their sum. We were then able to reduce the computational domain for the inverse problem by considering the redatumed total wavefield close to the inclusion. Finally, we solved the resulting inverse problem with Adaptive Eigenspace Inversion for two numerical examples. Although our methods and numerical examples are in two-space dimensions, they can be extended to 3D or other types of wave equations from electromagnetism or viscoelasticity.
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