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Optimal Dynamic Line Rating Forecasts Selection Based on Amperage Probabilistic Forecasting and Network Operators’ Risk Aversion

Romain Dupin, Andrea Michiorri, Member, IEEE, and George Kariniotakis, Senior Member, IEEE

Abstract—Real-time current-carrying capacity of overhead conductors is extremely variable due to its dependence on weather conditions, resulting in the use of traditionally conservative static ratings. This paper proposes a methodology for exploiting the latent current-carrying capacity of overhead transmission lines taking into account line amperage forecasts, power flow simulations and the network operator’s risk aversion. The procedure can be described as follows: Firstly, probabilistic forecasts for the current rating of transmission lines are generated, paying particular attention to the reliability of the lower part of the distribution. Secondly, a cost benefit analysis is carried out by solving a bilevel stochastic problem that takes into account the reduction in generation costs resulting from a higher power transfer capacity and the increased use of reserves caused by forecast errors. The risk appetite of the network operator is considered in order to accept or penalize high-risk situations, depending on whether the network operator can be described as risk neutral or risk averse.

Index Terms—Dynamic Line Rating, Numerical Weather Predictions, Probabilistic Forecasts, Risk Management

I. INTRODUCTION

Currently, power system operators face several challenges, due to increased peak demand, electricity market deregulation and increasing penetration of renewable energy sources. Due to these latter factors, grid sections are often operated closer to their voltage or current limits. From a network operator’s point of view, network reinforcement is often the default option for alleviating these problems. However, this is a capital-intensive option and, in this context, the alternative solution of the Dynamic Line Rating (DLR) is gaining popularity.

DLR technology centres on the fact that the current-carrying capacity of overhead conductors is limited by thermal constraints, in addition to voltage drops and stability limits. When the operating temperature rises, the conductors elongate, approaching the ground or other objects. When the clearance distance between the line and the objects below is too short this can lead to potentially dangerous situations. In order to limit disastrous consequences, a minimum clearance is determined by national or grid regulations, including the definition of a maximum temperature for the core of the line. Conductor temperature is in turn dependent on the heat balance established between the heat dissipated by the Joule effect within the conductor, and the heat exchange with the environment on its external surface. This heat exchange is strongly influenced by wind speed, air temperature and solar radiation, parameters that can vary considerably in the space of one day or even one hour. The link between the line temperature and weather parameters, which is described in detail in [1], [2], is used to set a current rating in line with regulations.

Traditionally, the parameters used to define the line rating are set as static. The current rating obtained is called Static Line Rating (SLR), which is usually defined so that it remains below the real-line rating up to 99% of the time [3] for the duration of a season. Based on this definition, a significant margin of improvement exists between SLR and the real value of the line rating, depending on weather characteristics. In this context, it was initially proposed in [4] to set the line rating according to dynamic measures of weather parameters, the new rating being qualified as the DLR.

The use of DLR instead of SLR for network operations presents multiple benefits and has already been studied in the literature. For example, [5] and [6] show the potential impact of DLR on the economic dispatch. [7] shows how DLR can contribute to increasing renewable energy penetration without grid reinforcement, and [8] demonstrates how grid reliability can be improved with DLR. These aspects could be taken into account during planning operations, in which case DLR forecasts would be required.

The majority of applications proposed in the literature feature the generation of probabilistic DLR forecasts. Most of the time, based on these forecasts, a conservative choice of an amperage value is made for use in planning operations, and quantile forecasts with a fixed nominal proportion \( \tau \) are regularly employed [9]. Forecasts \( \hat{D}_{\text{DLR}}^{t+h} \) made at an instant \( t \) for an instant \( t+h \) are then set to ensure the probability of being higher than the future observation \( \hat{D}_{\text{DLR}}^{t+h} \) equal to \( \tau \):

\[
P(D_{\text{DLR}}^{t+h}) = \tau
\]  

(1)
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A state of the art of real applications of this kind in Europe is described in [10]. In [11] and [12], where the experiences of the NETFLEX project are described, probability $\tau$ is set as equal to 2%. In [13], probability $\tau$ fixed levels of 1%, 5%, 10% and 20% are tested. In [14], a probability $\tau$ of 1% is considered. Other studies could also be quoted, such as [15] and [16], where $\tau$ probabilities of 10% and 2.5% are respectively considered.

Recently, it has been proposed in the literature to no longer set the value of DLR forecasts with a fixed level of frequency, but to use stochastic optimization instead. In [17] and [18], this is done with two-stage stochastic optimization, which aims at minimizing the sum of the generation costs, reserve allocation and potential reserve activation due to DLR forecast errors. A similar approach is also proposed in [19], where instead of reserve activation, it is considered that the retroactions are achieved through voluntary and involuntary load reduction. References [20] and [21] both propose considering that the constraint associated with the line ampacity could be replaced with a cost in the objective function in case of non-respect of the constraint.

The above two approaches are radically different. The one with the fixed quantiles favours a conservative approach independent from opportunities to improve social welfare, while ensuring a low risk level. On the contrary, with the second approach based on stochastic optimization, the authors consider a risk-neutral approach and aim at maximizing the social welfare. In this context, the term "social welfare" refers to the sum of the consumer and producer surpluses. If the load is considered as inelastic towards prices, maximizing the social welfare is equivalent to minimizing the operation costs.

In this paper, we propose to evaluate the benefits of DLR based on an intermediate strategy, which aims at improving social welfare while ensuring low levels of risk, required for application on the field. The key contributions can be summarized as follows:

1) Several alternative strategies for integrating DLR into planning operations are proposed. They aim at improving the economic benefits, (referred to here also as the "social welfare") for a case where electricity consumption is inelastic towards price, while maintaining low values for several parameters to which the Transmission System Operator (TSO) is averse. The evaluation of these strategies allows us to understand the significant benefits of using risk-averse strategies for DLR probabilistic forecasts, compared to traditional approaches that use fixed quantiles or risk-neutral strategies.

2) We propose a test case and a methodology to evaluate the economic value of both DLR forecast models and proposed strategies for using DLR forecasts. This is based on the use of lookup table and allow considering grid characteristics.

3) The proposed study takes into account a high number of realistic DLR probabilistic forecasts, generated with weather station observations and machine learning methods. This is a more complete approach than similar ones proposed in the literature, which generally consider only a single virtual DLR probabilistic forecast.

The paper is structured as follows: first, in section II, the proposed methodology is presented. Section III presents the case study used for the model evaluation. In section IV the main results are presented, and finally section V presents the conclusions and perspective of this work.

II. MODELLING APPROACH

The problem to be solved is the optimal operation of a grid on which some lines are equipped with DLR. It is similar to that formulated in [18] and [22], which assess the DLR value in grid management. Since several uncertainties are involved, a stochastic optimisation approach is applied. Below, several problem formulations are proposed for setting the DLR forecasts, according to different objectives set by the TSO.

A. Risk Neutral Strategy – Vertically Integrated Monopoly

We first consider that the electricity producers and electric system operators are the same actor. The problem addressed here is described in [18] and can be modelled as a two-stage stochastic optimization problem.

For a stochastic optimization problem taking into account DLR forecasts, different terms could be considered in the objective function. One important question concerns the introduction and use of penalties regarding situations in which the current is slightly higher than the thermal limits of the lines, as in [20], [21], [23]. Such cost definitions require knowledge of potential incidents on the grid, their associated probability, and recourse actions when these costs are too high. In this paper, we consider a preventive approach regarding N-1 incidents, and penalties requiring a corrective approach are not introduced. It should be stressed that the simplifications allowed with this preventive approach permits the use of lookup tables which are necessary to provide computations for a high number of observations in a reasonable time.

The objective function is risk neutral, the objective being to minimize production costs of generators in the system plus the costs of reserve allocation and potential activation (2):

$$\min\left\{ \sum_{g \in I} \left( \sum_{s=1}^{N_g} (\eta_{uel_g} P_g + I_g \pi_{fix_g}) + \sum_{s=1}^{H_g^{up}} (\eta_{up\_g} H_g^{up} + \pi_{rdo\_g} H_g^{do}) + \sum_{s=1}^{H_g^{do}} \rho_s \cdot (\pi_{rup\_g} H_g^{up} + \pi_{rdo\_g} R_{g,s}^{do}) \right) \right\}$$

where $N_g$ is a set of conventional generators; $I_g$ is a binary variable with value 1 describing a committed generator, and 0 if not; $\eta_{uel\_g}$ is the fuel cost for generator $g$ (€/MWh); $\pi_{fix\_g}$ is the commitment price for a conventional generator $g$ (€/h); $P_g$ is the scheduled output of generator g (MW); $\eta_{up\_g}$ and $\pi_{rdo\_g}$ are the costs for maintaining up and down reserve for a generator $g$ (€/MWh); $H_g^{up}$ and $H_g^{do}$ are the up and down reserve service holding amounts for generator $g$ (MW); $N_g$ is the set of potential future realizations of DLR and other stochastic variables, with each scenario having a probability $\rho_s$ of occurrence set with probabilistic forecasts; $\pi_{rup\_g}$ and $\pi_{rdo\_g}$ are the reserve activation costs (€/MWh); and $R_{g,s}^{up}$ and $R_{g,s}^{do}$ are the activated reserves from a generator $g$ at scenario $s$ (MW).

The constraints are those of a DC power flow, and are described in [18] and [22]. Here, N-1 constraints are added to
account for the risks of line failure, as proposed in [24], which investigates DLR use for transfer capacity setting.

B. Risk-Neutral Strategy – Separate Grid Operators and Electricity Producers

In the previous strategy, the generation planning is affected by the potential recourse actions set by the TSO. It is however unlikely that electricity producers would modify their day-ahead decisions according to the risks and potential costs of DLR forecast errors, which are assumed by the TSO.

In order to decouple the decision of the generator-planned production levels from the decision of the DLR forecast value, a bilevel stochastic optimization problem is used here, with a leader problem (3)-(4) and a follower problem (5):

\[
\min_{x \in \mathbb{X}, y \in \mathbb{Y}} F(x, y)
\]

s.t.

\[ G_i(x, y) \leq 0 \quad \text{for} \ i \in \{1, 2, \ldots, I\} \]

\[ y \in \arg \min_{y \in \mathbb{Y}} \{ f(x, z); g_i(x, z) \leq 0, j \in \{1, 2, \ldots, J\} \} \]

For a risk-neutral approach, the upper-level objective function \( F \) is the same as that described in (2), and the constraints \( G_i \) are those described in the previous section.

The lower-level objective function \( f \) is the objective function defined according to the goals of the electricity producers. Considering no uncertainties except those for which the TSO is responsible and which in this case are only the DLR forecast errors, this can be written as (6):

\[
f(x, z) = \left\{ \sum_{g=1}^{N_g} (\pi_{\text{fuel}_g} P_g + I_g \cdot \pi_{\text{fix}_g}) \right\}
\]

In a future work, reserve activation and allocation terms could be added in (6), provided that other uncertain variables such as renewable energy levels of production are added, for which the producers assume the forecast error risks. The constraints \( g_i \) are the same as those of the leader problem, minus the constraints associated with the values of reserve allocations and activations. The upper-level decision vector includes the values of allocated reserves, activated reserves and DLR forecasts. The lower-level decision vector includes the planned production levels and the list of activated generators. Only the DLR forecast value, set with the leader problem, has an impact on the constraints of the follower problem.

C. Risk Averse Strategy

In the previous section, the objective function (2) was defined such that the TSO was considered risk neutral in terms of reserve activation risks. Here, we propose to modify this problem by introducing a risk appetite function \( v_\beta(x) \), to take into account TSOs’ risk aversion:

\[
\min \left\{ \sum_{g=1}^{N_g} (\pi_{\text{fuel}_g} P_g + I_g \cdot \pi_{\text{fix}_g}) + \sum_{g=1}^{N_g} (\mu_{\text{up}_g} H_{g}^{\text{up}} + \mu_{\text{down}_g} H_{g}^{\text{down}}) + v_\beta \left( \sum_{g=1}^{N_g} \rho_{g} \cdot (\mu_{\text{up}_g} R_{g}^{\text{up}} + \mu_{\text{down}_g} R_{g}^{\text{down}}) \right) \right\}
\]

It should be stressed that the risk aversion towards risk activation costs defined here is a trade-off solution: risk aversion towards other parameters, such as load shedding, would be more representative of TSOs’ behaviour. However, it would make the problem more complex, and impossible to compute for a very high number of scenarios and forecasts, as it is the case here. By considering these reserve costs as similar to risk indices, it is thus possible to evaluate first different risk aversion functions, and also determine the economic value of DLR forecast models in a latter approach.

The shape of the function \( v_\beta \) is arbitrarily set by the TSO, depending on its objectives. Here, three functions are proposed inspired from [20], [21], where virtual costs associated with line ampacity violations by currents are defined:

- A linear function:
  \[ v_\beta(x) = (1 + \beta) \cdot x \quad \beta \geq 0 \]

- A quadratic function:
  \[ v_\beta(x) = x + \beta \cdot x^2 \quad \beta \geq 0 \]

- An exponential function:
  \[ v_\beta(x) = \begin{cases} x & \text{if } \beta = 0 \\ e^{\beta x} - 1 & \text{if } \beta > 0 \end{cases} \]

The parameter \( \beta \) aims at describing the TSO’s aversion to the risk of observing a DLR forecast error with a high cost. When \( \beta \) is set equal to 0, the TSO exhibits risk-neutral behaviour.

D. Simulation Approach

The solution of the problem described above represents a significant computational challenge due to the high number of constraints generated by the stochastic nature of the problem, the respect of the N-1 criterion, and the presence of uncertain values related to the activation of generators. This paper aims at carrying out a prospective analysis of the benefits of different DLR forecast strategies over a long period of time and considering a high number of different parameters, here the values of \( \beta \) and the nature of the penalty functions.

This requires solving a high number of stochastic problems. As an example, considering 100 values of \( \beta \), 45000 forecasts and three different penalty functions, 13.5 million simulations would be required. It is therefore necessary to reduce the computational time taken to resolve the optimisation problems.

To do so, the problem is simplified considering the following hypotheses and properties:

- Since the DLR forecast may remain relatively close to the SLR, and that up and down reserves must be allocated in case of any forecast error scenarios, it is unlikely that DLR would have a significant impact on the list of activated generators. The list of activated generators \( I_g \) is thus defined considering that all DLR values are equal to the SLR.

- For the case presented in this paper, only line failures and DLR forecast uncertainties are considered. Uncertainties related to renewable energy sources and electric demand are not considered. Recourse actions involving activating reserves can only be carried out for inaccurate DLR forecasts, while other potential incidents (which may face a similar preventive approach) are outside the scope of this work.
For a test case such as the one described in [18], the property of reversibility could be considered regarding the states of generator production towards DLR values, where all conventional generators participate in recourse actions, and the reserve activation costs are proportional to the day-ahead prices. With the properties described above, the problem can be resolved by solving different Security Constrained Optimal Power Flows (SCOPF) according to the following steps:

1) A first SCOPF is resolved to initialize the problem, where the line ratings are set at the value that corresponds to the SLR, to define the list of the activated generators $I_g$.

2) After setting $I_g$, a SCOPF is computed for each possible value of line rating $\Delta_l$.

3) For each forecast $\Delta_l$, the values of allocated reserves $H_{\Delta l}^{UP}/H_{\Delta l}^{do}$ are set by: a) running a SCOPF with a line rating set as $\Delta_l$, b) calculating the difference between generator outputs in this situation and generator outputs after the SCOPF in step 1. This method implies that the problem associated with the SCOPF is strictly convex, which may not be the case with a linear approach. In the study proposed here, a negligible quadratic component is added to the generator cost function, in order to ensure strict convexity.

4) For a scenario $s$ associated with a DLR realization $\Delta_{ls}$, if $\Delta_{ls}$ is lower than inferior to the DLR forecasted value $\Delta_l$ selected by the TSO, the activated reserves are found by computing the differences in the outputs of the different generators associated with the solutions of the SCOPFs made with the line ratings equal to $\Delta_{ls}$ and $\Delta_l$.

5) Then, considering the levels of probability $p_s$ of a DLR observation $\Delta_{ls}$, it is possible to select an optimal value for the DLR forecast $\Delta_l$.

By considering a limited set of possible states of load L1 and L2 (in this work, 20 for each load area, going from 0% of the nominal load to 100%), DLR planned forecasts (100, going from 100% of the SLR to 200%) and DLR potential observations (100, going from 100% of the SLR to 200%), it is possible to compute the different SCOPFs for each state in which DLR improvements bring benefits. Thus, lookup tables can be built (Fig. 1), each value of the table being associated with a tuple of scenario, and the use of this tool allows reducing considerably the computation time for a period associated to a high number of observations (Fig. 2).

---

**Fig. 1.** For a load scenario (L1, L2), a DLR forecast $\Delta_l$ and a DLR observation $\Delta_{ls}$, computation process for setting the associated value in the lookup table.

**Fig. 2.** Flowchart associated to the computations made with the lookup tables.
E. DLR Forecast Generation

Here we use the same weather station data as in [15]. For a line located in the UK, several weather stations have been installed all along the line for DLR use. In this study we consider 6 of them. For each station, weather characteristics were measured every 5 minutes for the period 2009-2010. Using Numerical Weather Predictions (NWP) provided by the European Centre for Medium-Range Weather Forecasts (ECMWF), day-ahead probabilistic forecasts are generated using a machine learning method.

The available data set is split into training and testing sets. For this study, these sets are generated with sliding windows, the models are updated every month, and the training sets used correspond to observations associated with the whole year preceding the moment of the model update.

The models are trained to provide forecasts every day at 12:00 for horizons going from 24 hours to 47 hours. The following inputs are used to generate the forecasts:

- The DLR observation at the instant t the forecast is made.
- The mean value of the DLR observations made at the instants t+48 hours, t+72 hours and t+96 hours.
- NWPs for the zonal and meridional wind speeds at 10m (U and V), the surface solar radiation downwards (S) and the ambient temperature at 2m (T) for the four positions that frame the location of the weather station. The spatial resolution of the considered NWPs is 0.125°. Since the ECMWF forecasts are only made for 3-hour time steps and DLR forecasts are requested with hourly resolution, linear interpolation is applied to obtain hourly values.
- Four DLR forecasts associated with the ECMWF forecasts are provided at the instant where the forecasts are made for the considered horizon. For a given position, the DLR forecast is provided with the CIGRE physical model [1] using the forecast values of U, V, S and T.

No selection of the transmission lines’ critical span is made here. Thus, the data from each weather station are studied in the same way as if each station were set at the position of the critical span as proposed in [15] in order to increase the amount of observations used.

Regarding the used machine learning method, a Quantile Regression Forest model (QRF) is selected [25]. This model is the same as the one used in [15] for DLR forecasting. This machine learning method is an ensemble method, based on the generation of k decisional trees, each one trained with a randomly selected subset of features and of data. For the forecast generation, the outputs of all the trees are concatenated and sorted, and the quantile forecasts are drawn from the sorted list (Fig. 3).

The choice of such a machine learning method could be discussed. Regarding the latest competition associated to the use of machine learning in energy fields, the Global Energy Forecasting Competition [26], the methods using bootstrap aggregating processes (bagging) as the QRF appear as being less effective than the ensemble methods associated to boosting, as the XGBoost model [27]. Compared to such methods, the QRF tends to generate bias errors, the model being less effective at explaining complex relationships, and even if such methods have not been used yet to provide DLR forecasts, a XGBoost model or a Light Gradient Boosting Machine model [28] could be preferred. However, for this case study, the differences between the two models would be little, due to the little amount of features being used. Moreover, a QRF is easy to configure, the model outputs converging when the number of decisional trees becomes high, and a single QRF directly provides all the quantile forecasts. On the contrary, with gradient boosting methods, a different model should be trained for each quantile, and methods as Bayesian optimization [29] and cross validation should be used for each model in order to avoid errors due to a non-optimal configuration, thus making the training of the model much longer. To give an order of magnitude, instead of a single QRF with the bagging method, 999 models would be required considering boosting, in addition to a high number of models being trained for each one to provide optimal parameters. Due to these reasons, the QRF is here preferred to gradient boosting methods.

![Fig. 3. Illustration of the process of a quantile forecast generation with a QRF method.](image)

![Fig. 4. Example of day-ahead DLR probabilistic forecasts for station 1, the different probability intervals (int.) being shown. The 0.1% and 1% quantile forecasts (Pred.) are the lower limits of the 99.8% and 98% probability intervals.](image)

This model is set up with 2000 trees, each of which is trained with 5 randomly selected features and with a maximal leaf size
set as equal to 5. In most of the studies associated with DLR forecasts, the forecasts are used with fixed quantiles varying from 1% to 10%, which thus requires using the forecast model to provide percentile forecasts. However, here, these forecasts are used as inputs of risk-averse strategies, which aim at providing results that are similar to 1%-quantile DLR forecasts in terms of risks. For this reason, the model provides a set of 999 quantile forecasts, for quantiles ranging from 0.1% to 99.9% in 0.1% steps. An example of such forecasts is shown in Fig. 4.

The Mean Absolute Percentage Error (MAPE) and reliability criteria are considered here to evaluate the performance of the forecast models with regard to state-of-the-art models. First, regarding the MAPE, a comparison can be made with the persistence model, i.e. a model where a forecast is set as equal to the observations made at the moment of the forecast.

For this case, the MAPE for the QRF and the persistence model are equal to 11.1% and 16.1% respectively. The relative difference of 31% is in line with the results found in [15].

In terms of reliability, the frequency of overestimation for quantiles 0.1%, 1% and 2% is equal to 0.8%, 1.8% and 2.7% respectively. With binomial laws, considering perfectly reliable forecasts and the number of considered forecasts, it is easy to find that such frequencies should respectively be inferior to 0.14%, 1.11% and 2.16% with a level of probability of 99%. The proposed forecast model is then not reliable, even if the last two frequencies are in line with the results found in [14] and [30].

Despite this weakness, this model is considered as acceptable. The first reason is based on recent research made on DLR forecasts, which indicate that the performances of the model are close to the models currently used by the TSOs. Secondly, the reliability criterion is here used to evaluate the model, but there is no evidence in the literature that this parameter is the most important one regarding DLR forecasts, and other criteria as the sharpness might be more important. As an example, with the traditional use of a fixed quantile, it might be considered that a TSO might prefer to use 1% quantile forecasts from a non-reliable but sharp forecast model than 2% quantile forecasts from another model, more reliable but less sharp. Such questions are still not answered, and they are to be addressed by using simultaneously DLR forecasts with different statistical properties and economic models providing an evaluation of the value of the forecasts. In future work, the development of the tool presented in this paper based on the use of lookup tables aims at realizing such a research of the required properties of DLR forecast models.

III. CASE STUDY

A. Network Description

The IEEE 24-bus grid is considered here (Fig. 5), with the same characteristics as the ones in [31]. It is split into two areas, each of which is considered with different load values.

The reserve allocation and activation costs are set similarly to [18]: the costs for up and down reserve allocation, $\pi_{hup_g}$ and $\pi_{hdw_g}$, are set as equal to 6 €/MWh for every generator $g$: the reserve activation costs are set as equal to the fuel price for the down-reserve activation, and as equal to 150% of the fuel price for the up-reserve activation.

The computations of DC optimal power flows are carried out using PyPower [32], and the security constraints are added by generating constraints obtained with Benders cuts. It is considered that no line failures could occur on line 8-7, this part of the grid being operated in a radial configuration.

Lines 8-9 and 8-10 are considered to be equipped with DLR functionality, and to have exactly the same DLR value at each time. These two lines are indeed connected from bus 8 to buses 9 and 10, the latter two being at the same position. The reason for choosing these two lines is the fact that they appear to be congested when computing the Total Transfer Capacity from area 1 to area 2.

Lines 8-9 and 8-10 are considered to be equipped with DLR functionality, and to have exactly the same DLR value at each time. These two lines are indeed connected from bus 8 to buses 9 and 10, the latter two being at the same position. The reason for choosing these two lines is the fact that they appear to be congested when computing the Total Transfer Capacity from area 1 to area 2.

The line dynamic ampacity is set as equal to its initial value provided in the grid data, multiplied by the DLR divided by the SLR value. For this study, it cannot be below its nominal value. Three SLR values are used, one for each season, and are set such as to below the observed DLR for 99% of the time for the year 2009. The seasons are defined as winter (December to February), spring/autumn (March to May and September to November) and summer (June to August). Different values of SLR are defined for each weather station.

B. Load Series

In most studies involving grid simulations using DLR forecasts, only a given configuration of the grid is used. However, the grid configuration has a significant impact on the DLR impact and the selection of the optimal forecast.

We therefore propose generating load time series with a bootstrap process, considering only congestion situations, and
taking the frequencies of the different situations from a study of historical time series. ENTSO-E data for the year 2010 are exploited for this goal. Historical data from France (area 1) and Germany (area 2) are used, since these data feature a high variety of congestion issues for the bootstrap process.

IV. RESULTS

In order to evaluate the value of the different strategies, the cost reductions from the initial total system costs, \( L_{\text{SLR}} (\mathbb{E}) \), to the final total system costs obtained when DLR forecasts are used, \( L_{\text{DLR}} (\mathbb{E}) \), are considered as benefits. They are normalized by dividing them by the total \( L_{\text{SLR}} \) costs associated with the situations where SLR is used:

\[
\text{Benefits} = 100\% \cdot \frac{L_{\text{SLR}} - L_{\text{DLR}}}{L_{\text{SLR}}} \quad (11)
\]

In addition to the benefits, financial losses and risks are also evaluated, using three indices:

1) The frequency of events requiring reserve activations due to overestimations of DLR forecasts (%).
2) The total cost of reserve activation \( C_{\text{res act}} (\mathbb{E}) \) for the studied period. As with the benefits, this cost is normalized using the total costs of the system when the SLR is used:

\[
C_{\text{res act,n}} = 100\% \cdot \frac{C_{\text{res act}}}{L_{\text{SLR}}} \quad (12)
\]

3) The frequency of errors with a cost above a defined threshold \( f_{\text{reserve}}(\text{threshold}) \) (%). The idea behind this is to address the fact that TSOs may aim at maintaining the DLR error magnitude below a certain threshold most of the time. This is especially the case when the reserve may be hard to call, which could be considered as when it is costly. The threshold is arbitrarily defined equal as to \$1500. Situations involving such events are qualified as incidents.

A. Traditional Strategies

A first study is made by considering traditional methods, i.e. the use of fixed quantiles and risk-neutral strategies. Three strategies are tested:

1) Low arbitrary quantile \( \tau \) of 1% is selected.
2) High arbitrary quantile \( \tau \) of 20% is selected.
3) The value of the DLR forecast is dynamically set to minimize the expected operational costs, with a risk-neutral strategy.

Regarding the choice of the quantile of 20%, it is to stress that when the selected quantile becomes superior to 20%, the benefits converge toward a value of 0.97%. This is shown on Figure 3, where the evolution of the observed benefits with the value of a fixed selected quantile is represented.

The results shown on Figure 3 are to be compared to [33], where a similar figure is provided. Contrary to the Figure 3, [33] shows that benefits do not converge but drop sharply when quantiles reach values superior to 20%. This difference in behaviour between the results presented here and [33] is due to the fact that the grid characteristics are considered in our study, and that when DLR forecast values increase above a given threshold no further improvements are observed on the grid, either because the congestions have been erased or because other congestions have appeared. These other congestions could be new congestions on other lines or changes in congestion natures from thermal limitations to stability or voltage drop limitations [34].

The observed benefits are computed for the studied period and shown on Table I, with the associated risk and loss indices associated being also shown.

The expected benefits, which are equal to the average of the expected benefits for the whole set of resolved optimization problems, were also computed, and for every situation considered in this paper, we found that the relative difference between the expected and observed benefits was less than 2%. This is not surprising, considering the high amount of observations used and the fact that the stochastic part of the benefits, which is the total costs of the activated reserves, is lower than 10% and 3% of the total benefit, respectively with the use of risk-neutral optimization and a 1% quantile DLR forecast. We can thus consider that the expected and observed benefits are equal. This allows us to compare forecast models and DLR forecast setting strategies by setting the same levels of observed benefits, which are considered as known because equal to the expected benefits.

<table>
<thead>
<tr>
<th>Strategy used</th>
<th>Benefit (%)</th>
<th>Overestimation frequency (%)</th>
<th>Reserve costs (%)</th>
<th>( f_{\text{reserve}}(1500) ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLR</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \tau = 1% )</td>
<td>0.61</td>
<td>0.72</td>
<td>0.016</td>
<td>0.17</td>
</tr>
<tr>
<td>( \tau = 20% )</td>
<td>0.97</td>
<td>4.17</td>
<td>0.105</td>
<td>1.30</td>
</tr>
<tr>
<td>Risk-neutral strategy</td>
<td>1.01</td>
<td>3.62</td>
<td>0.085</td>
<td>1.10</td>
</tr>
<tr>
<td>Perfect forecast</td>
<td>1.10</td>
<td>0.00</td>
<td>0.000</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Several results are noteworthy. We start by comparing the results with existing literature. Regarding levels of benefits, we consider study [5], where DLR is considered for dispatching on an IEEE 30-bus grid and benefits of around 1% of the operational costs are found. Here, as shown in Table I, we find
benefit values ranging from 0.2% to 1.1%. Regarding total operational costs, we find a mean value of 40k€ per hour.

Results comparable to the literature are also found if we consider the ratio between the activated reserve costs and the benefits. For a risk-neutral approach, the ratio between reserve costs (0.085%) and benefits (1.01%), i.e. a ratio of 1 to 12, is close to that found in [22].

Compared to the use of 1% quantile forecasts, the use of a high-quantile (i.e. τ=20%) or risk-neutral strategy increases the benefits by 60%, going from 0.61% to 0.97% and 1.01% respectively. Unfortunately, this is linked with a seven-fold increase of the charges paid by the TSO and of the number of large accidents (expressed by the last column in Table I).

In terms of benefits, a dynamic risk-neutral strategy provides slightly better benefits compared to using high quantiles but a quite significant reduction (by ~15%) of the number of incidents (from 1.3% down to 1.1%).

Thus, the dynamic selection of a level of probability for the forecast brings advantages compared to a fixed quantile. However, although the required activated amount of reserve is reduced, it is still far higher than that resulting from the use of a conservative DLR forecast (i.e. τ=1%), with the TSO’s charges and the number of incidents respectively multiplied by 5 (for the risk-neutral strategy) and 7 (for τ=20%).

B. Evaluation with Risk-Averse Strategies

In this second part, DLR forecast are calculated as before (optimised fixed quantile τ and variable quantile) with the difference that the expected revenue function is filtered with the \( v_β \) function described in equation (8-10).

The evolution of operational cost linked to the DLR is followed by modifying the values of the probability \( τ \) and the parameter \( β \). The values of \( β \) are selected with the following numerical sequence:

\[
β_k = 10^{\frac{k-a}{20}}
\]

For each function \( v_β \), the parameters \( α \) and the amount of \( β \) values are set such that for the first 5 and last 5 problems solved, the benefits observed do not vary.

In Fig. 7, for each level of benefits observed with the variations of \( β \), the value of the total DLR forecast error costs is represented.

As we can see, for each level of benefits, linear penalties generate significant improvements in terms of reducing the total error costs. On the other hand, no improvement is observed with the use of quadratic penalties whilst the application of exponential penalties results in a worsening of the performance.

Fig. 8 shows the evolution of the frequency of incidents with the observed benefits.

In contrast to what we observed with the evolution of total costs, ranking the different risk-averse strategies is complex here. Although better results are observed with the use of quadratic and exponential penalties compared to linear penalties, this ranking is not as clear as that observed in Fig. 7, especially for benefit levels close to those associated with the use of 1% quantile forecasts. This is mainly due to the quality of DLR forecasts for very low quantiles (≤ 1%). Whereas linear penalties penalize the different potential overestimates with linear weights, and thus are only slightly sensitive to the quality of extreme quantile forecasts, this is not the case with quadratic and exponential penalties. The forecasts used in this paper have been designed to provide results similar to those presented in the literature, with no focus on the quality of the forecasts for probability levels lower than 1%. It is thus not surprising that the quadratic and exponential strategies perform poorly for benefit levels associated with the use of low-quantile DLR forecasts (≈ 0.61%).
V. CONCLUSIONS

Recently, the use of two-stage stochastic optimization problems for setting DLR forecasts has been investigated in the literature. However, most of these studies propose risk-neutral strategies, in which the DLR forecast setting only aims at optimizing social welfare, and the TSO’s risk aversion is not considered. As a result of this last point, a TSO may still prefer to continue setting DLR forecasts using fixed quantiles, thus disregarding the potential benefits of more developed strategies.

In this paper, we have proposed new methods for setting DLR using DLR probabilistic forecasts and the solving of a bilevel stochastic optimization problem, taking into account a risk aversion function. The results are promising: while ensuring low costs for the TSO or a low frequency of incidents, the benefits associated with DLR forecasts could be relatively improved to the order of 20%.

This work opens up several research topics. First, the proposed methodology uses DLR quantile forecasts with probability levels below 1%. Such DLR forecasts have not been investigated in the literature to date, and the interest of such forecasts is demonstrated here. Secondly, the methodology requires several forecasts of load and energy production, and a frame would need to be defined for such applications with other stochastic features. Finally, we have shown that the choice of penalty function has an important impact on the final result. For the illustration of the potential benefits, evaluation indices and penalty functions have been arbitrary defined. Further work should be carried out in the future to define them so as to reflect in a more realistic way the objectives of a specific TSO.
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