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Abstract

Time-continuous emotion estimation (e.g., arousal and valence) from spontaneous speech expressions has recently drawn increasing commercial attention. However, real-life applications of emotion recognition technology require challenging conditions, such as noise from recording devices and background environments. In this work, we introduce a novel personalized emotion prediction model validated in different noisy environments. It is performed by a three-level noise reduction algorithm: (i) data downsampling, (ii) feature synchronization, and (iii) a modified version of graph total variation. The
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approach has been validated on the broadly used RECOLA database with different types of noises, including convolutive and additive noise with different SNRs. The process of feature synchronization improves the concordance correlation coefficient (CCC) absolute values by 0.271 on average for arousal and 0.137 for valence. The proposed denoising approach further improves the values by 0.101 for arousal and 0.086 for valence. Finally, the proposed model considerably improves the CCC values on raw data and all types of noisy data and outperforms the standard denoising methods.
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1. Introduction

With the development of artificial intelligence, humans have demanded more and more from affective computing, which facilitates the development of an increasing number of automatic speech emotion recognition (SER) applications and more relevantly dimensional emotion prediction from time-continuous labels Gunes and Schuller (2013); Mencattini et al. (2017); Martinelli et al. (2016); Mariooryad and Busso (2015). Automatic emotion recognition (AER) technology from speech has matured well enough to be applied in some real-life scenarios Vignolo et al. (2016), such as call centers Chen et al. (2012), disease auxiliary diagnosis Schuller et al. (2015), remote education and safe driving. However, these scenarios not only require an almost silent environment to maximize the performance of the system but also need the system to provide the emotional states as accurately as possible. These requirements introduce challenges in emotion recognition from
time-continuous speech, such as reducing the annotation drift (also called Reaction Lag (RL)) Mariooryad and Busso (2015) and the environmental noise at the feature level while preserving emotion-related information Chen et al. (2016). These are likely two of the reasons behind the low emotion recognition performance reported in emotion classification studies Meng and Bianchi-Berthouze (2011). Therefore, the goal of this paper is to explore and present a novel personalized emotion prediction model (PEPM), validated in noisy environments. Good performance on SER has been reported in research papers under laboratory environments, but real-life in the wild applications face more complicated conditions, such as reverberation, background noises, and the acoustic properties of the recording devices used. These noises severely degrade the performance of systems and consequently affect the user experience in real-life conditions Tawari and Trivedi (2010); Schuller et al. (2006); Huang et al. (2013); Schuller et al. (2011). Therefore, a fundamental step in this work is to investigate environmental noise reduction via a novel closed-form solution to the graph signal theory-based method, to reduce noise at features level and improve the performance of emotion prediction. Beyond the field of emotion recognition, speech signal is crucial for many applicative contexts: voice activity detection Ariav et al. (2018); indoor speaker recognition D’Arca et al. (2016), vocal folds damage detection Zhong et al. (2016), to mention but a few. Such a widespread applicability has increased the interest towards speech signal denoising in the research community. Many denoising techniques have been proposed for AER systems Liu et al. (2013). Feature enhancement via recurrent neural networks (RNNs) Xia and Bao (2013) and blind source separation via
RNNs Zhang et al. (2014) are two common methods to reduce noises in ASR. To the best of our knowledge, only a few studies addressed the issue of noise and adverse acoustic conditions for automatic speech emotion recognition, especially for time-continuous dimensional emotion prediction Zhang et al. (2016); Trentin et al. (2015). For example, in Schuller et al. (2006), the authors first studied the affect estimation under noise conditions. They applied a fast information gain ratio-based feature selection method to select relevant features from a large acoustic feature set. The results indicated that automatic speech emotion suffers from influence of noisy conditions. In Zhang et al. (2018) supervised single-channel technique is applied to speech dereverberation and denoising. In Tawari and Trivedi (2010), the authors utilized a speech enhancement technique based on the adaptive thresholding in the wavelet domain to address noises while in Huang et al. (2013), the authors studied the influence of additive white Gaussian noise on speakers emotion states via a Gaussian mixture model. However, these methods are performed on discrete emotion conditions. The investigations on dimensional emotion states are sparse, and still a challenging work.

1.1. Main Contribution

The intention of our work is to produce a model that can predict dimensional emotion under various noise conditions. Algorithm 1 summarizes the scheme of the proposed PEPM. First, we propose a three-level noise reduction algorithm consisting of feature down-sampling (the first level), feature synchronization (SYNC, the second level), and a graph total variation regularization (GTVR, the third level) (steps 1-3 in Algorithm 1). Second, we represent the acoustic features as a graph signal at the feature level (steps 4
Algorithm 1  Personalized emotion prediction model (PEPM) in noisy environments

1: Acoustic feature extraction .
2: Pre-processing with downsampling .
3: Reduce the annotation drift via feature synchronization, which calculates the optimal delay lag $\tau_{\text{opt}}^g$ and obtains the synchronized feature matrices .
4: Represent the acoustic features as a graph signal .
5: Define the weighted adjacency matrix $A_{m,n}$ in the graph .
6: Set the optimization formula of the graph signal denoising via graph total variation regularization and obtain the solution .
7: Process the training data and testing data by the solution in step 6 .
8: Feature normalization by Z-scores .
9: Predict the emotional level by Partial Least Square Regression (PLSR) .

and 5 in Algorithm 1). We investigate the utilization of graph signal theory to reduce environmental noise at the feature level. Third, we construct the optimization formula of graph signal denoising by means of GTVR and obtain a closed-form solution (steps 6 and 7 in Algorithm 1). Fourth, a partial least square regression (PLSR) model is trained on the Z-score normalized features and tested on an independent acoustic features partition of the same subject (steps 8 and 9 in Algorithm 1). We perform the model evaluation on a widely used suited spontaneous emotional speech database to compare the performance of our approach with the state-of-the-art methods in a well reproducible and standardized way.

The remainder of the paper is organized as follows. In Section 2, we
introduce the database and the features extracted. In Section 3, we analyze the main procedures in the proposed PEPM and in Section 4, we validate the effectiveness of the proposed denoising method. Finally, discussions and further experiments are included in Section 5 and some conclusive remarks are given in Section 6.

2. Materials

2.1. Database

Our experiment is conducted on the REmote COLlaborative and Affective (RECOLA) database Ringeval et al. (2013), which was recently used for the 6th Audio Visual Emotion Challenge (AVEC 2016) Valstar et al. (2016). The database includes 46 speech sequences, each with five minutes of time-continuous annotations. In order to generate a noisy version of the RECOLA database, we exploited the Audio Degradation Toolbox (ADT) Mauch and Ewert (2013) with various data sets. The overall procedure is summarized in Fig. 1. First, we simulated a recording with the microphone of a smartphone (Google Nexus One ©), using the microphone impulse response (MIR) provided with the ADT toolbox Mauch and Ewert (2013). To study the impact of reverberation noise, we further convolved the obtained signal with different types of room impulse responses (RIR) Xia and Bao (2013), as if the speakers were talking in various (rather large) rooms with a smartphone. The collection of the RIR we used was measured in the Great Hall (multipurpose hall), the Octagon (Victorian building completed with height walls), and a classroom (typical university lecture room) at the Mile End campus of Queen Mary, University of London. In parallel to RIR, we exploited additional
datasets to include additive noise, after having been convolved with the MIR of the smartphone using the CHiME corpus Barker et al. (2013), which contains recordings made in domestic environments. Furthermore, other types of noises (car, train, crowded restaurant) with signal-to-noise ratio ranging from 0 dB to 12 dB with a step of 3 dB were investigated.

Figure 1: Flowchart of the speech degradation procedure: reverberative (Great Hall, Classroom, Octagon) and additive noises (Car, Living room, Train, Restaurant) are combined with speech recordings as if they were recorded on a smartphone.
2.2. Feature extraction

A manifold of information can be extracted from the speech signal, such as features related to the spectrum, voice quality, pitch, loudness and duration. Smaller specific sets of Low Level Descriptors (LLDs) have recently proven to be useful as they can be computed with close to real-time capabilities and even provide better performance Ringeval et al. (2016). In this study, we combined two expert-knowledge feature sets that have shown robustness in emotional speech recognition: eGeMAPS and MFCCs. The eGeMAPS feature set Eyben et al. (2016) includes 25 measures covering loudness, spectrum, pitch, and the first three formants. Features were computed with the open-source openSMILE feature extractor Eyben et al. (2013).

3. Personalized emotion prediction model (PEPM)

3.1. Pre-processing

Each speech sequence from RECOLA dataset includes about 7500 values stored at a frame rate of 40 ms for a total length of 300 s (5 min). After being down-sampled by a factor of 10, the size of the data and the computational time are considerably reduced in the subsequent process, making it possible as an online emotion estimation.

3.2. Annotation drift reduction

To reduce the annotation drift, as already proposed in Mencattini et al. (2017); Martinelli et al. (2016), we use a feature synchronization (SYNC) procedure. Assuming a different RL for each speaker, here, we perform synchronization of each feature sequence with respect to the corresponding output.
annotations (for arousal and valence separately). Results show an average
RL of 3.75 s ($\sigma=2.59$ s) for arousal and 8.75 s ($\sigma=6.45$ s) for valence. RLs and
standard variations vary with the signal-to-noise ratio. The evaluators have
a higher reaction time for valence than arousal during annotation, which is
consistent with the experimental results reported in the literature Mencattini
et al. (2017). The lower RL values reported in Mencattini et al. (2017) are
motivated by the reduced number of speakers used for those experiments (23
vs 46 in the present experiment) and an extended set of acoustic, spectral,
and intensity features considered.

3.3. Environmental noise reduction

In Sandryhaila and Moura (2013, 2014); Chen et al. (2014) authors re-
ferred to data indexed by the nodes of the graph as the graph signal, and
they proposed the theory of discrete signal processing on graphs (DSPG). We
briefly review relevant concepts of DSPG in the following sections in order
to introduce the novel graph denoising algorithm proposed herein.

3.3.1. Feature representation

Our representation method is based on two fundamental theories inter-
secting each other: Total Variation Denoising Rudin et al. (1992) and Dis-
crete Signal Processing on Graphs (DSPG) Chen et al. (2014). With the term
Total Variation Denoising, we refer to a regularizing criterion with the goal
of eliminating spurious details from the noisy signal so that it will be close
to the original signal, preserving its meaningful details. On the other hand,
DSPG allows to represent the structure of a signal with a graph $G$, defined
by an ordered couple $(\mathcal{V}, \mathcal{A})$, where $\mathcal{V}$ is the set of nodes of the graphs, and
$A$ is called the graph shift or also weighted adjacency matrix, representing connections between nodes (edges). Unlike DSPG presented in Sandryhaila and Moura (2013, 2014); Chen et al. (2014), we built an individual graph for each speaker: in total, we had 46 graphs. The reason lies in the need to perform personalized emotional predictions, that is crucial in many different clinical as well as customer satisfaction scenarios. In addition, each acoustic feature of different speakers will show different characteristics, i.e., different time constants depending on which is the information it is capturing, and the optimal adjacency matrix $A$ may be different for each feature. The graph architecture is used to represent the temporal behaviour of the temporal feature vector as well as the degree of similarity/dependency expected at distinct time instants. Assume that the extracted feature sequences are represented by graph signals and that each acoustic feature sequence of length $N$ is written as the vectors $f = (f_1, f_2, \cdots, f_N)^T$. Note that each element $f_m$ is indexed by the node $v_m$ of a given representation graph $G = (V, A)$. $K$ denotes the nearest neighbour size in the graph with nodes representing features. Each node is connected to its $K$ closest neighbours. When the $N \times N$-dimensional adjacency matrix $A$ is used on $N \times 1$ (one-dimensional) feature vector, a new $N \times 1$-dimensional feature is formed, when $A$ is applied to $N \times N_f$ ($N_f$-dimension) feature matrix, a new $N \times N_f$-dimensional feature matrix is formed. Therefore, in this representation, the feature vector collected at time $t_n$ is associated to the node $v_n$, whereas the element $A_{m,n}$ represents the edge from node $v_n$ to node $v_m$ (feature vector collected at time $t_m$). It quantifies the desired degree of relationship, similarity or dependency, between feature vectors collected at times $t_n$ and $t_m$. More specifically, given
a number $K$ (set in the range $1 \leq K \leq 20$), we define the generic weight element $A_{m,n} = P_{m,n}/K$, as

$$P_{m,n} = \begin{cases} 
K, & \text{if } m = 1, n = 1 \\
1, & \text{if } m - n \equiv t \mod N, \ t = 1, 2, \ldots, K \\
0, & \text{otherwise.} \end{cases}$$ (1)

If, for example, we consider the two situations, $K = 1, N = 4$ and $K = 2, N = 4$, we will extract the adjacency matrices with associated graphs illustrated in Fig. 2. Note that, a change in the matrix coefficients implies a change in the associated graph architecture and related edges. Moreover,

$$A = \begin{bmatrix}
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\end{bmatrix} \quad A = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0.5 & 0 & 0 & 0 \\
0.5 & 0.5 & 0 & 0 \\
0 & 0.5 & 0.5 & 0 \\
\end{bmatrix}$$

Figure 2: Two examples of adjacency matrix and related graphs: (left) $K = 1$ for $N = 4$ and (right) $K = 2$ for $N = 4$. Coloured elements indicate the non-zero elements, hence, the edge values in the graph.
by applying matrix $A$ to a signal $x$, we obtain a new signal as a particular linear combination of its element values, i.e., $Ax$, therefore, we also call $A$ as graph shift Sandryhaila and Moura (2013). According to this scenario, the denoising problem is formulated as an optimization problem Chen et al. (2014). Let us consider a signal in the DSPG representation (graph signal), affected by noise (noisy signal graph)

$$s = x + w,$$

(2)

where $x$ is the original signal, without noise, and $w$ the noise term. The goal is to rebuild the original signal $x$ from $s$, reducing the randomly distributed noise term $w$. Denoising for graph signals is formulated as the following optimization problem:

$$\hat{x} = \arg \min_x \left( \frac{1}{2} \|x - s\|_2^2 + \alpha S_2(x) \right).$$

(3)

The first term is a term of signal approximation, the second term is the quadratic form of total variation which refers to the smoothness Sandryhaila and Moura (2014). Its explicit form is

$$S_2(x) = \frac{1}{2} \left\| x - \frac{1}{\lambda_{\text{max}}(A)} Ax \right\|^2,$$

(4)

where $\lambda_{\text{max}}(A)$ is the largest magnitude eigenvalue of $A$, here normalized to one for simplicity. The parameter $\alpha$, called regularization parameter, controls the trade-off between the two objective function components. The objective function is a linear combination of two quadratic functions in $x$. Calculating and setting the derivative to zero Chen et al. (2014), we get the exact solution in a closed form

$$\hat{x} = \left[ I + \alpha (I - A)^* (I - A) \right]^{-1} s$$

(5)
from

\[ (I + \alpha (I - A)^* (I - A)) \tilde{x} = s. \]  

(6)

The implementation of this method is called Graph Total Variation (GTV)).

The term denoising indicates the noise elimination or reduction to recover the original signal, without noise, from the one affected by noise. In the literature there are different approaches, among which smoothing with a low-pass filter, moving average filter, and Wavelet Denoising Barclay and Bonner (1997). In this work, we present an approach based on the representation of signals as graphs Sandryhaila and Moura (2013, 2014); Chen et al. (2014), which is entirely innovative in the field of SER. In fact, in the proposed work such approach is applied to the processing of audio signals recorded from speakers of the RECOLA database. Each speech feature signal is schematically shown as a graph, and on it we apply a parametric denoising method by GTV: the method is characterized by a penalty parameter \( \alpha \). In the original approach Sandryhaila and Moura (2014); Chen et al. (2014), \( \alpha \) is defined a priori as an input. However, we present a closed-form method for the automatic optimization of the \( \alpha \) parameter. That choice of \( \alpha \) parameter determines the optimal \( K \) value for the construction of the adiacency matrix \( A \).

3.3.2. Parameter choice method: Graph Generalized Cross-Validation

Beyond the innovative application context of the GTV method considered in this work, we present here a novel closed-form to automatize the regularization parameter \( \alpha \): it is an adaptation on graphs of the known Generalized Cross-Validation (GCV) method. Indeed, there is a parallelism between the denoising optimization problem on graphs and the problem at the basis of
the Tikhonov regularization method O’Leary (2001); Golub et al. (1979). The latter problem assumes the following formulation

$$\min_x \left( \|Cx - b\|_2^2 + \alpha \|Lx\|_2^2 \right),$$

(7)

while the former is expressed as in Eq. (7). The two equations Eq. (3) and Eq. (7) are comparable term by term except for a multiplicative factor $1/2$: for the first term, the following substitutions are needed: $C \rightarrow I$, $b \rightarrow s$, where $b$ represents data affected by noise, and $s$ is the noisy signal input. Regarding the second term, they are both derivative discrete operators. In fact, $S_2(x)$ is by definition Sandryhaila and Moura (2014):

$$S_2(x) = \frac{1}{2} \|x - Ax\|_2^2 = \frac{1}{2} \|\left(\text{I} - A\right)x\|_2^2.$$  

(8)

Then, we rewrite Eq. (1) as follows:

$$\tilde{x} = \arg\min_x \left( \frac{1}{2} \|x - s\|_2^2 + \alpha \frac{1}{2} \|\left(\text{I} - A\right)x\|_2^2 \right).$$

(9)

Comparing the second terms of Eq. (7) and of Eq. (9), it appears immediately that $L \rightarrow (\text{I} - A)$. Then, $\alpha$ can be determined as a minimum of the functional

$$G(\alpha) = \frac{(\text{I} - A_\alpha)f}{\text{trace} \left(\text{I} - A_\alpha\right)^2},$$

(10)

where $A_\alpha = (\text{I} + \alpha (\text{I} - A) \ast (\text{I} - A))^{-1}$, symbol $\ast$ denotes matrix multiplication, and $\text{trace} \left(\text{I} - A_\alpha\right)$ denotes the sum of the elements on the diagonal of the matrix $(\text{I} - A_\alpha)$. We call this method Graph Generalized Cross-Validation (GGCV). All the properties of the GCV method are true also in this case. The combined technique proposed here is a closed form solution to the problem of feature denoising before emotion prediction: the first
3.4. Feature normalization and regression

The denoised features are normalized by Z-score. A partial least square regression (PLSR) is trained on denoised features to predict arousal and valence. The denoised features are calculated using different denoising methods, including SYNC, graph denoising, and their combination. The box-plots in Figure 3 show the CCC values for arousal and valence for different conditions: raw and noisy data in a classroom and a restaurant with a 12-dB SNR. The denoising methods improve the prediction accuracy, with the combination of SYNC and graph denoising achieving the highest CCC values.
valence.

3.5. Experimental set-up

The proposed algorithm has been validated on the RECOLA database. Each $l$-length speech sequence was divided into an $l/2$-length training set and $l/2$-length testing set. To be robust in generalization, we carry out experiments on raw data (without adding noise) and noisy data under different noise conditions: smartphone (sma), smartphone_classroom (sma_c), smartphone_hall (sma_h), and smartphone_octagon (sma_o), respectively. Regarding additive noise, we denote as CHiME, cars, trains, and restaurants the corresponding noisy feature signal. Performance of the PEPM Mencattini et al. (2017) was evaluated through the concordance correlation coefficient (CCC), the official benchmark measure used in Valstar et al. (2016), denoted by $\rho_{ccc}$:

$$
\rho_{ccc}(y_1, y_2) = \frac{\rho_{cc}(y_1, y_2)\sigma_{y_1}\sigma_{y_2}}{\sigma_{y_1}^2 + \sigma_{y_2}^2 + (\mu_{y_1} - \mu_{y_2})^2},
$$

(11)

where $\rho_{cc}$ is the Pearson’s correlation coefficient (CC), $y_1$ and $y_2$ are two comparative sequences with $\mu$ and $\sigma$ indicating their average and standard deviation values.

4. Results

In order to validate the proposed PEPM we compare three distinct approaches: the first comparative method, labelled as SP, is structured into three distinct steps: down-sampling + SYNC + PLSR; a second comparative approach, labelled as GP, is composed by down-sampling + GTVR + PLSR, and finally the proposed PEPM method, labelled as SGP, is based
on down-sampling + SYNC + GTVR + PLSR. Fig. 3 shows the comparative performance obtained by the three approaches on raw data and different types of noisy data for arousal and valence regression. Results demonstrate the importance of GTVR (comparison SP vs SGP) and of synchronization (comparison GP vs SGP). In order to verify that this statistical comparison is meaningful, we perform a t-test. The returned $H$ and $p$ values are used to evaluate its usefulness. Table 1 lists the $p$-values of the two-by-two comparative t-tests run on the CCC values for arousal and valence prediction in case of raw, sma, and res12dB.

Table 1: $p$-values of the two-by-two t-tests run on the three methods SP, GP, and SGP for arousal and valence prediction. $ns$ stands for not statistically significant at 0.05 confidence level.

<table>
<thead>
<tr>
<th></th>
<th>Arousal</th>
<th></th>
<th>Valence</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>raw</td>
<td>sma</td>
<td>res12dB</td>
<td></td>
</tr>
<tr>
<td>$p_{SP-GP}$</td>
<td>&lt; 1.0e-6</td>
<td>&lt; 0.005</td>
<td>&lt; 1.0e-7</td>
<td></td>
</tr>
<tr>
<td>$p_{SP-SGP}$</td>
<td>&lt; 1.0e-7</td>
<td>&lt; 0.005</td>
<td>&lt; 0.0005</td>
<td></td>
</tr>
<tr>
<td>$p_{GP-SGP}$</td>
<td>&lt; 1.0e-17</td>
<td>&lt; 1.0e-7</td>
<td>&lt; 1.0e-12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>raw</td>
<td>sma</td>
<td>res12dB</td>
<td></td>
</tr>
<tr>
<td>$p_{SP-GP}$</td>
<td>ns</td>
<td>&lt; 0.01</td>
<td>&lt; 0.005</td>
<td></td>
</tr>
<tr>
<td>$p_{SP-SGP}$</td>
<td>&lt; 1.0e-4</td>
<td>&lt; 0.001</td>
<td>&lt; 0.0001</td>
<td></td>
</tr>
<tr>
<td>$p_{GP-SGP}$</td>
<td>&lt; 5.0e-5</td>
<td>&lt; 5.0e-6</td>
<td>&lt; 1.0e-6</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4 shows two examples of continuous emotion prediction of arousal (top) and valence (bottom) for subjects P60 and P53, respectively. CCC values of 0.83 and 0.67 are achieved.

From Fig. 3, Tab. 1 and Fig. 4, we can conclude the following points: i) the proposed PEPM not only improves the predictive performance on noisy data
Figure 4: Automatic prediction of arousal (top) and valence (bottom) obtained frame by frame for subject P60 for arousal (CCC=0.83) and P53 for valence (CCC=0.67).
but also shows the higher improvement on raw data, which provides us an opportunity to obtain a more accurate prediction also in controlled scenarios; ii) compared with the use of SYNC or GTVR alone, the combination of SYNC and GTVR (SGP) can improve the system’s ability to predict emotions, which illustrates that it is important to reduce the annotation drift and environmental noise before predicting emotions; iii) the p-values of a paired t-test between the CCC values obtained on those three approaches show that the combined approach outperforms the performance reached by each single component; iv) in most of the cases, we obtain $p < 0.001$ between pairwise comparative methods for each dimension, verifying the effectiveness of the GTVR method. Moreover, the results illustrate that the proposed GTVR method is more than a mere denoising approach, but rather a signal approximator able to extract the relevant information from the underlying signal; v) consistently with the literature Mencattini et al. (2017), the results show that arousal is better identified than valence. As an example, Fig. 4 shows predicted arousal for speaker P60 and predicted valence for speaker P53. Very high CCC values of 0.831 for P60 and of 0.671 for P53 have been obtained.

5. Discussion

5.1. Comparison with standard approaches

We further compare the proposed method with alternative noise reduction approaches, such as standard smooth processing and Long Short-Term Memory (LSTM)-based neural network method proposed in Zhang et al. (2016). The comparative approaches have been labelled as SSP and LSTM
respectively. Fig. 5 shows the performance obtained by using the SSP method against the proposed PEPM on raw data and different types of noisy data for arousal and valence prediction. Furthermore, in Table 2 we also reported the average CCC values obtained using LSTM approach for arousal and valence prediction. Average values and standard deviation were computed over convolutive and additive noises separately. Results show that the proposed PEPM significantly outperforms the two comparative approaches, especially in presence of convolutive noises. The improvement is also stronger in valence than in arousal. This is crucial since valence prediction represents a challenging emotion dimension, recently successfully used in very critical clinical applications Mencattini et al. (2018).

The generalization capability of the proposed PEPM based on PLSR is additionally validated against an alternative popular regression method based on support vector regression (SVR) Grimm et al. (2007)) with the default
Table 2: Average CCC values and standard deviation computed over convolutive (first two columns) and additive (second two columns) noise contributions, using PEPM against LSTM approach.

<table>
<thead>
<tr>
<th></th>
<th>Convolutive</th>
<th>Additive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg CCC</td>
<td>std CCC</td>
</tr>
<tr>
<td>Arousal - PEPM</td>
<td>0.705</td>
<td>0.014</td>
</tr>
<tr>
<td>Arousal - LSTM</td>
<td>0.674</td>
<td>0.045</td>
</tr>
<tr>
<td>Valence - PEPM</td>
<td>0.418</td>
<td>0.004</td>
</tr>
<tr>
<td>Valence - LSTM</td>
<td>0.232</td>
<td>0.047</td>
</tr>
</tbody>
</table>

settings, i.e., a complexity value of $C = 1$ and a Gaussian kernel with $\sigma = \frac{1}{N_f}$, where $N_f$ denotes the number of features. The results are reported in Fig. 6. The two methods show almost the same performance, but the training time of PLSR is shorter than that of SVR, thus confirming the robustness of the proposed architecture.

The proposed method performs better than baselines in the noise-reduction due to the characteristics of the neighborhood matrix $A$. The weights $A_{m,n}$ are not restricted to being non-negative reals, and they can be arbitrary real or complex values leading to a very flexible weighting procedure among adjacent signal values. Additionally, the weights $A_{m,n}$ can form either a symmetric or asymmetric matrix allowing for a non-trivial nodes combination with respect to standard weighted averaging.

5.2. Training-Testing partition effect

Furthermore, to study the impact of the training set dimension on the model performance, we conducted experiments by progressively decreasing
Figure 6: Box-plots of the CCC values on raw data and two types of noisy data for the proposed SGP method using PLSR compared with SVR. ns stands for non statistically significant at 0.05 confidence level.

training set partition dimension. As expected, in most of the cases, the performance increases with the growth of the training set. However, the results shown in Fig. 7, indicate that the proposed PEPM still achieves good performance even with a reduced training set.

6. Conclusion

Taking into account that noise seriously degrades the performance of speech emotion prediction in real-life applications, in this paper we focus on the noise reduction method. This study analyzed and proposed a per-
sonalized emotion prediction model based on a three-level noise reduction algorithm. The algorithm is composed of down-sampling, input-output synchronization, and GTVR. The novel denoising approach, GTVR, is proposed to reduce different types of environmental noise. Finally, the method is applied on raw data and different types of noisy data. The results indicate that the proposed GTVR method not only improves the performance of emotion prediction on noisy data but also yields higher CCC values on raw data. Furthermore, the performance of prediction by the proposed PEPM significantly outperforms the state of the art approaches. Future efforts will focus on the combination of the proposed approaches with other efficient denoising
methods including data from paralinguistic tasks.
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