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Abstract 

X-ray spectral CT appears as a new promising imaging modality for the quantitative measurement of materials in an object, 

compared to conventional energy-integrating CT or dual energy CT. We consider material decomposition in spectral CT as an 

overcomplete ill-conditioned inverse problem. To solve the problem, we make full use of multi-dimensional nature and high 

correlation of multi-energy data and spatially neighboring pixels in spectral CT. Meanwhile, we also exploit the fact that material 

mass density has limited value. The material decomposition is then achieved by using bounded mass density, local joint sparsity 

and structural low-rank (DSR) in image domain. The results on numerical phantom demonstrate that the proposed DSR method 

leads to more accurate decomposition than usual pseudo-inverse method with singular value decomposition (SVD) and current 

popular sparse regularization method with ℓ1-norm constraint.  

Keywords: X-ray spectral CT, material decomposition, sparse representation, low-rank representation 

1 Introduction 

Multi-energy CT or spectral CT has recently received increasingly intensive attention, due to the new advances in photon 

counting detector technology. Compared to conventional energy integrating CT or dual-energy CT, spectral CT can count the 

number of photons in separated energy bins with one single exposure [1]. Thanks to this advantage, it becomes possible to 

decompose efficiently different materials (basis materials) present in the same pixel of spectral CT images, which provides 

promising perspectives for both medical applications and industrial nondestructive evaluation. 

According to the type and number of basis materials, material decomposition in spectral CT can be an ill-posed, or even ill-

conditioned inverse problem. Such problem can arise before [2–4], during [5], or after [6] image reconstruction process. A 

number of material decomposition methods were reported in the literature. They can be categorized into two main types: 

optimization without and with regularization. The pseudo-inverse method with singular value decomposition (SVD) is a usual 

optimization method without regularization [6]. In the optimization method with regularization, sparse representation was often 

employed as that multi-energy data often has high correlation. The major motivation of sparse representation is to make use of 

the sparsity nature of multi-dimensional data. An appropriate sparse representation can give an accurate material decomposition 

with few energy bins. Typically, sparse representation via ℓ1-norm minimization is considered efficient in many areas [7, 8] to 

prevent oversmoothing. Other methods based on sparse representation were also studied for material decomposition, including 

gradient sparsity via bilateral total variation (BTV) [9] and sparse transform via tight frame [10]. All the above-cited methods 

were developed in overdetermined cases; no work is available for material decomposition in underdetermined cases where the 

number of basis materials is greater than that of energy bins.  

Actually, in practice an object always contains multiple materials and we do not know a priori what exactly the number of 

materials in it is. Therefore, material decomposition in underdetermined cases remains a practical problem. The fact that basis 

materials with close atomic numbers have similar mass attenuation coefficients comes to further worsen the problem. To cope 

with these problems, we propose to use the joint sparsity [11] characteristics of both spectrum and space information. Moreover, 

since neighboring pixels have similar materials, we exploit the joint sparsity in local small patches. Meanwhile, we also make 

use of the structural low-rank property that the decomposed materials in the corresponding local small patch should share the 

same edge, due to the local property that, in a local patch, a decomposed material is either present or absent at each pixel of the 

patch. Finally, since the mass density of materials has always limited value, we introduce a bound constraint on mass density. 

All that leads us to propose a material decomposition method based on bounded mass Density, local joint Sparsity and structural 

low-Rank (DSR). 

2  Model and Method 

2.1 Model of material decomposition in image domain 

For CT images, the object model of material decomposition is described by: 
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where ( , )x E  represents the linear attenuation coefficient, x  the position or pixel and E the energy. ( , )x E  also denotes the 

reconstructed value from acquisitions. It is considered a linear combination of the mass attenuation coefficients ( )m E  of M 

basis materials weighted by the corresponding mass density ( )x  at pixel x . 

The aim of material decomposition is to solve ( )x  from the above equation. For spectral CT, we can rewrite the object 

model into its matrix form: 
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where B is the number of energy bins, N the number of pixels in one patch that represents a small square region of the image, 

and ( , )Nx B  the value of linear attenuation coefficient of the B-th energy bin at the N-th pixel. The capital letters Y, A and X 

in equation (2) represent the matrix form of the object model. Each column of A represents the mass attenuation coefficients of 

a given material for the B energies, and each column of Y represents the energy-dependent linear attenuation coefficients at a 

pixel. In practical applications, we do not know a priori about the materials that constitute an object and therefore we need to 

take a larger number of material types into consideration, thus leading to underdetermined linear inverse problems (B < M). 

2.2 Material decomposition using multiple constraints 

For spectral CT images, basis materials with close atomic numbers have similar mass attenuation coefficients, and this is the 

source of ill-conditioned problems and constitutes the main bottleneck that limits the performance of material decomposition 

methods. To cope with this problem, we propose to find the main features by exploiting the similarities in multi-dimensional 

data.  

To this end, we use sparse representation allowing processing the high correlation of both spectral and spatial dimensions. 

Meanwhile, the non-zero rows (actually existing materials) in X of equation (2) are also sparse compared to the great number of 

basis materials in X. Such joint sparsity of spectral and spatial dimensions would be interesting for decomposing similar materials 

in a robust way. We then adopt the mixed ℓ2,1-norm that is particularly suitable for small patches to combine the information. 

The norm ℓ2,1 is defined by: 
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where xij is the mass density of the i-th basis material at the j-th pixel in X of equation (2). ℓ2,1-norm can enforce a small number 

of nonzero rows in X, compared to usual ℓ1-norm  
1

1 1

I J

ij

i j

x
 

X  that tends to give sparse solution pixel by pixel. In other 

words, ℓ1-norm limits the number of basis materials exiting in one pixel, while ℓ2,1-norm enforces pixels to share the same atoms 

of basis materials in each local small patch. For the present application of spectral CT images, the ℓ2,1-norm allows us to combine 

space (rows in X) and spectrum (columns in X) information.   

At the same time, in addition to the spectral and spatial similarities, multi-energy images also present the structural coherence, 

which reflects the fact that the decomposed materials should share the same edges in the same small patch due to their local 

property in the image. Such edge information in a material image is also sparse and can be captured by gradient operator. To 

process the edge similarities, we utilize low-rank representation on the gradient matrices of all the decomposed materials. The 

low-rank constraint is realized via nuclear norm that is the convex envelope of matrix rank [12]. As a result, the structural low-

rank (SL) is calculated using: 

*
1
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i




 X X , (4) 

where  X  is the gradient matrix of X and 
*

 X  is the nuclear norm equal to the sum of its singular values ( )i  X . Actually, 

this kind of rank-sparsity encouraging norm has also been discussed in color image denoising, with the name total nuclear 

variation (TNV) [13]. However, in the present study, it is utilized to process the structural similarity that existing material images 

Xi (nonzero rows in X of equation (2)) should share the same edges. 

A cost function containing the joint sparsity and low-rank regularizations and a data-fidelity term may give an optimal 

solution to the problem of material decomposition. We then formulate our material decomposition method based on local joint 

sparsity and structural low-rank as: 
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where YP and Xp denote the patches extracted respectively from the reconstructed images and the decomposed material images 

and𝜆1,  𝜆2 > 0 are the scalar regularization parameters.  

At the same time, since the mass density of materials always has limited value, we introduce the bound constraints into 

equation (5). In other words, the mass densities of materials should be lower bounded by a nonnegative number and upper 

bounded by a reasonable limit. Thus, after taking into account the multiple constraints of bounded mass Density, local joint 

Sparsity and structural low-Rank (DSR), our material decomposition model becomes: 

2
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1
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2
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where boundl(Xp) and boundu(Xp) denote the lower and upper mass density bounds, respectively. 

2.3 DSR: solution algorithm by ADMM 

The minimization problem of (6) is solved by the alternating direction method of multipliers (ADMM) [14]. Firstly, we form 

the augmented Lagrangian for problem (6):  
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where 𝜏 > 0 is the augmented Lagrangian parameter.  

ADMM consists of the following iterations: 
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Equations (8) to (13) aim to solve primal variables XP, V1, V2, V3, V4 and V5. Equation (10) is processed by the algorithm 

FOCUSS [15, 16], and equation (11) by the singular value thresholding (SVT) method [17]. The solutions of XP, V1, V2, V3, V4 

and V5 are given by:  
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where ub is the upper bound vector and (𝒙)+ = max (𝒙, 0).  

For clarity, the detail of ADMM for the DSR decomposition method is given in Algorithm 1. The iteration will stop when 

the criterion of ADMM is satisfied, e.g. the residuals are small enough. 
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Algorithm 1: ADMM for the DSR decomposition method 

 

Input: YP, A 

Output: XP 

Initialize: set t=0, 𝝀𝟏, 𝝀𝟏, 𝝉, V1, V2, V3, V4, D1, D2, D3, D4 

Repeat 
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Update Lagrange multipliers: D1, D2, D3, D4 

t=t+1 

Until Converges 

3 Results 

3.1 Phantom 

The projection data of spectral CT was simulated using INSA software Virtual X-ray Imaging (VXI) [18] and then reconstructed 

by the method Filtered Backprojection (FBP). The reconstructed phantom has 800×800 pixels and contains five materials: water, 

Polymethyl Methacrylate (PMMA), gadolinium (Gd), iodine (I) and iron (Fe), as shown in Figure 1. The number on each disk 

designates the concentration of materials (mg/cc). Note that the disk with # stands for mixture inserts that contain three basis 

materials (Gd, I and Fe) with the same concentration in each column. The X-ray energy bins were set as: 20~30kev, 30~40kev, 

40~50kev, 50~60kev, 60~70kev and 70~80kev.  

To evaluate the performance of the proposed DSR method, we considered 20 materials as basis materials divided into 4 

categories, including the five materials (bold ones) present in the phantom, as listed in Table 1. Because most elements in the 

human body have relatively small atomic numbers, we put low-Z elements: sodium (Na), magnesium (Mg), aluminum (Al), 

silicon (Si), phosphorus (P), sulfur (S), chlorine (Cl), argon (Ar) and potassium (K) into the basis materials as category 1. 

Manganese (Mn), cobalt (Co), copper (Cu) and zinc (Zn) were selected for comparison with Fe, as category 2. To test the 

accuracy of I and Gd, another common contrast agent xenon (Xe) was also added, as category 3. Bone was selected to test the 

accuracy of water and PMMA because of their similar attenuation coefficients. The mass attenuation coefficients were retrieved 

from NIST [19]. 

 

 

 

      Table 1: Basis materials and the corresponding atomic numbers. 

  

 

 

 

 

 

 

 

 

 

Figure 1: Digital phantom.          

 

 

Category 1 
M Na Mg Al Si P S Cl Ar K 

Z 11 12 13 14 15 16 17 18 19 

Category 2 
M Mn Fe Co Cu Zn  

Z 25 26 27 29 30 

Category 3 
M I Xe Gd  

Z 53 54 64 

Category 4 
M water PMMA bone  

Z mixture 

Gadolinium 

Iodine 

Iron 

1# 

5 

2# 

15 

3# 

25 

4# 

35 

5# 

45 

6# 

55 

Pure water 

Mixture 

PMMA 

5 15 25 35 45 55 

15 50 10

0 

150 200 30 
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3.2 DSR versus other methods 

Two methods were compared with the proposed DSR method: (a) pseudo-inverse with SVD, (b) regularization method with ℓ1-

norm constraint (ℓ1).  For clarity, we rewrite the models of the three methods as below: 

(a) Pseudo-inverse with SVD: 1X A Y , 

(b) ℓ1: 
2

1

1
arg min

2 F
 

X

Y AX X , 

(c) DSR: 
2

1 22,1 *

1
arg min bound ( ) bound ( )

2
l uF

     
P P P P P P

X

Y AX X X X X . 

The decomposition results of five existing basis materials are shown in Figure 2. Note that in the present study, the lower mass 

density bound is set as 0 and the upper bound as 10 times of the maximum mass density value of existing materials. Moreover, 

only nonnegative decomposition results were kept, considering that negative mass density is meaningless in practical applications.  

The method pseudo-inverse with SVD can neither quantify the 5 existing basis materials nor the remaining 13 basis materials 

(not shown in Figure 2 due to limited space). It can be partly explained by the condition number 𝜅(𝐴) of matrix, which is equal 

to the ratio of the largest to smallest singular value, and is used to measure how sensitive a function is to errors in the input [20].  

A problem with a high condition number is ill-conditioned. In our experiments, there are 20 similar basis materials, leading to a 

big condition number 𝜅(𝐴) = 1.7 × 105, which implies that the result of usual pseudo-inverse with SVD is not reliable for our 

ill-condition problem. Therefore, we will focus on the other two methods. Note that the images in each column have the same 

index of color bar. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: The results of material decomposition using the three methods for five existing basis materials.  

Top to bottom: Pseudo-inverse with SVD, ℓ1 and DSR.  

 

As can be seen in Figure 2, the proposed DSR method has higher decomposition accuracy compared to the ℓ1 method. Even 

for the material without k-edge (Fe), DSR shows good ability in detection and quantification. For more quantitative analysis, we 

compare the mass density of Fe, I and Gd in the corresponding rows. The results indicate that DSR has good decomposition 

ability for all of iron, iodine and gadolinium, as shown in Figure 3. In contrast, ℓ1 yields much lower density of iron and higher 

density of iodine compared to the theoretical values. 

 
(a)                                                              (b)                                                            (c) 

Figure 3: The mass densities of iron, iodine and gadolinium 
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To make a comprehensive evaluation of the proposed DSR, the results of material decomposition for the remaining categories 

of basis materials in Table 1 are given in the following. The decomposition results of materials in the category 1 are shown in 

Figure 4, in which we show the results only for the elements Na, Mg, Al and Si since the decomposed images have zero value 

for the other elements. For clarity, we use the mean absolute error (MAE=
∑ |𝑡ℎ𝑒𝑜𝑟𝑖𝑡𝑖𝑐𝑎𝑙 𝑣𝑎𝑙𝑢𝑒−𝑝𝑟𝑎𝑡𝑖𝑐𝑎𝑙 𝑣𝑎𝑙𝑢𝑒|𝑖

𝑁
𝑖=1

𝑁
) to quantify the 

accuracy. The MAEs of basis materials in the category 1 are plotted in the logarithmic coordinates, as shown in Figure 5. For ℓ1, 

although the MAEs of the elements P, S, Cl, Ar and K are zero, the MAEs of other elements Na, Mg, Al and Si are not negligible. 

Compared with those of ℓ1, the MAEs of DSR are much smaller, which implies that the proposed method has better ability to 

distinguish existing materials from the low-Z materials in the category 1. 

 

 

  

 

 

 

 

 

 

 

 

Figure 4: The results of material decomposition using the two methods for the basis materials in the category 1.  

Top to bottom: ℓ1 and DSR. 

  

 

 

 

 

 

 

 

 

 

 

Figure 5: The MAEs of materials in the               Figure 6:  The results of material decomposition using the two methods  

category 1.                                          for the basis material Fe in the category 2. Left to right: ℓ1 and DSR. 

 

To evaluate the detection ability for iron, the decomposition results of basis materials in the category 2 are shown in Figure 

6 where we show only the basis material Fe since the decomposed images corresponding to the basis materials Mn, Co, Cu and 

Zn  have zero value. Both of ℓ1 and DSR have good performance to distinguish Fe from similar materials Mn, Co, Cu and Zn. 

However, ℓ1 does not have a good quantitative performance for Fe. Actually, ℓ1 cannot detect Fe having a concentration below 

30mg/cc in our experiments, as also shown in Figure 3(a). In contrast, DSR has better ability in detecting and quantifying Fe 

from similar basis materials.  

To evaluate the decomposition performance of the proposed method in the presence of contrast agent, the decomposition 

results of basis materials in the category 3 are given in Figure 7. The proposed DSR presents smaller errors than ℓ1 for the 

contrast agents I, Xe and Gd. Contrast agents have wide applications in the field of medical and industrial imaging, and a good 

decomposition ability of this kind of materials is important.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: The results of material decomposition using the two methods for basis materials in the category 3.  

Top to bottom: ℓ1 and DSR. 
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For mixture, both of the methods ℓ1 and DSR cannot separate water and PMMA, as shown in Figure 8. However, DSR can 

distinguish bone from water and PMMA. That might be because water and PMMA have closer attenuation coefficients compared 

to the attenuation coefficient of bone, as shown in Figure 9. This similar attenuation can be quantified by Euclidean distance 

between two multi-dimensional vectors. The Euclidean distance of two vectors [x11, x12,…, x1n ] and [x21, x22,…, x2n ] is defined 

by: 

2

12 1 2

1

( )
n

k k

k

d x x


  , (20) 

where n is the dimension of vector. The Euclidean distance between water and PMMA dwater-PMMA is 0.12, while for water and 

bone, dwater-bone equals 1.33. Normally, two elements with similar atomic numbers have close attenuation coefficients and their 

Euclidean distance is relatively small. Furthermore, we analysed the Euclidean distances between Fe and the basis materials in 

the category 1. As shown in Figure 10, when the atomic number of materials in the category 1 increases to that of iron, the 

Euclidean distance decreases gradually. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: The results of material decomposition using the two methods for basis materials in the category 3. Top to bottom: ℓ1 

and DSR. 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 9: Equivalent attenuation coefficients of water, PMMA               Figure 10: Euclidean distance between iron and basis  

   and bone in the 6 energy bins.                                                                materials in the category 1. 

 

4 Discussion and conclusion 

We have proposed a material decomposition method for spectral CT by simultaneously exploiting the limited value of mass 

density, the multi-dimensional nature and high correlation of multi-energy data and the local property of neighboring pixels. To 

get rid of the difficulties due to similarities among basis materials, spectral and spatial redundancies are eliminated through using 

joint sparsity and structural low-rank. At the same time, we also add bound constraint on mass density, which is naturally true in 

practical applications. Preliminary results revealed that the proposed DSR method has a good material decomposition ability 

even for very poorly conditioned problems. 

The regularization in the proposed DSR method is a convex problem. We have used an iterative algorithm ADMM to solve 

the proposed model. To accelerate convergence, the initialization of variables in the ADMM was set as the results of pseudo-

inverse with SVD. Although there are four regularizations in the cost function, only the joint sparsity term and the structural 

low-rank term have the regularization parameters 𝜆1 and  𝜆2. The results of material decomposition are clearly influenced by the 

regularization parameters. This is in fact a persistent problem, since solving cost function with more than one regularization 
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parameter is still a challenging problem [9, 10, 21, 22]. The scalar regularization parameter𝑠 𝜆1 and  𝜆2  influence respectively 

the level of sparsity and low-rank. We have chosen the two scalar parameters by cross-validation [14]. The augmented 

Lagrangian parameter 𝜏 that is equal to the step size of iteration has also an obvious impact on convergence speed. In practice, 

to make performance less dependent on the initial choice, we have updated 𝜏 in each iteration by the way discussed in [14, 23] 

(try to keep the primal and dual residual norms in the ADMM within a factor as they both converge to zero). Finally, due to the 

use of local property, the choice of regularization parameters 𝜆1,  𝜆2 and 𝜏 is also influenced by the size of patch. Generally, a 

smaller size of patch should have the correspondingly smaller regularization parameters, otherwise obvious errors will occur 

near the edges of patches in the decomposed material images. Note that neither too large patches nor too small patches accords 

with the local property or result in an accurate decomposition, and it should be set according to the property of each spectral CT 

data. 

In conclusion, the proposed DSR method exhibits good performance in separating and quantifying many kinds of materials, 

e.g. elements with small atomic number and contrast agents. In particular, the good ability of DSR to distinguish similar contrast 

agents (e.g. iodine, gadolinium and xenon) suggests its interesting potential use for industrial and medical applications. In the 

future work, the collaborative joint sparsity and structural low-rank should be further investigated to make full use of the sparsity 

and low-rank property hidden in the spectral CT data. Finally, a more robust strategy for the choice of regularization parameters 

could also be investigated. 
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