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Abstract. The central problem in multi-criteria decision making is to reach an acceptable decision aggregating preferences over multiple criteria. In this paper, we explain how to benefit from the reasoning capabilities of existential rules for modelling a multi-criteria decision making problem as an inconsistent knowledge base. The repairs of this knowledge base represent the maximally consistent point of views and inference strategies can be used for decision making.

1 Introduction

The way to reach a group’s decision is a very complex task and depends on the nature of the decision problem. A common way for agents to take their decisions is to analyze the problem in different criteria which correspond to the different aspects that they consider to be important for the decision. This can be depicted as the multi-criteria decision making (MCDM) problem, where the set of agents corresponds to the decision makers that have preferences over multiple criteria on a set of alternatives. MCDM has been an active research area since the 60s when B. Roy ([11]) introduced the class of ELECTRE methods for aggregating preferences expressed on multiple criteria. Its development continued with the foundational “outranking methods” ([22]) and has been since an active research field. Recently these techniques have been used for recommender systems, whose objective is to recommend a solution given the decision makers’ evaluation on different criteria of the alternative options. Many aggregation strategies for solving the group recommender systems can be applied to the multi-criteria ones [20].

In this paper we take a different research avenue and see the MCDM problem from a knowledge representation and reasoning point of view. The advantage of doing so is two fold. First, it allows for the use of expressive languages for describing the decision problem (and their subsequent reuse in applications). Second, it paves the way for synergies between the two fields. MCDM could thus benefit from recent advances on explanation and user interaction developed within the techniques we employ in this paper.
Concretely, we propose to see the problem description of a MCDM problem as an inconsistent knowledge base expressed using existential rules. The inconsistency will be addressed using repair techniques [7], a state of the art method of reasoning in presence of inconsistency that outputs the consistent subsets of the knowledge base maximal with respect to set inclusion. The reasoning is then performed on these subsets (also called repairs of the knowledge base).

Classically, in the MCDM problem, we have a set of alternative options (denoted by the set of constants $C_A$) and a set of agents/decision makers $I$. Each alternative expresses a set of alternatives (denoted by $C_A$) and a set of criteria (denoted by the set of predicates $P_{c,I}$). The set of all criteria predicates, i.e., the set of criteria given by all the decision makers is denoted by $P_C$. The decision makers are called to express their preferences concerning each of these alternatives by taking into account the criteria.

We will use the knowledge bases produced by each decision maker in order to compute the set of repairs $E$ which aggregates the different decision makers preferences. The inconsistency tolerant semantics will allow to reason on repairs. In this paper we do not focus on the inconsistency tolerant reasoning part but rather on the modelling as an inconsistent knowledge base. This is due to the fact that our contribution lays in the modelling aspects rather than reasoning aspects (that employ state of the art algorithms). Let us first present the logical language used throughout the paper.

### 2 Background notions

In this section we define the logical language employed in this paper. Please note that the notions below represent classical logical notions with some minor changes to reflect the decision making setting, in which we place ourselves in. We consider the positive existential fragment of first-order logic $\mathsf{FOL}(\exists, \land)$ [14, 8]. Its language $L$ is composed of formulas built with the usual quantifiers ($\exists$, $\forall$) and only two connectors: implication ($\rightarrow$) and conjunction ($\land$).

We consider usual first-order vocabularies with constants but no other function symbols. A vocabulary is a pair of two disjoint sets $V = (P, C)$, where $P$ is a finite set of predicates and $C$ is a set of constants.

The following refining on the vocabulary definition is proper to the way we formalize the decision problem involving alternatives and values on the decision criteria over these alternatives. More precisely:

- The set of predicates $P$ is partitioned in two disjoint sets $P = P_R \cup P_C$ with $P_R \cap P_C = \emptyset$. $P_C$ represents the criteria predicates we consider for decision making while $P_R$ represents the other predicates (relations) which are used for describing the world in general (and thus not considered directly by the decision process).
- The set of constants $C$ is partitioned into four pairwise disjoint sets $C = C_A \cup C_I \cup C_V \cup C_C$ and for all $x, y \in \{A, I, V, C\}$ s.t. $x \neq y$, $C_x \cap C_y = \emptyset$. The set $C_A$ is representing the constants that are naming the various alternatives involved in the decision process. The set $C_I$ represents the constants that are naming the agents/decision makers of $I$ that are taking part in the decision-making problem. Let $C_V = \bigcup_{c \in P_c} C_V^c$, where a set $C_V^c$ represents the different values the criteria
c ∈ \mathcal{P}_C \text{ can have. Therefore the interpretation of a predicate } c \text{ in } \mathcal{P}_C \text{ will only take values from } C_A \text{ and their corresponding } C_V^n. \text{ Note that, the interpretation of an } n\text{-ary predicate symbol is a set of } n\text{-tuples of elements of the domain of discourse. The set } C_C \text{ represents the other constants used eventually by } \mathcal{P}_R. \text{ The domain of interpretation of } \mathcal{P}_R \text{ is } C_A \cup C_C.

- Furthermore, for each predicate } c \text{ in } \mathcal{P}_C, \text{ we define on the values of its interpretation } C_A \times C_V^{(n-1)}, \text{ where } n \text{ is the arity of the predicate, a total order } \succ_{C_A \times C_V}. \text{ By abuse of notation, when the set of alternatives is given, we denote the preference } \succ_{C_V}.

A term } t \text{ over } \mathcal{V} \text{ is a constant or a variable; different constants represent different values (unique name assumption). In practice, when each decision maker gives her vocabulary she gives the set of alternatives, the set of criteria and the set of relations. Then, as we will see later, each decision maker gives for each alternative its profile, with the set of profiles for all alternatives being the Profile of the decision maker corresponding to her set of alternatives and criteria.

Example 1. For instance, for a decision maker } I \in C_I, \text{ we consider three alternatives } C_A = \{A_1, A_2, A_3\} \text{ and the criteria } \mathcal{P}_{C,I} = \{c_1, c_2\} \text{ where } c_1 \text{ is a binary predicate and } c_2 \text{ is a ternary predicate. Please note that both predicates represent an alternative who has some values - either by means of a binary predicate or by the means of a ternary (or more). We do not represent here, by the means of } \mathcal{P}_{C,I} \text{ that a criterion is preferred to the other or two values are preferred. This is done outside the FOL formalism.}

\begin{align*}
C_V &= \{V_1, V_2, V_3, V_4, V_5\} \text{ and more precisely:} \\
- C_{V,1} &= \{V_1, V_2\} \text{ and } C_{V,2} = \{V_3, V_4, V_5\}. \text{ This signifies that the } c_1 \text{ predicate can only take } \{V_1, V_2\} \text{ as values and the } c_2 \text{ predicate can only take } \{V_3, V_4, V_5\} \text{ as values.} \\
- V_1 &\succ_{c_1} V_2 \text{ and } V_3 \succ_{c_2} V_4 \succ_{c_2} V_5
\end{align*}

We also consider } \mathcal{P}_R = \{p_1, p_2, p_3\} \text{ with } p_1 \text{ and } p_2 \text{ unary predicate and } p_3 \text{ binary and } C_C = \{C_1, C_2, C_3\}.

An atomic formula (or atom) over } \mathcal{V} \text{ is of the form } p(t_1, \ldots, t_n) \text{ where } p \in \mathcal{P} \text{ is an } n\text{-ary predicate, and } t_1, \ldots, t_n \text{ are terms. A ground atom is an atom with no variables. A conjunction of atoms is called a conjunct. A conjunction of ground atoms is called a ground conjunct. A variable in an atom is free if it is not in the scope of any quantifier. A formula is closed if it has no free variables. A closed formula is called a sentence. Factual knowledge (a fact) about the world is represented by ground atoms. In the Existential Rules framework this concept has been extended so that a fact on } \mathcal{V} \text{ is the existential closure of a conjunction of atoms over } \mathcal{V} [8]. \text{ Let } F \text{ be a fact, we denote by } \text{terms}(F) \text{ (resp. } \text{vars}(F)) \text{ the set of terms (resp. variables) that occur in } F. \text{ In the following, we consider a special kind of fact called profile. This will allow us to give, for each alternative, the set of criteria we consider for the decision process along to their corresponding values. A profile for alternative } A \in C_A \text{ and for decision maker } I \in C_I, \text{ denoted } \text{profile}_I(A), \text{ is a conjunction of facts of the form } p_0(A) \land \land_{1 \leq i \leq n} p_i(A, t) \text{ with } A \text{ representing an alternative (i.e., } A \in C_A), p_0 \text{ an unary}
predicate in $P_R$ representing the type of the alternative, $\{p_i|1 \leq i \leq n\}$ a set of criteria that apply for the alternative $A$ and $t$ a vector of the other terms except $A$ of the respective criterion predicate. Note that, in a decision problem multiple types of alternatives can be proposed as the solution and hence, the need to define $p_0$.

**Example 1 (cont.).**

For the three alternatives $C_{A,I} = \{A_1, A_2, A_3\}$ and the predicates and constants defined in the previous examples we have three profiles which are the following and correspond to each of the three alternatives:

- profile$_1(A_1) = p_1(A_1) \land c_1(A_1, V_1) \land c_2(A_1, V_3, V_4)$
- profile$_1(A_2) = p_1(A_2) \land c_1(A_2, V_1) \land c_2(A_2, V_3, V_5)$
- profile$_1(A_3) = p_1(A_3) \land c_1(A_3, V_2) \land c_2(A_3, V_3, V_5)$

Each decision maker $I \in C_I$ will express her set of profiles over the set of alternatives $C_{A,I}$. This is denoted by $Profile_1(C_{A,I})$. Hence, $Profile_1(C_{A,I}) = \bigwedge_{A_k \in C_{A,I}} profile_1(A_k)$. When $I$ is implicit we denote it simply by $Profile(C_A) = \bigwedge_{A_k \in C_{A,I}} profile_1(A_k)$.

**Example 1 (cont.).**

If we consider that the profiles in the previous example were given by one decision maker then, for $C_A = \{A_1, A_2, A_3\}$ then $Profile(C_A) = p_1(A_1) \land c_1(A_1, V_1) \land c_2(A_1, V_3, V_4) \land p_1(A_2) \land c_1(A_2, V_1) \land c_2(A_2, V_3, V_5) \land p_1(A_3) \land c_1(A_3, V_2) \land c_2(A_3, V_3, V_5)$.

We recall the notions of *substitution* and *homomorphism* between facts to be used in order to reason about profiles or facts in general. Given a set of variables $X$ and a set of terms $T$, a *substitution* $\sigma$ of $X$ by $T$ (notation $\sigma : X \rightarrow T$) is a function from $X$ to $T$. Given a fact $F$, $\sigma(F)$ denotes the fact obtained from $F$ by replacing each occurrence of $x \in X \cap vars(F)$ by $\sigma(x)$. A *homomorphism* from a fact $F$ to a fact $F'$ is a substitution $\sigma$ of $vars(F)$ by (a subset of) terms($F'$) such that $\sigma(F) \subseteq F'$.

A conjunctive query (CQ) has the following form: $Q = \text{ans}(x_1, \ldots, x_k) \leftarrow B$, where $B$ (the “body” of $Q$) is an existential closed atom or a conjunction of existential closed atoms, and $x_1, \ldots, x_k$ are variables that occur in $B$ and $\text{ans}$ is a special k-ary predicate, whose elements are used to build an answer. Given a set of facts $F$, an answer to $Q$ in $F$ is a tuple of constants $(D_1, \ldots, D_k)$ such that there is a homomorphism $\sigma$ from $B$ to $F$, with $\sigma(\text{ans}(x_1, x_2, \ldots x_k)) = \sigma(\text{ans}(D_1, D_2, \ldots D_k))$. If $k = 0$, i.e., $Q = \text{ans}() \leftarrow B$, $Q$ is called a Boolean conjunctive query, the unique answer to $Q$ is the empty tuple if there is a homomorphism from $B$ to $F$, otherwise there is no answer to $Q$. Note that a query $Q$ can be shortly referred to by its body $B$. For its simplicity, this notation will be used hereafter.

**Example 1 (cont.).**

For example, if we want to retrieve the alternatives in the profiles that have the value $V_1$ for the criterion $c_1$ then we can write the following query: $Q = \text{ans}(x_1) \leftarrow p_1(x_1) \land c_1(x_1, V_1)$. The set of possible answers to the query in $Profile(C_A)$ will be $\{(A_1), (A_2)\}$.
In order to represent enriched knowledge about the facts, we use rules that encode domain-specific knowledge. Rules are regarded as an ontological layer that reinforces the expressiveness of the knowledge base. Rules are logical formulae that allow us to infer new facts (conclusion) from existing facts (hypothesis). **Existential rules** [8, 13] introduce new variables in the conclusion having ability to represent unknown individuals (also known in database community as *value invention* [1]). This form of rules is also known as tuple-generating dependencies in database community [16]. We denote by $x$ in a bold font a vector of variables. An existential rule (or simply a rule) is a closed formula of the form
\[
R = \forall x \forall y (B \rightarrow \exists z H),
\]
with $vars(B) = x \cup y$, and $vars(H) = x \cup z$. The variables in vector $z$ are called the existential variables of the rule $R$. $B$ and $H$ are respectively called the body and the head of $R$. We denote them respectively $body(R)$ for $B$ and $head(R)$ for $H$.

**Example 1 (cont.).** Examples of rules in the example considered before could include:

- $R_1 = \forall x (c_1(x, V_1) \rightarrow p_1(x))$
- $R_2 = \forall x (c_1(x, V_2) \rightarrow p_2(x))$
- $R_3 = \forall x (c_2(x, V_3, V_4) \rightarrow p_2(x))$
- $R_4 = \forall x \forall y (c_2(x, y, V_4) \rightarrow \exists z p_3(x, z))$

Real examples of the above rules could be that an alternative that has value $V_1$ for price is a cheap alternative ($R_1$) and an alternative that has value $V_2$ for price is an expensive alternative ($R_2$). $R_3$ might state that an alternative that has good reviews in the $V_3$ journal is an expensive alternative. The last rule might say that an alternative that has good reviews (i.e., value $V_4$) in all journals (i.e., variable $y$) will be discounted in at least one shop (i.e., the existential variable $z$).

Existential rules are more expressive than Description Logics as they can represent complex relations between individuals and overcome the "cycle on variables" [14]. Another important aspect of the existential rules framework is the possibility of having *unbounded predicate arity*, i.e., predicates with an arbitrary number of parameters. Entailment is undecidable for general existential rules [10]. However, many classes of existential rules that ensure decidability (while keeping expressiveness) have been studied (see [8]). In this paper and for practical reasons we work on such classes.

We also account for a special kind of rules called negative constraints, i.e., knowledge that imposes constraints about the world, also known as denial constraints in databases [13]. A negative constraint (or simply a constraint) is a rule of the form $N = \forall x (B \rightarrow \bot)$, where $vars(B) = x$. Negative constraints in the existential rules framework fully capture *concept disjointness* of DLs. From now on we omit quantifiers in front of formulae as there is no ambiguity.

**Example 1 (cont.).** An example of negative constraint on the vocabulary of the example considered before could be $\forall x (p_1(x) \land p_2(x) \rightarrow \bot)$ (for example an alternative cannot be expensive and cheap at the same time).

An individual decision maker's *knowledge base* is a tuple $\mathcal{K} = (\mathcal{F}, \mathcal{R}, \mathcal{N})$, (denoted as $\mathcal{K} = (\mathcal{F}, \mathcal{R}, \mathcal{N})$ when there is no ambiguity) of finite sets of facts (thus including profiles), rules and negative constraints respectively. Reasoning with a knowledge
base of facts, rules and negative constraints is done via a mechanism called saturation of facts by the rules. In order to define saturation we need to define rule applicability on facts.

A rule \( R = \forall x \forall y (B \rightarrow \exists z H) \) is \textbf{applicable} [8] to a fact \( F \) if there exists a homomorphism \( \sigma \) from \( B \) to \( F \). The \textit{application} of \( R \) to \( F \) w.r.t. \( \sigma \) produces a fact \( \alpha(F, R, \sigma) = F \cup \sigma(\text{safe}(H)) \), where \( \text{safe}(H) \) is obtained from \( H \) by replacing existential variables with fresh variables (not used variables). \( \alpha(F, R, \sigma) \) is said to be an \textit{immediate derivation} from \( F \). Let \( F \) be a fact and \( \mathcal{R} \) be a set of rules. A fact \( F' \) is called an \textbf{\( \mathcal{R} \)-derivation} of \( F \) if there is a finite sequence (called the \textbf{derivation sequence}) \( (F_0 = F, ..., F_n = F') \) such that for all \( 0 \leq i < n \) there is a rule \( R \subseteq \mathcal{R} \) which is applicable to \( F_i \) and \( F_{i+1} \) is an immediate derivation from \( F_i \). The saturation operator \( (\text{Cl}) \) can be seen as a \textbf{fixed-point operator} where we denote by \( \text{Cl}^\ast_{\mathcal{R}}(\mathcal{F}) \) the saturation of \( \mathcal{F} \) with respect to \( \mathcal{R} \). Note that \( \text{Cl}^\ast_{\mathcal{R}}(\mathcal{F}) \) is a finite set [9] for the classes of existential rules considered in this paper.

\textbf{Example 1 (cont.).}

Let us consider again the profiles for \( C_A = \{A_1, A_2, A_3\} \): \( \text{Profile}(C_A) = p_1(A_1) \land c_1(A_1, V_1) \land c_2(A_1, V_3, V_4) \land p_1(A_2) \land c_1(A_2, V_1) \land c_2(A_2, V_4, V_5) \land p_1(A_3) \land c_1(A_3, V_2) \land c_2(A_3, V_3, V_5) \).

\( R_1 \) and \( R_2 \) are applicable on \( \text{Profile}(C_A) \) yielding the new facts \( p_1(A_1) \), \( p_1(A_2) \) and \( p_2(A_3) \). \( R_3 \) is also applicable on \( \text{Profile}(C_A) \) yielding the new fact \( p_2(A_1) \). The facts \( p_1(A_1) \) and \( p_2(A_1) \) will trigger the negative constraint \( \forall x (p_1(x) \land p_2(x) \rightarrow \perp) \) (thus, as we will see in the next subsection) rendering \( \text{Profile}(C_A) \) inconsistent.

In the next subsection we will see how to reason with facts in the presence of inconsistency using repair based methods.

\section{Multi-criteria Decision Making as Repair Techniques}

In what follows we recall the formal definition of \textit{inconsistency} in the existential rules framework; then we introduce the subset-repairing techniques which is inspired by the work from the database community [15] and Description Logics [19, 12]. Please note that the aim of this paper is to show how the decision problem can be modelled as an inconsistent knowledge base. For this reason we will simply favor the modelling part explaining the various choices made and will not go deeper into the inconsistency tolerant semantics aspect.

\textbf{Definition 1 (Inconsistency).} A set of facts \( \mathcal{F} \) is \textbf{inconsistent} with respect to a set of rules \( \mathcal{R} \) and negative constraints \( \mathcal{N} \) (or \textit{inconsistent for short} if and only if there exists a constraint \( N \in \mathcal{N} \) such that \( \text{Cl}^\ast_{\mathcal{R}}(\mathcal{F}) \models \text{body}(N) \).

This means that the set of facts violates the negative constraint \( N \) or triggers it. Correspondingly, a knowledge base \( \mathcal{K} = (\mathcal{F}, \mathcal{R}, \mathcal{N}) \) is inconsistent (with respect to \( \mathcal{R} \) and \( \mathcal{N} \)) if and only if there exists a set of facts \( \mathcal{F}' \subseteq \mathcal{F} \) such that \( \mathcal{F}' \) is inconsistent. An alternative writing is \( \text{Cl}^\ast_{\mathcal{R}}(\mathcal{F}) \models \perp \).

One way to cope with inconsistency is to construct \textbf{maximal consistent subsets} of the knowledge base [23]. This corresponds to “Data Repairs” [3]. A data repair of a
knowledge base $K = (\mathcal{F}, \mathcal{R}, \mathcal{N})$ is a set of facts $\mathcal{F}'$ such that $\mathcal{F}'$ is consistent and there exists no consistent subset of $\mathcal{F}$ that strictly contains $\mathcal{F}'$ [19].

Since repairs are computed exclusively on the set of facts and given that the factual part of the knowledge base is the only source of inconsistency we, from now on, abuse slightly the notation and refer to $K'$ by its set of facts $\mathcal{F}'$. The set of all repairs of $K$ is denoted by $\text{Repair}(K)$.

For one individual decision maker $I \in \mathcal{C}_I$ and the set of alternatives $\mathcal{C}_A$ we use repair techniques in order to obtain one single, maximal consistent subset of $\text{Profile}(\mathcal{C}_A)$.

For a given set of alternatives $\mathcal{C}_A$ and for each of the individual decision makers $I \in \mathcal{C}_I$, the $\text{Profile}_I(\mathcal{C}_A)$ is consistent wrt to the commonly agreed set of rules and negative constraints $^5$. Note that we need to have a common structure for all the profiles and we do not consider that the preferences of an individual decision maker are inconsistent.

The first step is to construct $\text{Profile}_I(\mathcal{C}_A)$ for every decision maker $I \in \mathcal{C}_I$.

Example 2. In the following example, we present a multi-criteria decision problem that will guide us throughout the modeling section. The multi-criteria decision problem illustrated is a complicated problem every young parent faces: what pushchair to buy (preferably before the baby arrives)? We have the set of alternatives $\mathcal{C}_A = \{\text{Yoyo, Chicco, Inglesina}\}$, the set of decision makers $\mathcal{C}_I = \{M, P, J\}$, where $I \in \mathcal{C}_I$ are constants, and the set of criteria $\mathcal{P}_c = \{\text{price, weight, transportable}\}$. Note that the criterion transportable is a ternary predicate($a, size, foldable$). The preferences of the decision maker $M$ for all the alternatives are included in the $\text{Profile}_M(\mathcal{C}_A) = \text{profile}_M(\text{Yoyo}) \land \text{profile}_M(\text{Chicco}) \land \text{profile}_M(\text{Inglesina})$, where:

- $\text{profile}_M(\text{Yoyo}) = \text{pushchair}(\text{Yoyo}) \land \text{price}(\text{Yoyo}, 500) \land \text{weight}(\text{Yoyo}, 3) \land \text{transportable}(\text{Yoyo, large, yes})$
- $\text{profile}_M(\text{Chicco}) = \text{pushchair}(\text{Chicco}) \land \text{price}(\text{Chicco}, 300) \land \text{weight}(\text{Chicco}, 4) \land \text{transportable}(\text{Chicco, large, no})$
- $\text{profile}_M(\text{Inglesina}) = \text{pushchair}(\text{Inglesina}) \land \text{price}(\text{Inglesina}, 400) \land \text{weight}(\text{Inglesina}, 2) \land \text{transportable}(\text{Inglesina, medium, yes})$

At this step it is very important to mention the fact that each decision maker also has a (strict) total preference ordering on the set of criteria they consider in their profiles. Inconsistencies will also arise at this step are therefore due to several factors:

- The set of criteria is not the same for all decision makers.
- The set of alternatives is not the same for all decision makers.
- The preferences of criteria are not the same for all decision makers.
- The value of an alternative for a given criterion is not the same for all decision makers.
- The subjective preferences (i.e., the evaluation ratings) given by the decision makers for an alternative on a given criterion are not the same.

$^5$ Please remember that we are in the OBDA case where the inconsistency can only come from facts thus we agree upon a common ontology (i.e., set of rules and negative constraints) a priori.
At this step we consider a fresh set of constants that correspond to those criteria that
the decision maker \( I \) considers in her aggregation function. We also need to consider the
set of constants naming the decision makers, i.e., for every \( c \in P(c) \) the new constant
name is \( C^* \). We introduce two meta predicates: consider (a ternary predicate taking a
decision maker’s identifier, an alternative and a constant corresponding to the criterium
name) and preferred (a ternary predicate stating that \( I \) prefers the criterion \( i \) to criterion
\( j \)).

3.1 Inconsistency regarding the consideration of different criteria

Each decision maker \( I \in C_I \) gives a set of rules of the form
\( R_I = \{ \forall A \in C_A \text{ type}(A) \wedge J_i \rightarrow \text{consider}(I, A, C^*) \} \), where \( C^* \) is the constant that corresponds to a criterion
that \( I \) considers for alternative \( A \). We have that \( \text{type} \) is a predicate and \( A \) is in its
interpretation. By \( J_i \), we denote the justification made by the decision maker for her
rule \( R_i \). Negative constraints occur when different decision makers do not consider the
same criteria. Therefore negative constraints are of the form \( \forall I, J \in C_I \forall A \in C_A \forall C^* \in
C_C, \text{consider}(I, A, C^*) \wedge \text{not}_\text{consider}(J, A, C^*) \wedge \text{type}(A) \wedge \text{diff}(I, J) \rightarrow \bot. \) The
predicate \( \text{not}_\text{consider}(I, A, C^*) \) corresponds to the case where criterion \( C^* \) is not
considered by \( I \) for her decision about alternative \( A \) and predicate \( \text{diff}(I, J) \) means
that we have two different decision makers \( I \) and \( J \).

Let us now illustrate the modelling choices above using the ongoing example.

Example 3. Given the set of decision makers \( C_I = \{ M, P \} \), let \( K = (F, R, N) \) be a
knowledge base with:

- Set of facts \( F = \{ J_{M1}, J_{M2}, J_{P1}, J_{P2}, \text{pushchair}(Yoyo), \text{pushchair}(Chicco) \} \)
- Set of rules \( R = R_M \cup R_P \)
  \[ R_P = \{ \forall a, \text{pushchair}(a) \wedge J_{P1} \rightarrow \text{consider}(P, a, \text{price}^*), \]
  \[ \forall a, \text{pushchair}(a) \wedge J_{P2} \rightarrow \text{consider}(P, a, \text{weight}^*) \} \]
  \[ R_M = \{ \forall a, \text{pushchair}(a) \wedge J_{M1} \rightarrow \text{consider}(M, a, \text{price}^*), \]
  \[ \forall a, \text{pushchair}(a) \wedge J_{M2} \rightarrow \text{not}_\text{consider}(M, a, \text{weight}^*) \} \]
- Set of negative constraints \( N \) with
  \[ N = \{ \forall i, \forall c_k, \text{consider}(i, a, c_k) \wedge \text{not}_\text{consider}(j, a, c^*_k) \wedge \text{pushchair}(a) \]
  \[ \wedge \text{diff}(i, j) \rightarrow \bot \} \]

By applying the rules we obtain the set
\( F^* = F \cup \{ \text{consider}(M, Yoyo, \text{price}^*), \]
\( \text{consider}(P, Yoyo, \text{price}^*), \]
\( \text{consider}(P, Yoyo, \text{weight}^*), \]
\( \text{not}_\text{consider}(M, Yoyo, \text{weight}^*), \]
\( \text{consider}(M, Chicco, \text{price}^*), \]
\( \text{consider}(P, Chicco, \text{price}^*), \]
\( \text{consider}(P, Chicco, \text{weight}^*), \]
\( \text{not}_\text{consider}(M, Chicco, \text{weight}^*) \} \)
We can see that the negative constraint is triggered twice. Firstly, $P$ considers the weight for pushchair $Yoyo$ whereas $M$ does not. Secondly, $P$ also considers the weight for pushchair $Chico$ whereas $M$ does not.

3.2 Inconsistency regarding the consideration of different alternatives

Each decision maker $I \in C_I$ gives a set of rules of the form $R_I = \{\forall A \in C_A \ \text{type}(A) \land J_I \rightarrow \text{alternative}(A, I)\}$ which corresponds to the alternatives considered by $I$. Inconsistencies occur when different decision makers do not consider the same alternatives. Therefore negative constraints are of the form $\forall I, J \in C_I \forall A \in C_A \ \text{alternative}(A, I) \land \text{not}_{-}\text{alternative}(A, J) \land \text{diff}(I, J) \rightarrow \bot$. The predicate $\text{not}_{-}\text{alternative}(A, I)$ corresponds to the case where alternative $A$ is not considered by $I$ for her decision and predicate $\text{diff}(I, J)$ means that we have two different decision makers $I$ and $J$.

Example 4. Given the set of decision makers $C_I = \{M, P\}$, let $K = (F, R, N)$ be a knowledge base with:

- Set of facts $F = \{J_M, J_P, \text{pushchair}(Yoyo), \text{pushchair}(Chico)\}$
- Set of rules $R = R_P \cup R_M$
  
  $R_P = \{\forall a, \text{pushchair}(a) \land J_P \rightarrow \text{alternative}(Yoyo, P) \land \text{not}_{-}\text{alternative}(Chico, P)\}$
  
  $R_M = \{\forall a, \text{pushchair}(a) \land J_M \rightarrow \text{alternative}(Yoyo, M) \land \text{alternative}(Chico, M)\}$

- Set of negative constraints $N$ with
  
  $N = \{\forall j \forall i \forall a \text{alternative}(a, i) \land \text{not}_{-}\text{alternative}(a, j) \land \text{diff}(i, j) \rightarrow \bot\}$

By applying the rules we obtain the set

$F^* = F \cup \{\text{alternative}(Yoyo, M), \text{alternative}(Yoyo, P), \text{alternative}(Chico, M), \text{not}_{-}\text{alternative}(Chico, P)\}$

We can see that $M$ is considering alternative $Chico$ and $P$ is not considering $Chico$, so the negative constraint is triggered leading to an inconsistency.

3.3 Inconsistency regarding the consideration of different preferences on criteria

Each decision maker $I \in C_I$ gives a set of rules of the form $R_I = \{\forall A \in C_A, \forall C_i^+, C_j^+ \in \mathcal{C}_C \ \text{consider}(I, A, C_i^+) \land \text{consider}(I, A, C_j^+) \land J_I \rightarrow \text{preferred}(I, C_i^+, C_j^+)\}$ stating her preferences between criteria $c_i$ and $c_j$. Inconsistencies occur when different decision makers consider different preferences over the criteria. Therefore negative constraints are of the form $\forall A \in C_A \forall I, J \in C_I \forall C_i^+, C_j^+ \in \mathcal{C}_C \ \text{preferred}(I, A, C_i^+, C_j^+) \land$
not_preferred(J, A, C_i^*, C_j^*) ∧ \text{diff}(I, J), preferred(I, A, C_i^*, C_j^*) ∧ \text{equivalent}(J, A, C_i^*, C_j^*) ∧ \text{diff}(I, J), equivalent(I, A, C_i^*, C_j^*) \) and \( \text{not_preferred}(J, A, C_i^*, C_j^*) \) correspond to the case where criterion \( C_i^* \) is not preferred in a pairwise comparison with criterion \( C_j^* \) by \( I \) for her decision on alternative \( A \) and predicate \( \text{equivalent}(I, A, C_i^*, C_j^*) \) means that criteria \( C_i^* \) and \( C_j^* \) are equally preferred by \( I \).

Example 5. Given the set of decision makers \( C_Z = \{M, P\} \), let \( K = (\mathcal{F}, \mathcal{R}, \mathcal{N}) \) be a knowledge base with:

- Set of facts \( \mathcal{F} \) with
  \[
  \mathcal{F} = \{J_{M1}, J_{M2}, J_{M3}, J_{P1}, J_{P2}, J_{P3}, \text{pushchair}(\text{Yoyo}), \text{pushchair}(\text{Chicco})\}
  \]

- Set of rules \( \mathcal{R} = \mathcal{R}_P \cup \mathcal{R}_M \)
  \[
  \mathcal{R}_P = \{\forall a, \text{pushchair}(a) ∧ J_{P1} → \text{consider}(P, a, \text{price}^*), \forall a, \text{pushchair}(a) ∧ J_{P2} → \text{consider}(P, a, \text{weight}^*), \forall a, \text{consider}(P, a, \text{price}^*) ∧ \text{consider}(P, a, \text{weight}^*) ∧ J_{P3} → \text{not_preferred}(P, a, \text{weight}^*, \text{price}^*)\}
  \]
  \[
  \mathcal{R}_M = \{\forall a, \text{pushchair}(a) ∧ J_{M1} → \text{consider}(M, a, \text{price}^*), \forall a, \text{pushchair}(a) ∧ J_{M2} → \text{consider}(M, a, \text{weight}^*), \forall a, \text{consider}(M, a, \text{price}^*) ∧ \text{consider}(M, a, \text{weight}^*) ∧ J_{M3} → \text{preferred}(M, a, \text{weight}^*, \text{price}^*)\}
  \]

- Set of negative constraints \( \mathcal{N} \) with
  \[
  \mathcal{N} = \{\forall a \forall i \forall j \forall c_1 \forall c_2, \text{preferred}(i, a, c_1, c_2) ∧ \text{not_preferred}(j, a, c_1, c_2) ∧ \text{diff}(i, j) → \bot\}
  \]

By applying the rules we obtain the set
\[
\mathcal{F}^* = \mathcal{F} \cup \{\text{consider}(M, \text{Yoyo}, \text{price}^*), \text{consider}(P, \text{Yoyo}, \text{price}^*), \text{consider}(P, \text{Yoyo}, \text{weight}^*), \text{consider}(M, \text{Yoyo}, \text{weight}^*), \text{preferred}(M, \text{Yoyo}, \text{weight}^*, \text{price}^*), \text{not_preferred}(P, \text{Yoyo}, \text{weight}^*, \text{price}^*), \text{consider}(M, \text{Chicco}, \text{price}^*), \text{consider}(P, \text{Chicco}, \text{price}^*), \text{consider}(P, \text{Chicco}, \text{weight}^*), \text{consider}(M, \text{Chicco}, \text{weight}^*), \text{preferred}(M, \text{Chicco}, \text{weight}^*, \text{price}^*), \text{not_preferred}(P, \text{Chicco}, \text{weight}^*, \text{price}^*)\}
\]
We can see that $M$ and $P$ have different preferences over the criteria ($price^*$ and $weight^*$) for each of the alternatives, i.e., $M$ considers criterion weight more important than price while $P$ considers the opposite. Hence, the negative constraint is triggered leading to an inconsistency.

3.4 Inconsistency on the criteria values of the decision makers over the alternatives

Each decision maker $I \in C_I$ gives a set of rules of the form $\mathcal{R}_I = \{ \forall A \in C_A \ \text{type}(A) \land J_I \rightarrow \text{has\_value}(I, A, C^*, V) \}$ that corresponds to the value $V \in C_V$. $I$ gives for criterion $C^*$ for alternative $A$. Inconsistencies occur when different decision makers have different valuation for the same alternative on a specific criterion. The value corresponds to a metric that is related to real data. Although one could think that, since value is objective, it would be the same for all the decision makers, this is not the case in real life simply because not all the decision makers have the same information. Therefore, negative constraints are of the form $\forall I, J \in C_I \forall A \in C_A \forall C^* \in C_C \forall V_1, V_2 \in C_V, \text{has\_value}(I, A, C^*, V_1) \land \text{has\_value}(J, A, C^*, V_2) \land \text{type}(A) \land \text{diff}(I, J) \land \text{diff}(V_1, V_2) \rightarrow \bot$.

Example 6. Given the set of decision makers $C_I = \{M, P\}$, let $\mathcal{K} = (\mathcal{F}, \mathcal{R}, \mathcal{N})$ be a knowledge base with:

- Set of facts $\mathcal{F} = \{ J_{M1}, J_{M2}, J_{P1}, J_{P2}, \text{pushchair}(\text{Yoyo}), \text{pushchair}(\text{Chicco}) \}$
- Set of rules $\mathcal{R} = \mathcal{R}_P \cup \mathcal{R}_M$
  
  $\mathcal{R}_P = \{ \forall a, \text{pushchair}(a) \land J_{P1} \rightarrow \text{has\_value}(P, \text{Yoyo}, price^*, 90), \land \forall a, \text{pushchair}(a) \land J_{P2} \rightarrow \text{has\_value}(P, \text{Chicco}, price^*, 80) \}$
  
  $\mathcal{R}_M = \{ \forall a, \text{pushchair}(a) \land J_{M1} \rightarrow \text{has\_value}(M, \text{Yoyo}, price^*, 70), \land \forall a, \text{pushchair}(a) \land J_{M2} \rightarrow \text{has\_value}(M, \text{Chicco}, price^*, 60) \}$

- Set of negative constraints $\mathcal{N} = \{ \forall I, J \in C_I \forall A \in C_A \forall C^* \in C_C \forall V_1, V_2 \in C_V, \text{has\_value}(I, A, C^*, V_1) \land \text{has\_value}(J, A, C^*, V_2) \land \text{type}(A) \land \text{diff}(I, J) \land \text{diff}(V_1, V_2) \rightarrow \bot \}$

By applying the rules we obtain the set

$\mathcal{F}^* = \mathcal{F} \cup \{ \text{has\_value}(M, \text{Yoyo}, price^*, 70), \land \text{has\_value}(P, \text{Yoyo}, price^*, 90) \land \text{has\_value}(M, \text{Chicco}, price^*, 60), \land \text{has\_value}(P, \text{Chicco}, price^*, 80) \}$

We can see that $M$ and $P$ have different values in price criterion for both alternatives (70 and 90 for Yoyo, 60 and 80 for Chicco), so the negative constraint is triggered leading to an inconsistency. Even if the value for price can be objective, inconsistency can occur due to lack of information or different source of information, e.g., different stores can have different prices on the same product.
3.5 Inconsistency on the criteria evaluation ratings (preferences) of the decision makers over the alternatives

Each decision maker $I \in C_I$ gives a set of rules of the form $R_I = \{ \forall A \in C_A \text{type}(A) \wedge \mathcal{J}_I \rightarrow \text{has} \_ \text{rating}(I, A, C^*, R) \}$ that corresponds to the evaluation rating $R \in C_R$ that $I$ gives for criterion $C^* \in C_C$ for alternative $A$. Inconsistencies occur when different decision makers have different preferences, i.e., evaluation ratings for the same alternative on a specific criterion. The evaluation rating corresponds to a metric that is related to the preferences of the decision makers. The preferences of the decision makers are subjective and this can be seen through the inconsistencies of the evaluation ratings. Therefore, negative constraints are of the form $\forall I, J \in C_I \forall A \in C_A \forall C^* \in C_C \forall R_1, R_2 \in C_R, \text{has} \_ \text{rating}(I, A, C^*, R_1) \wedge \text{has} \_ \text{rating}(J, A, C^*, R_2) \wedge \text{type}(A) \wedge \text{diff}(I, J) \wedge \text{diff}(R_1, R_2) \rightarrow \bot$.

Example 7. In the following example “vfm” stands for the “value for money” criterion. Given the set of decision makers $C_I = \{ M, P \}$, let $\mathcal{K} = (\mathcal{F}, \mathcal{R}, \mathcal{N})$ be a knowledge base with:

- Set of facts $\mathcal{F} = \{ \mathcal{J}_{M1}, \mathcal{J}_{M2}, \mathcal{J}_{P1}, \mathcal{J}_{P2}, \text{pushchair}(Yoyo), \text{pushchair}(Chicco) \}$
- Set of rules $\mathcal{R} = \mathcal{R}_P \cup \mathcal{R}_M$

\[
\mathcal{R}_P = \{ \forall a, \text{pushchair}(a) \wedge \mathcal{J}_{P1} \rightarrow \text{has} \_ \text{rating}(P, Yoyo, vfm^*, 9), \\
\forall a, \text{pushchair}(a) \wedge \mathcal{J}_{P2} \rightarrow \text{has} \_ \text{rating}(P, Chicco, vfm^*, 8), \\
\mathcal{R}_M = \{ \forall a, \text{pushchair}(a) \wedge \mathcal{J}_{M1} \rightarrow \text{has} \_ \text{rating}(M, Yoyo, vfm^*, 7), \\
\forall a, \text{pushchair}(a) \wedge \mathcal{J}_{M2} \rightarrow \text{has} \_ \text{rating}(M, Chicco, vfm^*, 7) \}
\]

- Set of negative constraints $\mathcal{N}$ with

\[
\mathcal{N} = \{ \forall i \forall a \forall c_k \forall v_n \forall v_{n'} \in [1 \ldots N], \text{has} \_ \text{rating}(i, a, c_k, v_n) \\
\wedge \text{has} \_ \text{rating}(j, a, c_k, v_{n'}) \wedge \text{pushchair}(a) \wedge \text{diff}(i, j) \wedge \\
\exists n, n' | \text{diff}(v_n, v_{n'}) \rightarrow \bot \}
\]

By applying the rules we obtain the set

\[
\mathcal{F}^* = \mathcal{F} \cup \{ \text{has} \_ \text{rating}(M, Yoyo, vfm^*, 7), \\
\text{has} \_ \text{rating}(P, Yoyo, vfm^*, 9) \\
\text{has} \_ \text{rating}(M, Chicco, vfm^*, 7), \\
\text{has} \_ \text{rating}(P, Chicco, vfm^*, 8) \}
\]

The obtained facts show the ratings given by $P$ and $M$ for the vfm of Yoyo and Chicco. We can see that they have different perspective on judging the “vfm” criterion for both alternatives ($M$ gives 7 and $P$ gives 9 for Yoyo, while they give 7 and 8 for Chicco), so the negative constraint is triggered leading to an inconsistency.
4 Discussion and related work

In this work, we proposed a framework to model the multi-criteria decision problem as reasoning in presence of inconsistency problem. We used existential rules for the modelling language of the knowledge base and employed repair techniques for reasoning.

Please note that existing work considers alternative inconsistency proof semantics. In knowledge representation and reasoning argumentation is also a well known method for handling inconsistency. Several researchers have proposed the use of argumentation in decision-making. The work of Fox and Parsons [17] is among the first argumentative approaches to decision-making by clarifying the difference between argumentation for actions and argumentation for beliefs. Most of the argumentative approaches ([18], [21]) aim to select the best option but certain approaches (such as those by Amgoud and Prade [2]) use a two step process that allows to further analyse the different options presented to the user. Using argumentation techniques for reasoning with existential rules knowledge bases was proven to yield semantically equivalent results as to repair based techniques. Furthermore, argumentation has been long investigated for its principled human computer interaction advantages (see for instance the results of using argumentation for handling inconsistency in existential rules of [4, 6, 5]). However, in this context, argumentation is computationally extensive process that involves a large overhead due to the computation of all arguments and attacks over a knowledge base.
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