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Abstract

We propose a learn-and-adapt model for building efficient and resilient networks of cooperative agents. Agents are involved into three interconnected types of activities. Firstly, agents bid for handling random structured tasks. Secondly, agents learn the (exogenous) features of the random task source, by aggregating local information (such as success rates, average load, etc). And, thirdly, agents adapt the composition of their neighbourhoods following the (endogenous) targets set by their learning process. Neighbourhood readjustment proceeds by judicious rewiring steps which stay entirely local. Thus an agent continuously works, adjusts its neighbourhood, and based on his local metrics, learns how to inflect its own adaptation targets. Because of this tight coupling of all three activities, the network as a whole can reconfigure in a fully decentralized way to cope with changes in: the network composition (node failures, new incoming nodes, etc), and the parameters of the task source (changes in the size, structure, and frequency), while attaining robustly a near-optimal performance level (compared to the centralised solution).
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1 Introduction

A large body of research explores local adaptive dynamics on networks (????). Of particular interest are self-improving organisational models relying only on local adaptive dynamics ?. Indeed, centralised solutions may incur high communication costs to ensure coherence, synchronization, dependability, and systemic resilience. Decentralised solutions, on the other hand, may attain comparatively good performance levels at a fraction of these costs (????).

Another, and perhaps less conspicuous advantage of local systems is that they are easier to evolve. In this paper, we propose a simple learn-and-adapt model designed to illustrate the benefits of this higher evolvability. In our model, agents continuously work to solve tasks fed to them by a random task source, while at the same time they adjust their neighbourhood, and learn how to inflect their own adaptation targets based on simple local metrics. Because of this tight coupling of all three activities, the network can reconfigure itself in a decentralized way and cope with unexpected changes in: the network composition (node failures, new incoming nodes, etc), and the parameters of the task source (changes in the size, structure, and frequency), while attaining robustly a near-optimal performance level compared to the centralised solution.
1.1 Blocking

Theoretical and experimental studies on task allocation abound in the field of multi-agent systems. In particular, agent-organised networks (AONs) (? ) are organisations resulting from interacting agents, where team formation is essential to performance. In this context, a team consists of a number of related cooperative agents, equipped with skills and which work together toward a common complex task that none of the team members can complete independently. AON studies have established that simple local strategies to adjust structures dynamically may lead to remarkable and resilient performance with potential applications to: business alliances (?), dynamic supply chains (?), robotic teams (?), sensor networks (?), and distributed resource allocation (?).

Methods from operational research have been used to optimise task allocation in static networks (? ?). Most strategies, however, experience intermittent blocking problems caused by insufficient or unreachable skills. This is especially so in networks with unfavourable structures. To see this, let us consider an example. Suppose that tasks $T_1$ and $T_2$ need to be completed by two teams (red and blue) with the required skills to do so. Fig. 1(a) shows a first type of blocking caused by insufficient skill supply. Both teams are in contention for skill $S_2$, but neither can successfully grab it. This is traditional blocking by contention for resources. Fig. 1(b) shows another, more subtle, form of ‘spatial’ blocking caused by skills being unreachable. That is to say, in this example all required skills are present, but some are separated from one team by the growth of the other.

To work around both forms of blocking we will keep on the broad principles of AON to which we will add division of labour. Some agents will be (dynamically) distinguished as leaders. This slight modification will completely avoid contention for resources by accumulating resources around leaders. Spatial contentions will be avoided by organising the neighbourhoods of leaders into non-overlapping hubs.

As the task flow usually follows some distributions in open environments, and may change over time, a static network is manifestly disadvantageous to effective team formation. There are other reasons to favour designs that will be self-organising, such as resilience and the lack of a need to register new participants globally. Recently, various adaptation strategies to reshape connectivity and achieve better organisation performance were proposed (? ?). The effects of network structure on team formation was in particular investigated by Gaston et al. in Refs. (? ?), and many extensions (? ?) were provided to handle various issues regarding organisation performance and network adaptation.

In the following, changes of connectivity are based on learning processes which update the parameters driving the (stochastic) adaptation process. We start by describing the static aspects of the model in the next Section. Then we move on to the detailed description of the learn-and-adapt dynamics.

2 The static model

Our model of team formation and task allocation follows closely that of AON (?). We consider a finite set of agents $N$, and a finite set of skills $S$, together with a skill map $s : N \rightarrow S$ which assigns a skill to each agent. A state of the model is: 1) a set of undirected edges $E$ on $N$, and 2) a role map $r : N \rightarrow \{0, 1\}$.

We say an agent $x$ is a leader if $r(x) = 1$, a follower if $r(x) = 0$. We write: $L$ ($F$) for the current set of leaders (followers); $N(x)$, for the current set of neighbours of an agent $x$; and $d_1(x)$ for the
(a) Example 1: Blocking by insufficient skills. If both of the two incomplete teams: both the red team and the blue team are trying to complete their tasks, but neither can succeed because of insufficient skills. Would one give up, the other team could implement its task successfully.

(b) Example 2: Blocking by unreachable skills. Even if the available skills are enough to form two complete teams, it is still possible that some skills required by the blue (or red) team are blocked by the red (or blue) team, and then become unreachable because of unfavourable team structures.

Figure 1: Blockings and non-blockings in agents team formation.

number of neighbours of \( x \) which are leaders. That is to say \( d_1(x) = |\mathcal{N}(x) \cap L| \leq |\mathcal{N}(x)| \).

We say that \( y \) is a follower of \( x \), if \( y \) is a follower, \( x \) a leader, and \( y \) is in \( \mathcal{N}(x) \).

We say the state is fully centralised if there is just one leading agent connected to all other followers.

Later on, leaders will have access to additional information. Specifically, every \( x \) in \( L \) will have attached 3) a load \( \lambda(x) \geq 0 \), and 4) an \( S \)-vector target \( \theta_x \).

A task is simply represented as a multiset of skills (equivalently, a vector with integer coordinates in the free vector space generated by \( S \)). The idea is that for a team of agents to successfully complete a task during a round, the team needs to provide the skill set required by the task. The state of the system constrains the way in which teams can be assembled. Specifically, an agent \( x \) can only recruit another agent \( y \) if \( y \) is a follower of \( x \).

Thus, the role function divides nodes between active recruiters or leaders (role 1), and passive
followers (role 0), and the edge structure limits the formation of teams within the immediate neighbourhood of a leader.

As we will see, both $r$ and $E$ can change over time: roles and connectivity adjust to demand. Even if one starts from a fully centralised state, the system will gradually adopt a more resilient, yet efficient, configuration. We will always assume that the initial graph structure $N, E$ is connected and simple (at most one edge between two agents). Changes in connectivity will preserve this constraint.

### 2.1 Task allocation and completion

At the beginning of each round, $\gamma$ new tasks are generated randomly (recall a task is a multiset of skills in $S$) and are dispatched evenly at random to leader nodes (randomized round robins are run until no task remains). Then, leaders recruit teams according to the constraints above. It is possible that many tasks are allocated to one leader. The process is illustrated in Fig. 2.

To avoid overloading the network, we will only consider situations where the average task size $|T|$ is such that $\gamma/|T| < N$. This is a regime where, on average, the demand on skills placed by tasks in a given round is lower than the global work supply, i.e. the total number of nodes.

![Diagram](image)

Figure 2: Team formation: each round $\gamma$ new tasks are allocated evenly at random to leaders (square nodes). A task $T$ allocated to a leader $x$ will be completed if $x$ recruits among her followers a team which provides the skills required by $T$.

### 2.2 Global performance metrics

We now introduce two global indicators of performance. These indicators are solely for the purpose of evaluating performance from outside the system. Agents will use other indicators to adapt the
r, E structure.

First, we define task success rate, i.e. the long-time average ratio between the number of completed tasks (CT) and the number of tasks offered (Fig. ??):

\[ TSR = \frac{1}{t} \lim_{t \to \infty} \sum_{u \leq t} \frac{CT(u)}{\gamma} \]

Second, we would like to define a metrics that captures the idea that the skill supply of a leader, i.e. the total number of skills available to her, should not be too large on average. More specifically, the skill pool of a leader should not exceed too much the actual demand placed on her. Indeed, if it does, the surplus work supply should be better allocated to other parts of the network.

This is what we call the team waste rate, i.e. the long-time average ratio between the surplus team size and the actual task size. To that effect, given r and E, we first define \( M(x) \) as the size of the skill pool (the total number of skills) available to a leader \( x \):

\[ M(x) = 1 + \sum_{y \in N(x) \cap F} \frac{1}{d_1(y)} \]

Note that the formula above is always well-defined, by definition \( y \) has at least one neighbouring leader, namely \( x \), so that \( d_1(y) > 0 \).

We can also remark that followers that belong to the neighbourhoods of multiple leaders are shared evenly thanks to the discount factor \( 1/d_1(y) \) (one can imagine that they work part-time). The reason we add 1 is because \( x \) itself provides a skill.

Set \( M = \sum_{x \in L} M(x) \). It is easy to see that:

\[ M = N - |\{ y \in F \mid d_1(y) = 0 \}| \]

Hence \( M \) counts the complement of the number of ‘lonely’ followers - i.e followers who follow no leader. One can think of it, by analogy with ‘free energy’, as the ‘free work force’ - that which is actually recruitable in the current state of the system.

With this definition of skill supply in place, we can define our second metrics (also illustrated Fig. ??):

\[ TWR = \lim_{t \to \infty} \frac{1}{t} \sum_{u \leq t} \frac{M(u)}{\gamma |T|} - 1 \]

Note that \( \gamma |T| \) is the average skill demand, hence \( M/\gamma |T| \) is the ratio of total skill supply to mean total skill demand. The further away this ratio is from 1, the more leaders are wasteful in skill resources. In this sense, \( TWR \) is the long term value of wastefulness. For a fully centralised organisation, \( |L| = 1, M = N \), hence \( TWR = N/\gamma |T| - 1 \); again a measure of the excess of agents (skill supply) compared to the average skill demand.

We turn now to the core part of our model, namely the adaptive part of the dynamics.

## 3 Learn-and-adapt dynamics

To design an efficient adaptive strategy, we need first to specify what we want. Indeed, two problems should be addressed: (1) how many leaders (or teams) are required; (2) how do leaders adjust their teams.
Clearly, too many leaders lead to numerous small-size teams with an insufficient provision of skills, and, therefore, a low success rate. Too few leaders, on the other hand, will bring about large teams and a fragile network (Fig. ??).

In other words, the adaptive dynamics should drive towards states where: 1) (resilience) the typical skill pool of a leader is relatively small, i.e. \( M(x) \ll N \), while 2) (performance) remaining large enough for task completion, i.e. \( M(x) \geq \gamma |T|/|L| \).

Here we will realize the above constraints with the most decentralised state, where the task load \( \gamma |T|/|L| \) on a leader is kept minimal. That is to say, the adaptive dynamics will drive towards states where: 1) \( |L| = \gamma \) (meaning each leader receives on average one task per round), and 2) the skill pool of leaders is kept (somewhat) above their task load: \( M(x) \geq |T| \).

To achieve this, our agents need to be equipped first with local metrics.

### 3.1 Learning one’s role

For each leader \( x \), we define a load \( \lambda(x) \) which tracks the mean number of tasks taken by \( x \):

\[
\lambda(x) \leftarrow \alpha \lambda(x) + (1 - \alpha) \gamma(x, u)
\]

where \( \gamma(x, u) \) is the number of tasks taken by \( x \) at time \( u \), and \( \alpha \) is a discount parameter. The weighted moving average smooths out accidental fluctuations and highlights the trends. A smaller \( \alpha \) discounts the older observations faster, and a bigger one discounts them slowly. The load \( \lambda \) obtained through this simple update strategy is used to decide whether to expand or contract the population of leaders.

Say a leader is overloaded if \( \lambda > 1 \) (more than one task per team), and say it is underloaded if \( \lambda < 1 \) (less than one task per team). (Recall that we have chosen to target the most decentralised organisation.)

### 3.2 Adapting one’s role

Let \( 0 < p_r < 1 \) be a (small) real number. At the end of each round, overloaded leaders promote one of their followers (chosen uniformly at random) with probability \( p_r \min(\lambda - 1, 1) \) (initialised with load zero). Likewise, underloaded leaders demote themselves with probability \( p_r \min(1 - \lambda, 1) \) (Fig. ??). Note that the flipping behaviour is entirely distributed and based only on local information. The idea is that at stationary state, the state will be such that \( \lambda(x) \sim 1 \) for all \( x \), and the teams will receive one task each. The choice of \( \alpha, p_r \) allows one to balance out fluctuations. Typically \( \alpha = 0.01 \), and \( p_r = 1/N \) which guarantees that with high probability, there will be at most one change of role per round.

### 3.3 Learning one’s friends

We now need to drive leading agents to arrange their set of followers so that it has the right skill composition. For each leader \( x \), we define \( x \)’s composition target as an \( S \)-indexed vector \( \theta_x \). We think of \( \theta_x(s) \) as the number of team members with skill \( s \) which \( x \) is currently targeting. Recall that each round, \( x \) is allocated a list of tasks (Fig. 2) to handle. Let \( T \) be any of the tasks received by \( x \)

---

1As said in the introduction, large teams also come with higher costs of communication, cognition, management, etc. More reasons to keep away from them.
Figure 3: Changing roles: the evolution of roles is driven by the load estimate $\lambda(x)$: if $\lambda(x) \geq 1$, too many tasks are allocated to $x$’s team, and more leaders are required; if $\lambda(x) \leq 1$, $x$’s team is underloaded, and fewer leaders are required.

(supposing $x$ receives at least one). The task $T$ is also an $S$-indexed vector (with integer coordinates, aka multisets over $S$). Thus, one can define the current deviation at $x$ as the difference:

$$\epsilon_x = T - \theta_x$$

The idea is to use this deviation to update $x$’s target. Let $\eta_-$, $\eta_+$ small positive real numbers which will serve as our learning rates (analogous to $\alpha$ for role learning). For $s$ in $S$, given $T$, the $s$-component of $\theta_x$ is updated as follows:

$$\theta_x(s) \leftarrow \theta_x(s) + \eta_- [\epsilon_x(s)]_- + \eta_+[\epsilon_x(s)]_+ \tag{2}$$

where we have used the following notation: $[x]_+ = \max(0, x)$, and $[x]_- = \min(0, x)$.

In words: when $\theta_x(s)$ is above $T(s)$ (equivalently when $\epsilon_x(s) \leq 0$), then $x$ decreases its target by $\eta_- \epsilon_x(s)$. Conversely, when $\theta_x(s)$ is below $T(s)$ (equivalently when $\epsilon_x(s) \geq 0$), then $x$ increases its target by $\eta_+ \epsilon_x(s)$.

It is important to note that there is an asymmetry in the problem at hand. When $T$’s demand is below $x$’s supply, $T$ is completed, and the worst that can happen is that $x$’s team is oversized. On the other hand, when $T$’s demand exceeds $x$’s supply, then $T$ cannot be ‘somewhat’ completed, it is a complete failure. Thus a parameterisation where $\eta_- \leq \eta_+$ (meaning $\theta_x$ gets kicked harder when below target, than when above target) seems reasonable. Indeed, it will implement a risk-averse strategy (???). The bigger the ratio $\eta_- / \eta_+$, the larger the surplus of skill supply. The dependence of the performance of the system on this choice is studied in the next Section under simple assumptions.

3.4 Adapting one’s friends

For connectivity adaptation, we opt for triangle rewiring (aka edge rotation) where an agent $x$ disconnects from one neighbour $y$ to connect to a neighbour $z$ of $y$ which is not already a neighbour of $x$ (??). We call such a triple $x$, $y$, $z$ a redex. Note that if $x$, $y$, $z$ is a redex in graph $G$, so is $z$, $x$, $y$ in the transformed graph $G'$. The rotation is fully reversible.
This class of transformations has three interesting properties: (i) it preserves the number of edges, (ii) it preserves connectedness, and (iii) it is ergodic in the sense that any two connected graphs on the same set of vertices can be related by a series of such rewirings.

![Diagram showing triangle rewiring between graphs G and G']

Figure 4: Changing friends: agents can change friends by triangle rewiring; the probability of a rewiring is determined by the incurred change of energy (see next Subsection).

Let $0 < p_E < 1$ be a (small) real number, and let $E$ be an energy function from states to the real numbers. At the end of each round, for each leader $x$, with probability $p_E$, a candidate redex $x, y, z$ is chosen uniformly at random (if any), and the corresponding rotation is performed with probability $\min(1, \exp(-\beta \Delta E))$ with $\beta > 0$ an “inverse temperature” parameter. The energy difference $\Delta E$ is the difference of the energy after and before rewiring the redex.

This probabilistic rewiring is an example of Metropolis algorithm (?) on graphs. Such indirect definitions of rewiring dynamics were investigated recently for generic graph-rewriting (?). Of course, in our application, everything hinges on the choice of a good energy function. This is what we need to define now.

### 3.5 Rewiring energy

Let $\phi_x$ be the $S$-vector describing the current skill supply available to $x$; that is to say, for $s$ in $S$, $\phi_x(s)$ is the number of $x$ followers with skill $s$. Its is important not to confuse $\phi_x$, $x$’s actual skill supply, with $\theta_x$, $x$’s desired skill supply. One can think of $|\phi_x - \theta_x|$ as the tension perceived by agent $x$. Accordingly, we will engineer an energy landscape which favours edge rotations that most reduce this difference.

For $x$ a leader agent, we set its local energy to be:

$$E_x = \sum_{s \in S} \exp(\theta_x(s) - \phi_x(s))$$  \hspace{1cm} (3)

Then the global energy is just $E = \sum_{x \in L} E_x$. 
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A point worth noting is that the energy local to a leader is computable with only local information: $\theta_x$ is directly part of the agent state, and $\phi_x$ can be obtained from its immediate neighbourhood. As a consequence, the energy (and thus probability) of a rotation step can be computed entirely based on local information. This justifies our claim of having defined a distributed learn-and-adapt process.

Using this non-linear form of energy, will lead by energy minimisation to balancing the distribution of skills within the network. The network energy will decrease more when the required skills are attached to the more “needy” agents. In addition, this definition of energy also makes it possible for skills from “rich” agents to be transferred to “needy” ones. By generic Metropolis properties, and assuming that roles do not change any more, and neither do the target vectors $\theta_x$ (ie the agents stop learning), we know that the rewiring process will converge to a probabilistic steady state where $p(G)$ is proportional to $\exp(-\beta E(G))$ for any $G$ reachable from the initial state via rotations as defined in Fig. ??.

3.6 Algorithm

We can now summarise our full distributed algorithm. We start from a connected random network with one arbitrary leader agent, and iterate ad libitum the following round. The ‘role change’ and ‘edge rotation’ probabilities are defined above and depend respectively on learned parameters $\lambda_x$ and $\theta_x$.

Algorithm 1 learn-and-adapt

<table>
<thead>
<tr>
<th>Require: initial state $r$, $E$, $\lambda$, $\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $t \leftarrow 0$</td>
</tr>
<tr>
<td>2: while $t &lt; t_{\text{max}}$ do</td>
</tr>
<tr>
<td>3: $t \leftarrow t + 1$</td>
</tr>
<tr>
<td>4: distribute tasks to leaders evenly uniformly</td>
</tr>
<tr>
<td>5: for $x$ in $L$ do</td>
</tr>
<tr>
<td>6: update $\lambda_x$ and $\theta_x$</td>
</tr>
<tr>
<td>7: with probability $p_r(\lambda_x)$ try role change</td>
</tr>
<tr>
<td>8: end for</td>
</tr>
<tr>
<td>9: for $x$ in $L$ do</td>
</tr>
<tr>
<td>10: pick uniformly a redex $x$, $y$, $z$ (if any)</td>
</tr>
<tr>
<td>11: with probability $p_E(\theta_x)$ try edge rotation</td>
</tr>
<tr>
<td>12: end for</td>
</tr>
<tr>
<td>13: end while</td>
</tr>
</tbody>
</table>

4 Calculations

In this section, we analyse the effects of our learn-and-adapt framework on the network structure and the global organisation performance by some mathematical calculations.

We write $k$ for the number of skill types: $k = |S|$.

To make our problem amenable to (approximate) hand calculations, we suppose: 1) that the tasks generated all have the same size $n$, and 2) that they are distributed according to a multinomial distribution with parameters $p_s$ for $s$ in $S$ (with $n$ trials over $k$ categories).
Hence one sees that the central limit theorem provides a good approximation for the steady state value of $\theta$ in the interval $0 \leq \theta < \infty$. It amounts to saying that the steady state value of $\theta$ in the interval $0 \leq \theta < \infty$ does not depend on the initial parameters $n$ and $\sigma^2$. Thanks to our rescaling, the solution does not depend on the initial parameters $n$ and $\sigma^2$.

For $s$ in $S$, $x$ in $L$, recall that we have defined the $s$-component of the deviation as the random variable $\epsilon_s = T(s) - \theta(s)$ (we no longer write the more correct $\epsilon_x$, and $\theta_x$ to keep notations lighter).

Hence, at stationary state:

$$\epsilon_s \sim \sqrt{n} \mathcal{N}(0, \sigma_s^2) + np_s - \theta^*(s) \sim \mathcal{N}(np_s - \theta^*(s), n\sigma_s^2)$$

where $\theta^*(s)$ is the stationary value of $x$’s target $\theta(s)$, and the approximate probability density function (pdf) can be computed as:

$$p_{\epsilon_s} = \frac{1}{\sqrt{2\pi n\sigma_s^2}} e^{-\frac{(\epsilon_s - np_s + \theta^*(s))^2}{2n\sigma_s^2}}$$

Stationarity for $\theta^*(s)$ means that the average kick-up and kick-down cancel out:

$$\eta_+ \int_0^{+\infty} \epsilon_s p_{\epsilon_s} d\epsilon_s = \eta_- \int_{-\infty}^0 -\epsilon_s p_{\epsilon_s} d\epsilon_s$$

Using integration by parts, we can rewrite this stationarity constraint as:

$$np_s - \theta^*(s) - \eta_+ (\eta_+ - \eta_-) \Phi \left( \frac{np_s - \theta^*(s)}{\sigma_s \sqrt{n}} \right) = (\eta_+ - \eta_-) \frac{1}{\sqrt{2\pi}} e^{-\frac{(np_s - \theta^*(s))^2}{2n\sigma_s^2}}$$

where $\Phi(x)$ is the cumulative distribution function of the normal distribution. And with the change of variable below to rescale $\theta^*(s)$, the stationarity constraint becomes:

$$a = \left( \frac{\theta^*(s) - np_s}{\sigma_s \sqrt{n}} \right) \left( \frac{\eta_+ - \eta_-}{\eta_+ - \eta_-} - \Phi(a) \right) = \frac{1}{\sqrt{2\pi}} e^{-\frac{a^2}{2}}$$

It is easy to see that there is a unique $a$ which verifies this equation. We will call $a^*$ this unique solution. Thanks to our rescaling, the solution does not depend on the initial parameters $n$, $p_s$, $\sigma_s$. In fact, $a^*$ only depends on the ‘kick ratio’ $\eta_+ / \eta_-$. Fig. ?? plots $a^*$ for various values of the ratio in the interval $1 \leq \eta_- / \eta_+ < 1$.

One can also prove that $a > 0$ if and only if $\eta_+ > \eta_- > 0$. This has a direct intuitive interpretation. It amounts to saying that the steady state value of $\theta(s)$ will be above the average number of occurrences of $s$, in a task, namely $np_s$, if and only if $x$ kicks harder up than down.

Returning to the definition of $a$:

$$\frac{\theta^*(s)}{n} = p_s + a^* \frac{\sigma_s}{\sqrt{n}}$$

Hence one sees that $\frac{\theta^*(s)}{n}$ decreases and converges monotonically to $p_s$ as 1) $a^*$ decreases, 2) $n$ increases, or 3) the skill variance decreases.
4.1 The uniform case

If, in addition, we suppose \( p_s = 1/k \), that is to say all skills are equally represented in the monomial, we can aggregate all skills, and define \( \theta^* = \sum_{s \in S} \theta^*(s) \). Then, Eq. ?? gives:

\[
\frac{\theta^*}{n} \sim 1 + a^* \frac{\sum_s \sigma_s}{\sqrt{n}} = 1 + a^* \frac{\sqrt{k-1}}{\sqrt{n}}
\]

Suppose further that the team skill supply of a leader, \( \phi_x(s) \), matches \( x \)'s target \( \theta_x \) (through network adaptation) at stationary state. That is to say, suppose \( \phi_x^*(s) \sim \theta_x^*(s) \). Again we can aggregate skills and define \( \phi_x^* = \sum_s \phi_x^*(s) \). Assuming there are exactly \( \gamma \) leaders, we can approximate the team waste rate as:

\[
TWR = \sum_{x \in L} \frac{\phi_x^*}{\sqrt{n}} \sim \frac{a^*}{n} - 1 \sim \frac{a^*}{n} - 1
\]

which gives (by plugging the equation right before):

\[
TWR \sim \frac{a^* \sqrt{k-1}}{\sqrt{n}}
\]  \[ (5) \]

We will see in the next Section that these approximations are quite accurate.

4.2 Larger skill set decreases the task completion

Given a task \( T \), for a team to complete it, one must have \( \phi^*(s) \geq T(s) \). Hence, still assuming \( \phi_x^* \sim \theta_x^* \) at steady state, one needs for each \( s \) in \( S \):

\[
np_s + a^* \sigma_s \sqrt{n} \geq np_s + \sqrt{n} N(0, \sigma_s^2)
\]
The probability of this event of excess supply happening is by definition of $\Phi$:

$$p(\phi^*_x(s) \geq T(s)) = \Phi_{0,\sigma^2}(a^*\sigma_s)$$

Hence the favourable event where the task can be completed can be approximated by:

$$\prod_{s \in S} p(\phi^*_x(s) \geq T(s)) = \prod_{s=1}^k \Phi_{0,\sigma^2}(a^*\sigma_s)$$

When skills are picked uniformly, this leads to an approximation of the task success rate:

$$TSR \simeq \Phi_{0,\sigma^2}(a^*\sigma)^k \simeq \left(\frac{1}{2} + \frac{1}{2}\text{erf}\left(\frac{a^*}{\sqrt{2}}\right)\right)^k$$

(6)

where $\text{erf}(x)$ is the so-called error function.

It is interesting to observe that, for a given $a^*$, the probability for task completion decreases exponentially with $k$, the size of skill set, but does not depend on the task size $n$. Skill diversity may damage the performance, but skill quantity does not.

5 Numerical Simulations

This section presents a series of numerical simulations to verify the above calculations. Several important observables are captured during the process of network evolution and adaptation, such as leader’s internal targets $\theta$, skill supply $\phi$, and overall performance using $TSR$ and $TWR$. Simulations use a random connected network with $N = 500$ agents and an average degree $\langle d \rangle = 4$ (ultimately, by ergodicity of edge rotation, only the initial number of nodes and edges matter). At each step, $\gamma$ tasks are introduced into the network. Role and edge changes both use the same probability $p_r = p_E = 0.002$. Such low values reflect the fact that the adaptation module should have a slow time scale relative to the learning one. The kick-up learning rate is $\eta^+ = 0.01$ and the kick-down rate $\eta^-$ ranges in $\{0.001, 0.002, \ldots, 0.009, 0.01\}$. The whole simulation lasts $10^5$ steps and follows Algorithm 1 (empirically the simulation reaches steady state an order of magnitude faster - see for instance Figs. ?? and ?? for the time scale of adaptation of team size).

5.1 Baseline

In this part, we have the size of the task $n = |T| = 100$ and the number of tasks introduced at each step is $\gamma = 4$, so that $\gamma|T| < N$. The size of skill set is $k = 2$ and each skill is selected with same probability $p_i = 0.5$. We run the distributed learn-and-adapt framework described above and the ratio of learning rates is $\eta^-/\eta^+ = 0.1$. At stationary state, we have the snapshot of network in Figure ?? (left panel), where 4 evident hubs are obtained indicating the leaders. The red and blue nodes indicate the two different skills, which are uniformly assigned to the agents at random.

The numerical and analytical values for $\theta^*/n$ under varying $\eta^-/\eta^+$ are presented in Fig. ?? (right panel). As one can see, the simulation results match the analytical solutions of the preceding Section closely.
Figure 6: For a kick ratio $\eta_-/\eta_+ = 0.1$, a snapshot of the connectivity structure is shown. We have set $N = 500$ and $\langle d \rangle = 4$. As $\eta_-/\eta_+$ increases, the numerical and analytical values for $\theta^*/n$ at stationary state are presented in the right panel. The other parameter simulations are $\gamma = 4$, $n = |T| = 100$, and $k = 2$ (skills are indicated in red and blue colours). The self-organized convergence to four leaders reflect the design of the learning procedure.

5.2 The evolution of teams

With $n = |T| = 100$, $\gamma = 4$ and $k = 2$, Fig. ?? displays the evolution of the average team size when the ratio $\eta_-/\eta_+$ varies. Ideally, the size of a team should be about equal to the size of a task $n$ at stationary state. Considering the uncertainty in task demand, however, some surplus skill suppliers are necessary. In particular, we find an evident gap between team supply and task demand for values of $\eta_-/\eta_+$ that are too low.

Fig. ?? displays the dynamics of the task success rate. Clearly, when the ratio $\eta_-/\eta_+$ is smaller, team supply is bigger, and task success rate is higher; on the contrary, when the ratio $\eta_-/\eta_+$ is bigger, team size is close to task size gradually and task success rate drops very low. There is a trade-off between wastefulness ($TWR$) and success in completion ($TSR$), where higher completion performance usually comes along with bigger resource wastefulness. Note that our system can reach stationary state in a quite quick manner.

5.3 Increasing the number of edges

As said, too many edges might lead to higher communication cost when forming teams but this is not visible in our model. What one can clearly see however is that too few edges fragment the states. The task success rate ($TSR$) changes with the increase of the initial (and conserved) number of edges (Fig. ??). Simulations are run on an Erdos-Renyi random network, with $N = 500$, $|E| = (N^2)/2$ for various values of $p$ the probability to connect any two nodes. The abrupt transition in performance arises at $|E| \approx N$ and corresponds to the transition in connectivity in the underlying (initial) random graph (??).
Figure 7: The changes of average team size depend on $\eta_-/\eta_+$. As $\eta_-/\eta_+$ increases, typical team size becomes smaller as leader targets $\theta$ shrink. Accordingly the difference between the two curves diminishes as $\eta_-/\eta_+$ gets closer to 1.

5.4 Node failures

In the centralised case, there is only one leader followed by everyone. This unique leader must solve all the tasks by providing the required skills. This strategy is optimal in terms of TSR, but it deteriorates in the presence of node failures.

Starting from an initial network, which is connected and random with $N = 500$ and $\langle d \rangle = 4$, ...
Figure 8: Task success rate (TSR) changes with the evolution of network for different \( \eta_-/\eta_+ \). A higher task completion is obtained when \( \eta_-/\eta_+ \) is smaller, where team supply exceeds typical task demand. With the increase of \( \eta_-/\eta_+ \), the TSR drops sharply.

we implement the centralised and decentralised leader-follower model respectively. In this situation, \( \gamma = 4 \) tasks are introduced at each round, each of which has size \( n = |T| = 100 \). We set node failures to occur with a low frequency (here, a small probability \( p_f = 0.0001 \)). A node is selected to fail with a probability proportional to its degree. As shown Fig. ??, and perhaps unsurprisingly, the centralised network is very fragile because of its single point of failure. Its performance collapses
abruptly when the hub is turned in to a follower. However, in the case of a decentralised mechanism, the overall performance is more resilient. Note that there are more visible drops in the decentralised case (10 on average for a total of $10^5$ steps). This reflects the fact that in the centralised case, half of the failures concern followers and are imperceptible. Centralised drops are more rare, but much more detrimental to the overall performance.

5.5 The influence of task source

In this part, we consider the above case as a baseline and investigate the impact of the key parameters: $k$ the size of the skill set $S$, the task size $n$, and the kick ratio $\eta_-/\eta_+$. In Fig. 9, we plot the team waste rate ($TWR$) and task success rate ($TSR$) for various cases. The baseline case is in the upper row ($\gamma = 4$, $n = |T| = 100$ and $k = 2$); the case of a larger skill set is in the middle row ($\gamma = 4$, $n = |T| = 100$ and $k = 4$); and, the case of increasing task sizes is

Figure 9: For kick ratio $\eta_-/\eta_+ = 0.1$, we track success rate ($TSR$) as the number of edges increases. In the simulations, $\gamma = 4$ tasks are created at each step, and the size of each task is $n = |T| = 100$. The skill set has size $k = 2$, and skills are allocated to agents uniformly.
in the lower row ($\gamma = 1$, $n = |T| = 400$ and $k = 2$).

At stationary state, the resource wastefulness ($TWR$) is higher when the skill set increases, especially so for small $\eta_-/\eta_+$. This phenomenon can be explained by Eq. ??, where team waste rate is associated with both task size (inversely proportional to $\sqrt{|T|}$) and skill set size (proportional to $\sqrt{k-1}$). The probability for task completion ($TSR$) is sharply reduced as the size of skill set (namely $k$) increases, which is also well explained by Eq. ?? As for the case of increasing the task size, $TWR$ decreases, but the $TSR$ remains the same as the baseline’s, whence one sees that task completion indeed is independent of task size.

5.6 Dynamical environments

Considering the dynamics of task requirements in real world, an intelligent and robust distributed algorithm is able to detect those changes and react to them quickly. The adaptive network mechanism explored in this paper enables leader agents to aggregate historical information and adjust the internal targets continuously to keep up with the task requirements. To see this in action, we set up a simulation where we start from the baseline settings with $k = 2$, $|T| = 100$ and $\gamma = 4$. We then change task requirements during the course of the evolution of the system, by stepping up and down $|T|$. Fig. ?? shows the result of this extended adaptation experiment.
5.7 Selfish agents

When the agents in the system are selfish, some agents in a team are cooperators and some are cheaters. When doing the task in a team, each member has a probability $p_c$ to be a cheater. A cooperator provides the equipped skill to do the task with a cost of $c$, and the cheater is a free-rider and pays nothing. When the task is successfully accomplished, every agent in the corresponding team can gain a benefit of $b$. In short, the payoff of an agent can be computed through:

$$\Pi = \begin{pmatrix} \text{success} & \text{unsuccess} \\ \text{cooperator} & b - c & -c \\ \text{cheater} & b & 0 \end{pmatrix}$$

With a given $b = 10$, Fig. ?? displays the task success rate (TSR) and average agent payoff at stationary state.

6 Conclusion

This paper incorporates state evolution, structure adaptation and distributed learning into adaptive networks, for high-performance and resilient agent coordination. Through continuous learning, a series of local adjustments reshape the roles of agents and their connectivity.

Key to the overall performance, is a dynamic division of labour between leaders and followers. This local form of order avoid locks caused by insufficient or unreachable resources. To reach an efficient configuration, a risk-averse learning mechanism is strapped on the leaders so that they continuously refresh the picture of the local structure they are targetting, and seek to attain by rewiring their neighbourhoods. For radical changes in patterns of demand, leaders also track their loads and are able to demote themselves or promote neighbours as the case may occur. The ratio of target learning rates $\eta_-/\eta_+$, the probabilities of adaptation, together with the task size, and the number of different skill types, have an influence on both team wastefulness (over-accumulation of followers) and task completion rates.

Increasing the number of skill types decreases the organisation performance. A diverse demand in skills seem to require larger assemblies to be dealt with well. A situation familiar to people living in small groups. In contrast, increasing the typical size of a task will lead to more efficient teams with smaller resource waste rate. Our self-organizing decentralised method, where no one exerts global control, does not know a priori about the type of skill demand it is going to face. As a result, it works well in a dynamical environment while incurring a relatively low loss of performance compared to a centralised solution.

In the real world, more and more systems are open to new incoming agents and built by largely interdependent components, who are supposed to manage and adapt their relationships with others intelligently based on local and historical information. Elaborations of our simple distributed learn-and-adapt model might be useful in these more complicated settings. One limitation, is that our agents are cooperative. There are many situations in organisations where this is not the case. A line of research we feel would be worth pursuing, would be to take self-interested agents (?) into consideration, and integrate to the design of the learn-and-adapt model elements of game theory and incentives to handle these more realistic situations.
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Figure 11: Organisation performance (at steady state) changes as the learning ratio $\eta_-/\eta_+$ increases. Baseline case (upper), increasing skill set (middle) and increasing task size (lower).
Figure 12: Team size follows dynamic changes in skill demand. The upper row shows changes in task size along the simulation. The middle row shows the number of leaders. The lower row shows the corresponding changes in actual team size. We use a ratio of learning rates $\eta_-/\eta_+ = 0.1$ and a size of skill set $k = 2$. Three snapshots show the radical reorganisation of the system under changing demand.
Figure 13: Task success rate and average agent payoff at stationary state with the change of cost $c$ and probability to cheat $p_c$. A higher payoff is obtained when $c$ and $p_c$ are smaller. As for the TSR, it is dependent on the probability to cheat and the ratio of learning rates $\eta_- / \eta_+$. 
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