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Abstract—In the context of the Spot World Heritage (SWH) initiative, the long term archive of Spot 1 to 5 satellite data will be reprocessed. This initiative gives the opportunity to increase Spot data quality and production efficiency with the introduction of new state-of-the-art processing methods. In this context, we consider the Spot 5 Supermode processing chain and the introduction of a new denoising method. Our objective is to propose the best denoising method in terms of efficiency and accuracy for the Spot 5 Supermode data production. We report two experimentations that lead to the choice of the Non Local Bayes (NLB) denoising method; it is fast, accurate and remains stable in terms of efficiency and quality for different landscapes and image sizes. We also introduce two optimized versions of the NLB algorithm that increase the computation efficiency by a factor up to 4.
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I. INTRODUCTION

Spot World Heritage (SWH) is an initiative of the French Spatial Agency (CNES) and aims to preserve and promote Spot 1 to 5 archives by providing new enhanced products to users. Over the last 30 years, Spot 1 to 5 satellites have collected more than 25 million images over the world [1]. The SWH initiative will use Big Data technologies for processing, storage and management of the huge volume of data. First products are expected in 2018, and all the Spot 1 to 5 collection will be available before 2020. These new Spot products will provide a past extension for Sentinel-2 time series and will increase application opportunities.

This initiative has two main objectives. First, the long-term archive of Spot 1 to 5 satellite data will be reprocessed and provided to users at Level 1A, i.e. basic radiometric correction and preliminary cloud cover estimation. The second objective is to enhance L1A products to match with ESA Sentinel-2 standards with the introduction of two new processing levels for Spot data: L1B (geometric corrections with use of Sentinel-2 Global Reference Images and Digital Elevation Model, and enhanced radiometric corrections) and L1C (ortho-rectification and tiling according to the Sentinel-2 global reference). If these methods and processing chains are well known and validated, the SWH initiative is also an opportunity to increase data quality and production efficiency with the introduction of new state-of-the-art processing methods.

In this context, we consider the Spot 5 Supermode processing chain [2] which is used to create a super-resolution image (2.5 meter resolution) from two simultaneous Spot 5 panchromatic acquisitions (5 meter resolution). A quincunx resampling is applied to combine these two images to obtain a 2.5-meter image. This resampling produces blur and noisy images due to high spatial frequencies, thus a linear deconvolution is applied for deblurring. With the current Spot 5 Supermode product, noise is still present but, hopefully, this noise is well known and has a signal dependent variance. A simple variance stabilization operation [3] can be used to transform this noise model to a zero-mean Gaussian noise i.e. white noise. In the early 2000s, during the development of the Spot 5 ground segment, there was no effective and accurate enough denoising method which could be deployed in a data production system. Since then, new denoising methods have emerged to remove efficiently and accurately white-noise in optical satellite images.

From our previous work on denoising Pléiades satellite imagery [4] and an exhaustive denoising method taxonomy [5][6], we have identified five state-of-the-art denoising methods: Non Local Means (NLM) [7], Non Local Bayes (NLB) [8], Bayes Least Squares Gaussian Scale Mixture (BLS-GSM) [9], Block-Matching and 3D filtering (BM3D) [10], and KSingular Value Decomposition (K-SVD) [11]. In addition to these methods, we also present an optimized version of the Non Local Bayes method used for Pléiades VHR images [12] with the introduction of new techniques to reduce statistical overestimations and thus to increase efficiency.

Our objective is to experiment and choose the best denoising method in terms of efficiency and accuracy with applications to the Spot 5 Supermode data production.

II. STATE-OF-THE-ART DE NOISING METHODS APPLIED TO SPOT 5 SUPERMODE

In this section, we present two experiments to choose the best denoising method in terms of efficiency and accuracy for Spot 5 Supermode products.
A. Experimentation context

Five datasets have been used for the experimentations: three full Spot 5 Supermode datasets over Istanbul (Turkey), Los Angeles (USA), and Paris (France) and two smaller representative datasets extracted from the Istanbul full one (see Fig. 1). These two small datasets contain specific landscapes. The first one, called “Istanbul town”, is centered over the city of Istanbul and mainly contains urban areas. The second one, called “Black sea”, is centered over the sea surface and mostly contains wave textures (see Fig. 2).

1) Method implementations: Implementations and optimal parameterizations have been extracted from the IPOL database (www.ipol.im) and are noted NLB [13], NLM [14], BLS-GSM [15], BM3D [16] and K-SVD [17].

2) Architecture: For the experimentations, we have used a High Performance Computing (HPC) platform based on Lenovo NX360m5 with Intel Xeon E5-2650 v4 (2.2-2.9GHz) processors, 128 GB RAM, CentOS 7.2 / Gdal 2.1.1 / Fftw 3.3.4 / GCC 4.8.2, and managed with PBS pro v13. We have restricted this architecture to a single-core execution in order to evaluate the efficiency per core.

3) Evaluation measures: We evaluate the results with two quantitative measures: the well-known Peak Signal-to-Noise Ratio (PSNR) and the number of pixels denoised per second. The PSNR is used as a distortion measure that quantifies reconstruction quality between a denoised image and a reference one. The number of pixels denoised per second is used to measure efficiency and only reflects the performance of the algorithm core, without any IO nor non-denoising operations.

4) Experiment protocol: As a noise-free reference is unknown in real data production, we use a specific experiment protocol. First, we consider a denoised image as reference which has been selected as the best result by a panel of photo-interpret experts. This reference image is then corrupted through artificial introduction of white noise ($\sigma^2 = 1$). Each experiment is repeated ten times to avoid negative influence from the random noise simulation. Finally, we evaluate each result and summarize them by computing mean and standard deviation of both the PSNR and the number of pixels denoised per second.

B. Experiment 1: comparison of state-of-the-art denoising methods

For the first experimentation, we consider images with different sizes extracted from the two small datasets as illustrated in Fig. 2. Starting from the upper left corner, image size grows from 32 by 32 pixels to 4096 by 4096 pixels. This growing experimentation is used to evaluate the consistency of denoising method results over various image sizes. PSNR and number of pixels denoised per second results are presented in Fig. 3.

As far as PSNR is concerned and for the “Istanbul town” dataset (see Fig. 3 (a)), NLB and K-SVD are the best methods followed by BM3D. BLS-GSM fails to produce correct results for large images. NLM is the worst and is not accurate as it has similar PSNR values than the noisy image. For the “Black Sea” dataset (see Fig. 3 (b)), K-SVD, NLB and BM3D are the best methods. NLM is far behind and BLS-GSM produces the best results for small image sizes but then PSNR value drastically decreases when image size increases.

If we compare the number of pixels denoised per second, we can observe that for the “Istanbul town” dataset (see Fig. 3 (c)), NLB and NLM are the quickest; BLS-GSM and BM3D are about 2 times slower and K-SVD is 5 times slower. For the “Black sea” dataset (see Fig. 3 (d)), results are quite similar except for K-SVD, which is slower than NLB and NLM but closer. BLS-GSM and BM3D are the slowest. The difference for K-SVD results between the two datasets is explained by the nature of the datasets and the method category. K-SVD is a
dictionary based method; which means that the more complex the image content is, the longer is the training.

In conclusion of the state-of-the-art denoising method comparison for both datasets, we have observed that NLB and K-SVD are the best methods in terms of PSNR. We have also observed that NLB and NLM are the most efficient. Thus, the Non-Local Bayes method appears to be the best compromise; it is fast, accurate and remains stable in terms of efficiency and quality for different landscapes and image sizes. Please also note that for full scene size (24K by 24K pixels), BM3D, K-SVD and BLS-GSM implementations fail to produce a result, even with the use of image splitting techniques.

C. Experiment 2: efficiency optimization for the Non Local Bayes denoising method

In the second experimentation, we compare the original NLB method with an optimized version that we previously introduced and experimented on Pléiades images [12]. This optimization consists in the addition of a new parameter used to reduce the number of statistical estimations made by the NLB algorithm. In the following, we present two parameterizations of this new optimized NLB. The first version, called “NLB Opt”, reduces by half the number of estimations while the second one, called “NLB Opt Fast”, reduces this number to its minimum while preserving statistical significance (requirement for the application of the law of large numbers).

In the Tab. I, we present the denoising results for the two small datasets for a fixed size of 4096 by 4096 pixels. We can observe that “NLB Opt” PSNR results are very close to the classic NLB but this new version is about 1.5 time quicker. The second version, “NLB Opt Fast”, is less accurate than the classic NLB but still equivalent or better in terms of PSNR than other state-of-the-art denoising methods. However, the speed gain by using “NLB Opt Fast” is important compared to other methods. For example, “NLB Opt Fast” is 4 times quicker than classic NLB for the three full images.

Conclusions are similar when considering full datasets (24K by 24K pixels). In Tab. II, we can observe that “NLB Opt” and “NLB Opt Fast” are respectively 1.5 and 4 times quicker than classic NLB.

III. CONCLUSION AND PERSPECTIVES

As part of the SWH initiative, the number of Spot 5 Supermode products to be denoised is up to 415K. In this context, the Non Local Bayes (NLB) denoising method is the best choice as it is efficient and accurate. We also experiment two optimized versions of the NLB algorithm, called “NLB Opt” and “NLB Opt Fast”, which increases the efficiency by

---

**Fig. 3.** Comparison of the state-of-the-art denoising results for the two datasets “Istanbul town” (a, c) and “Black sea” (b, d). Experimentation is made using variable image size from 32 by 32 to 4096 by 4096 pixels. Each result is expressed as the mean and the standard deviation for 10 white-noise ($\sigma^2 = 1$) simulations of the PSNR (a, b) and the number of pixels denoised per second (c, d).
a factor up to 4. With a production system of 2K processing cores, it will take 27 days for all Spot 5 Supermode product denoising with classic NLB. This processing time could be reduced to respectively 18 and 6 days with the two optimized versions, respectively “NLB Opt” and “NLB Opt Fast”. As a research perspective, we will also evaluate the denoising impact on further applications like Digital Terrain Model (DTM) generation or Land Cover Mapping.

ACKNOWLEDGMENT

We would like to thank the French Spatial Agency (CNES) for Spot images providing and computation facilities. This work is partially founded by CNES postdoctoral grant.

REFERENCES


**TABLE I**

Comparison of five representative state-of-the-art denoising methods and two optimized versions of the NLB method for two small datasets (4096 by 4096 pixels). Each experiment is expressed as the mean and the standard deviation of the denoising results for 10 white-noise ($\sigma^2 = 1$) simulations.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR(dB)</th>
<th>Pixels.s-1</th>
<th>PSNR(dB)</th>
<th>Pixels.s-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLS-GSM</td>
<td>37.11 ± 0.00</td>
<td>24733 ± 131</td>
<td>49.62 ± 0.00</td>
<td>25084 ± 182</td>
</tr>
<tr>
<td>BM3D</td>
<td>50.11 ± 0.00</td>
<td>27817 ± 112</td>
<td>52.29 ± 0.00</td>
<td>26524 ± 52</td>
</tr>
<tr>
<td>K-SVD</td>
<td>50.65 ± 0.00</td>
<td>11640 ± 254</td>
<td>52.45 ± 0.01</td>
<td>30766 ± 334</td>
</tr>
<tr>
<td>NLB</td>
<td>50.72 ± 0.00</td>
<td>53932 ± 296</td>
<td>52.35 ± 0.00</td>
<td>45924 ± 146</td>
</tr>
<tr>
<td>NLM</td>
<td>48.14 ± 0.00</td>
<td>47918 ± 429</td>
<td>50.68 ± 0.00</td>
<td>42302 ± 251</td>
</tr>
<tr>
<td>NLB opt</td>
<td>50.70 ± 0.00</td>
<td>77325 ± 217</td>
<td>52.32 ± 0.00</td>
<td>71422 ± 240</td>
</tr>
<tr>
<td>NLB opt fast</td>
<td>50.62 ± 0.00</td>
<td>214597 ± 1327</td>
<td>52.15 ± 0.00</td>
<td>235867 ± 2658</td>
</tr>
</tbody>
</table>

**TABLE II**

Comparison of results for NLB and its optimized versions “NLB Opt” and “NLB Opt Fast” for the 3 full datasets (24K by 24K pixels). Each experiment is expressed as the mean and the standard deviation of the denoising results for 10 white-noise ($\sigma^2 = 1$) simulations.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR(dB)</th>
<th>Pixels.s-1</th>
<th>Accel.</th>
<th>PSNR(dB)</th>
<th>Pixels.s-1</th>
<th>Accel.</th>
<th>PSNR(dB)</th>
<th>Pixels.s-1</th>
<th>Accel.</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLB base</td>
<td>52.37 ± 0.00</td>
<td>48858 ± 86</td>
<td>86</td>
<td>51.45 ± 0.00</td>
<td>53547 ± 75</td>
<td>53.50 ± 0.00</td>
<td>51100 ± 67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NLB Opt</td>
<td>52.36 ± 0.00</td>
<td>75986 ± 148</td>
<td>1.56</td>
<td>51.43 ± 0.00</td>
<td>77942 ± 188</td>
<td>1.46</td>
<td>53.44 ± 0.00</td>
<td>64051 ± 105</td>
<td>1.25</td>
</tr>
<tr>
<td>NLB Opt fast</td>
<td>52.22 ± 0.00</td>
<td>224309 ± 368</td>
<td>4.59</td>
<td>51.34 ± 0.00</td>
<td>217097 ± 334</td>
<td>4.05</td>
<td>53.25 ± 0.00</td>
<td>227375 ± 157</td>
<td>4.45</td>
</tr>
</tbody>
</table>