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Abstract—The correntropy provides a robust criterion for outlier-insensitive machine learning, and its maximization has been increasingly investigated in signal and image processing. In this paper, we investigate the problem of unmixing hyperspectral images, namely decomposing each pixel/spectrum of a given image as a linear combination of other pixels/spectra called endmembers. The coefficients of the combination need to be estimated subject to the nonnegativity and the sum-to-one constraints. In practice, some spectral bands suffer from low signal-to-noise ratio due to acquisition noise and atmospheric effects, thus requiring robust techniques for the unmixing problem. In this work, we cast the unmixing problem as the maximization of a correntropy criterion, and provide a relevant solution using the alternating direction method of multipliers (ADMM) method. Finally, the relevance of the proposed approach is validated on synthetic and real hyperspectral images, demonstrating that the correntropy-based unmixing is robust to outlier bands.

Index Terms—Correntropy, maximum correntropy estimation, alternating direction method of multipliers, hyperspectral image, unmixing problem.

I. INTRODUCTION

Spectral unmixing is an essential issue in many disciplines, including machine learning and signal/image processing, with a wide range of applications, such as classification, segmentation, material identification and target detection. Typically, a hyperspectral image corresponds to a scene taken at many continuous and narrow bands across a certain wavelength range; namely, each pixel is a spectrum. Assuming that each spectrum is a mixture of several pure materials, the unmixing problem consists in identifying these pure materials (the so-called endmembers) and estimating their proportions (the so-called abundances) at each pixel [1]. While the endmember extraction is relatively easy from geometry (see [2] and references therein), the abundance estimation is still an open problem. Indeed, the abundances can be estimated using least-squares methods, geometric approaches [3], [2], or by including nonlinearities with kernel-based machines [4], [5], [6], [7], [8], [9]. In this paper, we consider the abundance estimation in unmixing hyperspectral images.

The linear mixture model (LMM) is the most investigated over the past decades [10], [11], [12]. Its underlying premise is that each pixel/spectrum is a linear combination of the endmembers. To be physically interpretable, two constraints are imposed: the abundance nonnegativity constraint (ANC) and the abundance sum-to-one constraint (ASC) for each pixel [13]. Considering both constraints, the fully-constrained least-squares method (FCLS) was developed in [10]. Another well-known algorithm is SUnSAL (for Sparse Unmixing by variable Splitting and Augmented Lagrangian). It addresses the same optimization problem by taking advantage of the alternating direction method of multipliers (ADMM) [14].

All these unmixing algorithms hugely suffer from noisy data and outliers within bands. Indeed, in real hyperspectral images for remote sensing, a considerable proportion (about 20%) of the spectral bands are noisy with low SNR, due to the atmospheric effect such as water absorption [15]. These bands need to be removed prior to applying any existing unmixing method; otherwise, the unmixing quality drastically decreases. Such sensitivity to outliers is due to the investigated $\ell_2$-norm as a cost function in the FCLS and SUnSAL algorithms, as well as all unmixing algorithms that explore least-squares
solutions.

Information theoretic learning provides an elegant alternative to the conventional minimization of the $\ell_2$-norm in least-squares problems, by considering the maximization of the so-called correntropy [16], [17], [18], [19]. Due to its stability and robustness to noise and outliers, the correntropy maximization is based on theoretical foundations and has been successfully applied to a wide class of applications, including cancer clustering [20], face recognition [21], and recently hyperspectral unmixing [22], to name a few. In these works, the resulting problem is optimized by the half-quadratic technique [23], either in a supervised manner [21] or as an unsupervised nonnegative matrix factorization [20], [22].

In this paper, we derive the the fully-constrained (ANC and ASC) correntropy maximization problem for unmixing hyperspectral images. We propose to solve this problem with the ADMM algorithm. Indeed, the ADMM approach splits a hard problem into a sequence of small and handful ones [24]. Its relevance to solve nonconvex problems was studied in [24, Section 9]. We show that ADMM provides a relevant framework for incorporating different constraints raised in unmixing problem. The resulting algorithm is called CUSAL for Correntropy-based Unmixing by variable Splitting and Augmented Lagrangian. The rest of the paper is organized as follows. We first revisit the classical unmixing problems with the linear model in Section II. In Section III, we present the proposed correntropy-based unmixing problem. The resulting optimization problem is solved by the ADMM in Section IV. Section VII provides some conclusions and future works.

II. CLASSICAL UNMIXING PROBLEM

The linear mixture model (LMM) assumes that each spectrum can be expressed as a linear combination of a set of pure material spectra, termed endmembers [1]. Consider a hyperspectral image and let $Y \in \mathbb{R}^{L \times T}$ denote the matrix of the $T$ pixels/spectra of $L$ spectral bands. Let $y_{t}$ be its $t$-th column and $y_{t}^{*}$ its $t$-th row, representing the $l$-th band of all pixels. For notation simplicity, we denote $y_{t} = y_{t}^{*}$, for $t = 1, 2, \ldots, T$. The LMM can be written as

$$y_{t} = \sum_{r=1}^{R} x_{rt} m_{r} + n_{t} = M x_{t} + n_{t}, \quad (1)$$

where $M = [m_{1} \ m_{2} \ldots \ m_{R}] \in \mathbb{R}^{L \times R}$ is the matrix composed by the $R$ endmembers, $x_{t} = [x_{1t} \ x_{2t} \ldots x_{Rt}]^{T}$ is the abundance vector associated with the $t$-th pixel, and $n_{t} \in \mathbb{R}^{L}$ is the additive noise. In matrix form for all pixels, we have

$$Y = MX + N,$$

where $X = [x_{1} \ x_{2} \ldots x_{T}] \in \mathbb{R}^{R \times T}$ and $N$ is the additive noise matrix.

In the following, the endmembers are assumed known, either from ground-truth information or by using any endmember extraction technique [2]. The spectral unmixing problem consists in estimating the abundances for each pixel, often by solving the least-squares optimization problem

$$\min_{x_{t}} \|y_{t} - M x_{t}\|_{2}^{2},$$

for each $t = 1, 2, \ldots, T$, where $\| \cdot \|_{2}$ denotes the conventional $\ell_2$-norm. To be physically interpretable as emphasized in [1], the fractional abundances should be nonnegative (ANC) and satisfy the sum-to-one constraint (ASC). Considering both constraints, the fully-constrained least-squares problem [10] is formulated as

$$\min_{x_{t}} \|y_{t} - M x_{t}\|_{2}^{2},$$

subject to $x_{t} \geq 0$ and $1^{\top} x_{t} = 1$, for $t = 1, \ldots, T$, where $1 \in \mathbb{R}^{R \times 1}$ denotes the column vector of ones. Since there is no closed-form solution when dealing with the nonnegativity constraint, several iterative techniques have been proposed, such as the active set scheme with the Lawson and Hanson’s algorithm [25], the multiplicative iterative strategies [26], and the fully-constrained least-squares (FCLS) technique [27]. More recently, the alternating direction method of multipliers (ADMM) has been applied with success for hyperspectral unmixing problem, with the so-called SUnSAL algorithm [14].
On sensitivity to outliers

All the aforementioned algorithms rely on solving a (constrained) least-squares optimization problem, thus inheriting the drawbacks of using the $\ell_2$-norm as the fitness measure. A major drawback is its sensitivity to outliers, where outliers are some spectral bands that largely deviate from the rest of the bands. Indeed, considering all the image pixels, the least-squares optimization problems take the form

$$\min_X \sum_{l=1}^L \|y_{l*} - (MX)_{l*}\|_2^2,$$

subject to any of the aforementioned constraints. In this expression, $\cdot_{l*}$ denotes the $l$-th row of its argument. From this formulation, it is easy to see how the squared $\ell_2$-norm gives more weight to large residuals, namely to outliers in which predicted values $(MX)_{l*}$ are far from actual observations $y_{l*}$. Moreover, it is common for hyperspectral images to present up to 20% of unusable spectral bands due to low signal-to-noise ratio essentially from atmospheric effects, such as water absorption. In the following section, we propose to overcome this difficulty by considering the correntropy maximization principle from the information theoretic learning, which yields an optimization problem that is robust to outliers.

III. The Correntropy-Based Unmixing Problem

In this section, we examine the correntropy and rewrite the hyperspectral unmixing problem as a correntropy maximization one.

A. Correntropy

The correntropy, proposed in [16], [17], is a nonlinear, local similarity measure. For two random variables $U$ and $V$, the correntropy is defined by

$$\mathbb{E}[\kappa(U,V)],$$

where $\mathbb{E}[\cdot]$ is the expectation operator, and $\kappa(\cdot, \cdot)$ is a shift-invariant kernel satisfying the Mercer theorem [28]. In practice, while the joint distribution function of $U$ and $V$ is often unavailable, the sample estimator of correntropy is adopted instead.

Employing a finite number of data $\{(u_l, v_l)\}_{l=1}^L$, the latter is estimated by

$$\frac{1}{L} \sum_{l=1}^L \kappa(u_l, v_l),$$

up to a normalization factor. Regarding the kernel function, the Gaussian kernel is the most commonly-used kernel for correntropy [16], [21], [29]. It is defined by $\kappa(u, v) = \exp\left(\frac{-1}{\sigma^2}\|u - v\|^2\right)$, where $\sigma$ denotes the kernel bandwidth. This leads to the following expression for the correntropy:

$$\frac{1}{L} \sum_{l=1}^L \exp\left(\frac{-1}{2\sigma^2}\|u_l - v_l\|^2\right).$$

The maximization of the similarity measured by the correntropy, given by $\max \frac{1}{L} \sum_{l=1}^L \kappa(u_l, v_l)$, is termed the maximum correntropy criterion (MCC) [16], [30]. It is noteworthy that well-known second-order statistics, such as the mean square error (MSE) depends heavily on the Gaussian and linear assumptions [16]. However, in presence of non-Gaussian noise and in particular large outliers, i.e., observations greatly deviated from the data bulk, the effectiveness of the MSE-based algorithms will significantly deteriorate [31]. By contrast, the MCC-based algorithms is appropriate for non-Gaussian signal processing, and is robust in particular against large outliers, as shown next.

We examine the behavior of the correntropy in terms of the residual error defined by $\epsilon_l = \|u_l - v_l\|$. Therefore, the correntropy (5) becomes

$$\frac{1}{L} \sum_{l=1}^L \exp\left(\frac{-1}{2\sigma^2}\epsilon_l^2\right).$$

Compared with the second-order statistics, e.g. MSE, the correntropy is more robust with respect to the outliers, as shown in Fig. 1 illustrating the second-order and the correntropy objective functions in terms of the residual error. As the residual error augments, the second-order function keeps increasing dramatically. On the contrary, the correntropy is only sensitive within a region of small residual errors, this region being controlled by the kernel bandwidth. For large magnitudes of residual error out of the central range, the correntropy grows extremely gently and tends to a constant. Consequently, the correntropy criterion is robust to large outliers, especially for small kernel bandwidths.
B. Correntropy-based unmixing problem

The correntropy-based unmixing problem consists in estimating the unknown abundance matrix $X$, by minimizing the objective function $C$ (the negative of correntropy), given by

$$C(X) = -\sum_{l=1}^{L} \exp \left( \frac{-1}{2\sigma^2} \| y_l - (MX)_{l*} \|_2^2 \right),$$  \hspace{1cm} (6)

where the Gaussian kernel is considered and the nonnegative constraint is enforced on all the entries of $X$. Considering both the ANC and ASC constraints, the fully-constrained case for problem (6) becomes

$$\min_X C(X),$$

subject to $X \geq 0$ and $1^\top x_t = 1$, for $t = 1, \ldots, T$. \hspace{1cm} (7)

IV. ADMM FOR SOLVING THE CORRENTROPY-BASED UNMIXING PROBLEM

We first briefly review the alternating direction method of multipliers (ADMM), following the expressions in [24, Chap. 3]. Assuming that the functions $f$ and $g$ are closed, proper and convex, the ADMM solves the problem

$$\min_{x, z} f(x) + g(z)$$

subject to $Ax + Bz = c$, \hspace{1cm} (8)

with variables $x \in \mathbb{R}^n$ and $z \in \mathbb{R}^m$, where $A \in \mathbb{R}^{p \times n}$ and $B \in \mathbb{R}^{p \times m}$ and $c \in \mathbb{R}^p$. The algorithm ADMM, in its scaled form, is summarized in Algorithm 1.

In the following, we apply the ADMM algorithm to solve the correntropy-based unmixing problem in the fully-constrained case, presented in (7). The main steps are summarized in Algorithm 2. Rewrite the variables to be optimized in a vector $x \in \mathbb{R}^{RT \times 1}$, which is stacked by the columns of the matrix $X$, namely $x = [x_1^\top \ x_2^\top \ \cdots \ x_T^\top]^\top$. Rewrite the vectors $z = [z_1^\top \ z_2^\top \ \cdots \ z_T^\top]^\top \in \mathbb{R}^{RT \times 1}$ and $u = [u_1^\top \ u_2^\top \ \cdots \ u_T^\top]^\top \in \mathbb{R}^{RT \times 1}$, where $z_t = [z_{1t} \ z_{2t} \ \cdots \ z_{Rt}]^\top$ and $u_t = [u_{1t} \ u_{2t} \ \cdots \ u_{Rt}]^\top$, for $t = 1, 2, \ldots, T$. Following the formulation in Algorithm 1, we set

$$f(x) = C(x) + \sum_{t=1}^{T} \iota_{\{1\}}(1^\top x_t)$$

$$g(z) = \iota_{\mathbb{R}_{+}^{RT}}(z)$$

$$A = -I, \ B = I \ \text{and} \ c = 0,$$

where $I$ is the identity matrix, $0 \in \mathbb{R}^{RT \times 1}$ is the zero vector and $\iota_S(x)$ denotes the indicator function of the set $S$ defined by

$$\iota_S(x) = \begin{cases} 0, & \text{if } x \in S \\ \infty, & \text{elsewise.} \end{cases}$$

In this case, the subproblem of the $x$-update in line 3 of Algorithm 1 addresses a nonconvex problem without closed-form solution. To overcome this difficulty, we apply an inexact ADMM variant in lines 3-5 of Algorithm 2, which solves the subproblem iteratively using the gradient descent method, instead of solving it exactly and explicitly. Before that, we eliminate the $T$ equality constraints,
Similarly, the function \( f_{\lambda}(\mathbf{x}) = 1 - \sum_{t=1}^{R-1} x_{rt} \) for \( t = 1, 2, \ldots, T \). Let \( \mathbf{x} \in \mathbb{R}^{(R-1)T \times 1} \) be the reduced vector of variables, stacked by \( \mathbf{x}_r = [x_{1t}, x_{2t}, \ldots, x_{(R-1)t}]^\top \), \( t = 1, 2, \ldots, T \). By this means, the function (9) is transformed into the reduced-form

\[
f_{\lambda}(\mathbf{x}) = \sum_{t=1}^{T} \exp \left( -\frac{\sum_{l=1}^{R} h_l(\mathbf{x}_l)^2}{2\sigma^2} \right),
\]

where \( h_l(\mathbf{x}_l) = y_{lt} - m_{1lR} - \sum_{p=1}^{L} (m_{lp} - m_{1lR})x_{pt} \), for \( l = 1, 2, \ldots, L \). The gradient of (12) with respect to \( \mathbf{x} \) is stacked as \( \frac{\partial f_{\lambda}}{\partial \mathbf{x}} = [\frac{\partial f_{\lambda}}{\partial \mathbf{x}_1}, \ldots, \frac{\partial f_{\lambda}}{\partial \mathbf{x}_T}]^\top \in \mathbb{R}^{(R-1)T \times 1} \), where \( \frac{\partial f_{\lambda}}{\partial \mathbf{x}_l} = [\frac{\partial f_{\lambda}}{\partial x_{1t}}, \ldots, \frac{\partial f_{\lambda}}{\partial x_{(R-1)t}}]^\top \), with the entries given by

\[
\frac{\partial f_{\lambda}}{\partial x_{rt}} = \frac{1}{2\sigma^2} \sum_{l=1}^{L} (m_{1lR} - m_{1lr}) \exp \left( -\frac{\sum_{t=1}^{R} h_l(\mathbf{x}_l)^2}{2\sigma^2} \right) h_l(\mathbf{x}_l),
\]

for all \( r = 1, 2, \ldots, (R-1) \) and \( t = 1, 2, \ldots, T \). Similarly, the function \( \frac{\partial f_{\lambda}}{\partial \mathbf{x}} \) is expressed with respect to \( \mathbf{x} \) as

\[
\phi(\mathbf{x}) = \frac{\rho}{2} \sum_{r=1}^{R-1} \sum_{t=1}^{T} (x_{rt} - z_{rt,k} - u_{rt,k})^2 + \left( 1 - \sum_{r=1}^{R-1} x_{rt} - z_{Rt,k} - u_{Rt,k} - u_{rt,k} \right)^2,
\]

with the entries in its gradient \( \frac{\partial \phi}{\partial \mathbf{x}_r} \) given by

\[
\frac{\partial \phi(\mathbf{x}_r)}{\partial x_{rt}} = \rho (x_{rt} + \sum_{p=1}^{R-1} x_{pt} - 1 + z_{Rt,k} - z_{rt,k} + u_{Rt,k} - u_{rt,k}),
\]

for all \( r = 1, 2, \ldots, (R-1) \) and \( t = 1, 2, \ldots, T \). The solution of the \( z \)-update in line 4 Algorithm 1 is the projection of \( x_{k+1} - u \) onto the first orthant as shown in line 7 of Algorithm 2.

V. EXPERIMENTS WITH SYNTHETIC DATA

In this section, the performance of the proposed CUSAL is evaluated on synthetic data. A comparative study is performed considering five state-of-the-art methods proposed for both linear and nonlinear unmixing models. We apply a three-fold stopping criterion for Algorithm 2 according to [24], [14]: (i) the primal and dual residuals are small enough, (ii) the primal residual starts to increase, or (iii) the predefined maximum

\[
\text{Algorithm 2 Correntropy unmixing (CUSAL)}
\]

1: Initialize \( k = 0, \rho > 0, \eta > 0, \sigma > 0 \), norms of the primal and dual residual \( r_0 = 10^5 \) and \( s_0 = 10^5 \); \( x_0, z_0 \) and \( u_0 \);
2: repeat
3: \hspace{1em} repeat
4: \hspace{2em} \( \mathbf{x}_{k+1} = \mathbf{x}_{k+1} - \eta \left( \frac{\partial f_{\lambda}}{\partial \mathbf{x}_{k+1}} + \frac{\partial \phi}{\partial \mathbf{x}_{k+1}} \right) \);
5: \hspace{1em} until convergence
6: \hspace{1em} reform \( x_{k+1} \) using \( \mathbf{x}_{k+1} \);
7: \hspace{1em} \( z_{k+1} = \max(0, x_{k+1} - u_k) \);
8: \hspace{1em} \( u_{k+1} = u_k - (x_{k+1} - z_{k+1}) \);
9: \hspace{1em} \( r_{k+1} = \|x_{k+1} - z_{k+1}\|_2 \), \( s_{k+1} = \rho \|z_{k+1} - z_k\|_2 \);
10: \( k = k + 1 \);
11: until stopping criterion

iteration number is attained.

The proposed CUSAL algorithm is compared to the following methods:

- Fully-Constrained Least-Squares (FCLS) [10]: The FCLS is developed for the linear model. Enforcing both ANC and ASC constraints, this technique yields the optimal abundance matrix in the least-squares sense. See also [2].
- Sparse Unmixing by variable Splitting and Augmented Lagrangian (SUUnSAL) [14]: This method is based on the ADMM. Under the linear assumption, several variants are developed by including different constraints. In the following, we consider the fully-constrained variant, termed SUUnSAL-FCLS.
- The Bayesian algorithm for Generalized Bilinear Model (BayGBM) [32], [33]: The BayGBM is a nonlinear abundance estimation method based on the generalized bilinear model (GBM), which adds the second-order interactions between endmembers to the linear model and is defined as

\[
y_t = Mx_t + \sum_{i=1}^{R-1} \sum_{j=i+1}^{R} \gamma_{ij,t}x_{it}x_{jt}(m_i \odot m_j) + n_t,
\]

where \( 0 \leq \gamma_{ij,t} \leq 1 \) controls the interactions between endmembers \( m_i \) and \( m_j \), and \( \odot \) is the Hadamard product (element-wise product) operator. The BayGBM is designed considering both ANC and ASC.
• The Bayesian algorithm for Polynomial Post-nonlinear Mixing Model (BayPPNMM) [34]: The BayPPNMM is a Bayesian-based algorithm proposed to estimate the parameters involved in the polynomial postnonlinear mixing model (PPNMM). This model assumes that the pixel reflectances are nonlinear functions of endmembers, and is defined by

\[ y_t = M x_t + b_t(M x_t) \odot (M x_t) + n_t, \quad (14) \]

where the nonlinear terms are characterized by \( b_t \in \mathbb{R} \), and both ANC and ASC are required.

• Kernel Fully-Constrained Least-Squares (KFCLS) [4]: This method generalizes FCLS, by replacing the inner product with a kernel function. In the following, the Gaussian kernel is applied for simulation. A preliminary test on 100 randomly selected pixels is performed for each data under study, using the set \( \{1, 2, 3, 4, 5\} \) for the parameter \( \sigma \) and the set \( \{1, 10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}\} \) for the parameter that controls the relaxation of the sum-to-one constraint.

A series of experiments are performed, mainly considering the influences of three aspects: (i) noise level, (ii) number of corrupted bands and (iii) number of endmembers.

In the following simulations, each synthetic image has a fixed size of \( 50 \times 50 \) pixels. First, it is generated using the linear mixture model (1), where Gaussian noise \( n_t \) of SNR \( \in \{15, 35\} \) dB is added. The \( R \) \( \in \{3, 6, 9\} \) endmembers are randomly drawn from 20 spectra selected from the United States Geological Survey (USGS) digital spectral library [35]. These candidate endmembers are measured over \( L = 244 \) continuous bands with the wavelength ranging from 0.2 \( \mu \text{m} \) to 3.0 \( \mu \text{m} \). The abundance vectors \( x_t \) is uniformly generated using a Dirichlet distribution as in [35], [36]. To imitate the noisy bands in the real hyperspectral images, several bands in the generated data are corrupted by replacing the corresponding rows \( y_{ts} \) with random values within \( [0, 1] \). The number of corrupted bands varies in the set \( \{0, 20, 40, 60\} \).

The unmixing performance is evaluated using the abundance root mean square error (RMSE) [32], [37], defined by

\[ \text{RMSE} = \sqrt{\frac{1}{RT} \sum_{t=1}^{T} \| x_t - \hat{x}_t \|^2}, \]

where \( \hat{x}_t \) is the estimated abundance vector. Fig. 2 illustrates the average of RMSE over 10 Monte-Carlo realizations. It is easy to see that, in presence of outlier bands, the proposed CUSAL outperforms all the comparing methods in terms of RMSE, for different noise levels and numbers of endmembers. It is also shown that the performance of the proposed algorithm improves when increasing the SNR.

VI. EXPERIMENTS WITH REAL DATA

This section presents the performance of the proposed algorithm on a real hyperspectral image. We consider a \( 250 \times 190 \) sub-image taken from the Cuprite mining image, acquired by the AVIRIS sensor when flying over Las Vegas, Nevada, USA. The image has been widely investigated in the literature [5], [38]. The raw data contains \( L = 224 \) bands, covering a wavelength range \( 0.4 - 2.5 \mu \text{m} \). Among, there are \( 37 \) relatively noisy ones with low SNR, namely the bands \( 1 - 3, 105 - 115, 150 - 170, \) and \( 223 - 224 \). The geographic composition of this area is estimated to include \( 14 \) minerals [39]. Neglecting the similar signatures, a reduced number of \( 12 \) endmembers is considered [5], [40]. The VCA technique is first applied to extract the endmembers on the clean image with \( L = 187 \) bands. The resulting 12 pixel indices are retained. Starting from \( L = 187 \) bands, the noisy bands, randomly chosen from the bands \( 1 - 3, 105 - 115, 150 - 170, \) and \( 223 - 224 \), are gradually included to form a series of input data. In practice, the experiments are conducted with \( L = 187, 193, 199, 205, 211, 217, 223 \) and \( 224 \) bands.

The unmixing results in terms of the averaged spectral angle distance (SAD) between the input spectra \( y_t \) and the reconstructed ones \( \hat{y}_t \) are illustrated in Fig. 3. The SAD is defined by

\[ \text{SAD} = \frac{1}{T} \sum_{t=1}^{T} \arccos \left( \frac{y_t^T \hat{y}_t}{\| y_t \| \| \hat{y}_t \|} \right). \]

In absence of noisy bands (i.e., \( L = 187 \) bands), all the considered methods lead to satisfactory abun-
dance maps, with BayPPNMM providing the smallest SAD. As the number of noisy bands increases, especially from \( L = 199 \) to \( L = 224 \), the unmixing performance of the state-of-the-art methods deteriorates drastically, while the proposed CUSAL yields stable SAD. The obtained results confirm the good behavior of the proposed CUSAL and its robustness in presence of corrupted spectral bands.

VII. Conclusion

This paper presented a supervised unmixing algorithm based on the correntropy maximization principle. The alternating direction method of multipliers (ADMM) was investigated in order to maximize the correntropy criterion under nonnegativity and sum-to-one contraints. The effectiveness and robustness of the proposed method were validated on both synthetic and real hyperspectral images. Future works include the generalization of the correntropy criterion to account for the multiple reflection phenomenon, as well as a sparsity-aware version of the proposed method.
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