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TOWARDS OPTIMAL TRANSPORT

FOR QUANTUM DENSITIES

EMANUELE CAGLIOTI, FRANÇOIS GOLSE, AND THIERRY PAUL

Abstract. An analogue of the quadratic Wasserstein (or Monge-Kantorovich)

distance between Borel probability measures on Rd has been defined in [F.
Golse, C. Mouhot, T. Paul: Commun. Math. Phys. 343 (2015), 165–205]

for density operators on L2(Rd), and used to estimate the convergence rate

of various asymptotic theories in the context of quantum mechanics. The
present work proves a Kantorovich type duality theorem for this quantum

variant of the Monge-Kantorovich or Wasserstein distance, and discusses the

structure of optimal quantum couplings. Specifically, we prove that, under
some boundedness and constraint hypothesis on the Kantorovich potentials,

optimal quantum couplings involve a gradient type structure similar in the
quantum paradigm to the Brenier transport map. On the contrary, when the

two quantum densities have finite rank, the structure involved by the optimal

coupling has, in general, no classical counterpart.

1. Introduction

Let µ, ν ∈ P(Rd) (the set of Borel probability measures on Rd). Given a l.s.c.
function C ∶ Rd × Rd → [0,+∞], the Monge problem in optimal transport is to
minimize the functional

IC[T ] = ∫
Rd
C(x,T (x))µ(dx) ∈ [0,+∞]

over the set of Borel maps T ∶ Rd → Rd such that ν = T#µ (the push-forward
measure of µ by T ). Here C(x, y) represents the cost of transporting the point x to
the point y, so that IC[T ] represents the total cost of transporting the probability µ
on ν by the map T . An optimal transport map T may fail to exist in full generality,
so that one considers instead the following relaxed variant of the Monge problem,
known as the Kantorovich problem:

inf
π∈Π(µ,ν)

∬
Rd×Rd

C(x, y)π(dxdy) .

Here, Π(µ, ν) is the set of couplings of µ and ν, i.e. the set of Borel probability
measures on Rd ×Rd such that

∬
Rd×Rd

(φ(x) + ψ(y))π(dxdy) = ∫
Rd
φ(x)µ(dx) + ∫

Rd
ψ(x)ν(dx)

for all φ,ψ ∈ Cb(Rd) (where Cb(Rd) designates the set of bounded and continuous
real-valued functions defined on Rd). An optimal coupling πopt always exists, so
that the inf is always attained in the Kantorovich problem (see Theorem 1.3 in
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[24] or Theorem 4.1 in [25]). Of course, if an optimal map T exists for the Monge
problem, the push-forward of the measure µ by the map x ↦ (x,T (x)), which can
be (informally) written as

(1) π(dxdy) ∶= µ(dx)δT (x)(dy)
is an optimal coupling for the Kantorovich problem.

In the special case where C(x, y) = ∣x−y∣2 (the square Euclidean distance between
x and y)

distMK,2(µ, ν) ∶= inf
π∈Π(µ,ν)

√
∬

Rd×Rd
∣x − y∣2π(dxdy)

is a distance on

P2(Rd) ∶= {µ ∈ P(Rd) s.t. ∫
Rd

∣x∣2µ(dx) < ∞} ,

referred to as the Monge-Kantorovich, or the Wasserstein distance of exponent 2
(see chapter 7 in [24], or chapter 6 in [25], or chapter 7 in [1]). In that case, there
is “almost” an optimal transport map, in the following sense: π ∈ Π(µ, ν) is an
optimal coupling for the Kantorovich problem if and only if there exists a proper1

convex l.s.c. function a ∶ Rd →R ∪ {+∞} such that

supp(π) ⊂ graph(∂a)
(where ∂a denotes the subdifferential of a). This is the Knott-Smith optimality
criterion [19] (Theorem 2.12 (i) in [24]). If µ satisfies the condition

(2) B is Borel measurable and Hd−1(B) < ∞ Ô⇒ µ(B) = 0 ,

there exists a unique optimal coupling π of the form (1) for the Kantorovich prob-
lem, with T = ∇a, where a is a proper convex l.s.c. function2 on Rd. (In condition
(2), the notation Hd−1(B) designates the d − 1-dimensional measure of B.) This is
the Brenier optimal transport theorem [4] (stated as Theorem 2.12 (ii) in [24]). It
allows recasting (1) as

(3) (y −∇a(x))π(dxdy) = 0,

and the a.e. defined map ∇a is referred to as the “Brenier optimal transport map”.
Integrating π against a test function depending only on x shows that ∇a trans-

ports the x-marginal µ of π to its y-marginal ν, i.e.

(4) ν = ∇a#µ .

(This equality can obviously be deduced from (1) as well.)

Recently, an analogue of the Monge-Kantorovich-Wasserstein distance distMK,2

has been defined in [13] on the set D(H) of density operators on the Hilbert space
H ∶= L2(Rd). (Recall that a density operator on H is a linear operator R on H such
that R = R∗ ≥ 0 and trace(R) = 1.) This definition is based on the following well
known correspondence between classical and quantum paradigms.
(a) Bounded continuous functions f ≡ f(q, p) on the phase space Rd

q ×Rd
p should

be put in correspondence with bounded operators on the Hilbert space H = L2(Rd
q)

of square-integrable functions defined on the configuration space Rd
q .

1I.e. not identically equal to +∞.
2In particular ∇a is defined a.e. on Rd.
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(b) The (Lebesgue) integral of (integrable) functions on Rd
q ×Rd

q should be replaced
by the trace of (trace-class) operators on H.
(c) The coordinates qj (for j = 1, . . . , d) on the null section of the phase space Rd

q×Rd
p

should be put in correspondence with the (unbounded) self-adjoint operators Qj
on H defined by

Dom(Qj) ∶= {ψ ∈ H s.t. ∫
Rd
q2
j ∣ψ(q)∣2dq < ∞} , (Qjψ)(q) ∶= qjψ(q)

for all j = 1, . . . , d.
(d) The coordinates pj (for j = 1, . . . , d) on the fibers of the phase space Rd

q ×Rd
p

should be put in correspondence with the (unbounded) self-adjoint operators Pj on
H defined by

Dom(Pj) ∶= {ψ ∈ H s.t. ∫
Rd

∣∂qjψ(q)∣2dq < ∞} , (Pjψ)(q) ∶= −ih̵∂qjψ(q)

for all j = 1, . . . , d.
(e) The first order differential operators f ↦ {qj , f} and f ↦ {pj , f}, where {⋅, ⋅} is

the Poisson bracket on Rd
q ×Rd

p such that

{pj , pk} = {qj , qk} = 0 , {pj , qk} = δjk for j, k = 1, . . . , d

should be replaced with the derivations on L(H) (the algebra of bounded linear
operators on H) defined by

A↦ i
h̵
[Qj ,A] and A↦ i

h̵
[Pj ,A]

for j = 1, . . . , d.

Following these principles, the quadratic transport cost from (x, ξ) to (y, η) in
Rd ×Rd should be replaced with the differential operator on Rd

x ×Rd
y

(5) C ∶=
d

∑
j=1

((xj − yj)2 − h̵2(∂xj − ∂yj)2) .

Henceforth we denote by H the Hamiltonian

(6) H ∶=
d

∑
j=1

(Q2
j + P 2

j ) = ∣x∣2 − h̵2∆x

of the quantum harmonic oscillator. Given R,S ∈ D2(H), the set of density opera-

tors ρ on H such that trace(ρ1/2Hρ1/2) < ∞, the quantum analogue of the Monge-
Kantorovich-Wasserstein distance distMK,2 is defined by the quantum Kantorovich
problem (see Definition 2.2 in [13])

(7) MKh̵(R,S) ∶= inf
F ∈C(R,S)

√
traceH⊗H(F 1/2CF 1/2) ,

where C(R,S) is the set of quantum couplings of R and S, i.e.

(8) C(R,S) ∶= {F ∈ D(H⊗H) s.t. traceH⊗H((A⊗I+I⊗B)F ) = traceH(AR+BS)} .
(See Definition 2.1 in [13].) The functional MKh̵ is a particularly convenient tool
to obtain a convergence rate for the mean-field limit in quantum mechanics that is
uniform in the Planck constant h̵ (see Theorem 2.4 in [13], and Theorem 3.1 in [16]
for precise statements of these results).

The striking analogy between the Wasserstein distance distMK,2 and the quantum
functional MKh̵ suggests the following questions concerning a possible Brenier
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type theorem in quantum mechanics, motivated in a heuristic way by the following
considerations.

As mentioned before the classical underlying paradigm for quantum mechanics
is the classical phase space R2d = T ∗Rd equipped with the standard symplectic
structure leading to the Poisson bracket defined in item (e) above. Therefore, in
this setting and under assumption (2), equation (3) reads

(9) (z′ −∇a(z))π(dz, dz′) = 0 ,

where z ∶= (q, p) and z′ ∶= (q′, p′) are the coordinates on the phase space T ∗Rd and
dz ∶= dqdp, dz′ = dq′dp′.

Defining the mapping J ∶ T ∗Rd → T ∗Rd entering the definition of the symplectic
form σ of T ∗Rd as σ(dz, dz′) = dz ∧ dJz′ — in the z = (q, p) coordinates

J = ( 0 IRd

−IRd 0
)

— equation (9) can be put in the form

(10) (z′ − {Jz, a(z)})π(dzdz′) = 0 .

This symplectic formulation of the Brenier theorem is more likely to have an ana-
logue in quantum mechanics. Indeed, according to the items (c), (d) and (e) above,
the factor (z′−{Jz, a(z)}) should be put in correspondence with the (vector-valued)
operator on H⊗H

(11) IH ⊗Z − 1

ih̵
[JZ,A] ⊗ IH = IH ⊗Z −∇QA⊗ IH ,

for some operator A on H. In (11), Z designates the vector of operator-valued
coordinates (Q1, . . . ,Qd, P1, . . . , Pd), and we use the notation ∇Q ∶= 1

ih̵
[JZ, ⋅].

Having in mind that the optimal classical coupling π should be put in correspon-
dence with an optimal element Fop of C(R,S) defined in (8), the only ambiguity
which remains in giving a quantum version of (10) is the choice of an ordering for
the product of the operators IH ⊗Z −∇QA⊗ IH and Fop.

It happens that this ambiguity will be resolved by distributing the square-root
of Fop on both sides of the expression (11), which leads us to the very symmetric
equality (see Theorem 2.6 in the next section):

(12) F 1/2
op (IH ⊗Z −∇QA⊗ IH)F 1/2

op = 0 .

(Notice that one cannot define a square-root of the optimal coupling in the classical
case, since such a coupling is a Dirac measure, as shown by (1).)

Clearly (12) gives a hint on the structure of optimal quantum couplings in the
definition (7) of the MKh̵(R,S) and on an analogue of the notion of Brenier optimal
transport map. Notice that we are missing a quantum analogue of the original
variational problem considered by Monge, or, equivalently, of the coupling (1), so
that defining a notion of quantum optimal transport seems far from obvious.

Nevertheless, (12) says that, once projected on the orthogonal of the kernel of
an optimal coupling, the operators IH ⊗ Z and ∇QA⊗ IH are equal, in agreement
with Brenier’s theorem put in the form: “the support of the optimal coupling is
the graph of the gradient of a convex function”.

The presence of F
1/2
op on both sides of the expression between parenthesis in the

left hand side of (12) forbids getting a quantum equivalent to (4), whose formula-
tion is not clear anyway. Indeed, changes of variables in quantum mechanics are ill
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defined, except for linear symplectic mappings through the metaplectic representa-
tion. However, denoting by Z ′ the (operator-valued) vector

Z ′ ∶= ∇QA ,
(with the same operator A as in (11)-(12)) and writing the trace of the left hand
side of (12) in terms of the marginals of Fop shows that

(13) trace (ZR) = trace (Z ′S) .
Formula (13) can be interpreted in the framework of the so-called Ehrenfest cor-
respondance principle (abusively called Ehrenfest’s Theorem sometimes) [12, 17]:
in quantum mechanics, trace (ZR) is known as the expected value of the variable
Z in the state R (in the case where R = ∣ϕ⟩⟨ϕ∣, then trace (ZR) = (ϕ ⋅ Zϕ)H). It
is the only deterministic quantity that one can associate to a particle in a given
state, by taking the average of the (non-deterministic) result of (an — in principle
— infinite number of) measurements. It is interpreted in the (statistical) Ehrenfest
picture as the classical value of the coordinate Z of the state R. Thus the Ehrenfest
interpretation of (13) is clear: the deterministic information we have on the state
R is transported to the corresponding one on the state S by the change of variables
Z ↦ Z ′.

In the present article, we first state a Kantorovich duality theorem (Theorem
2.2) for MKh̵, i.e., for every density operators R,S on H,

MKh̵(R,S)2 = sup
A=A∗,B=B∗∈L(H)

A⊗I+I⊗B≤C

traceH(RA + SB) ,

where C is defined in (5). In Theorem 2.4, we prove that the sup in the right
hand side of the equality above is attained for some possibly unbounded operators
a and b defined on appropriate Gelfand triples with Ker(R)⊥ and Ker(S)⊥ as pivot
spaces. Theorem 2.5 provides a criterion for the sup on the right hand side of the
equality above to be attained on bounded operators A,B satisfying the inequality
constraint on the form domain of C. It provides also a family of density operators
R and S for which this criterion is satisfied.

Theorem 2.6 is devoted to an analogue of Brenier’s theorem for quantum optimal
couplings.
When the sup in the equality above is attained by two operators A and B bounded
on H such that the constraint A ⊗ I + I ⊗ B ≤ C is satisfied on the form-domain
of C, we show in Theorem 2.6 (1) our quantum result “à la Brenier”, namely the
formula (12) already mentioned

F 1/2
op (IH ⊗Z −∇QA⊗ IH)F 1/2

op = 0

with A = 1
2
(H − a). Here H is the harmonic oscillator defined by (6) and ∇Q is

defined by (11).
On the other hand, when R and S are of finite rank, formula (12) has to be replaced
by the following one (Theorem 2.6 (2))
(14) F 1/2

op (F −∇QA′ ⊗ IH)F 1/2
op = 0

with A′ = 1
2
(H ′ − a). Here H ′ is the harmonic oscillator H projected on Ker(R)⊥

and F is the following vector operator valued on Ker(R)⊥ ⊗Ker(S)⊥:

(15) Fj =
d

∑
k=1

1
ih̵

[(JZR)j , ZRk ] ⊗ZSk , j = 1, . . . , d.
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where ZR (resp. ZS) is the vector Z projected, component by component, on
Ker(R)⊥ (resp. Ker(S)⊥) (see Theorem 2.6 (b) for explicit expressions).

There is no chance that the term 1
ih̵

[(JZR)j , ZRk ] in (15) reduces to δi.kI, leading
to Fj = I⊗Zk so that (14) would reduce to (12). Indeed, it is well known that there is
no representation of the canonical relations in finite dimension. But at the contrary,

nothing prevents F
1/2
op FkF 1/2

op to be equal to (a multiple of) F
1/2
op (I ⊗ZRk )F 1/2

op . We
will show, Lemma 7.2 in Section 7.2, that this is indeed the case for the quantum
bipartite matching problem for two one-dimensional particles with equal masses,
studied extensively in [7].

Natural examples of classical analogues to the finite rank (independent of the
Planck constant) quantum situation are the cases where µ, ν are singular. Therefore
these cases are not covered by the Knott-Smith-Brenier result. This is the case
for the bipartite problem we just mentioned for which µ = 1+η

2
δa + 1−η

2
δ−a, ν =

1
2
δb+ 1

2
δ−b, −1 < η < 1 in the classical situation and R = 1+η

2
∣a⟩⟨a∣+ 1−η

2
∣−a⟩⟨−a∣, S =

1
2
∣b⟩⟨b∣ + 1

2
∣ − b⟩⟨−b∣ in the quantum one. When η = 0, µ is optimally transported to

ν by any flow which send ±a to ±b, and in this case (14) takes the form of (12), see
Proposition 7.3. But when η > 0, the mass of a has to be splited in two parts, an
amount 1

2
to be send to b and an amount η

2
which goes to −b, and µ is optimaly

transported to ν by a multivalued map.
Therefore, beside the fact that formula (12) represents a quantum analogue of

the Knott-Smith-Brenier result, formulas (14)-(15) have in general no analogue in
terms of classical (monovalued) flow.

The main results, Theorems 2.2. 2.4, 2.5 and 2.6, are stated in Section 2 and
proved in Sections 3, 4, 5 and 6 respectively. Section 7 is devoted to some examples,
including the finite rank and Töplitz situations, and the three Appendices contain
some technical material, including a result on monotone convergence for trace-class
operators in Apendix B.

To conclude this introduction, we mention other attempts at defining analogues
of the Wasserstein, or Monge-Kantorovich distances in the quantum setting. For
instance Życzkowski and S lomczyński [26] (see also section 7.7 in chapter 7 of
[3]) proposed to consider the original Monge distance (also called the Kantorovich-
Rubinstein distance, or the Wasserstein distance of exponent 1) between the Husimi
transforms of the density operator (see (64) for a definition of this transform).

Besides the quantity MKh̵ appeared in [13], other analogues of the Wasserstein
distance of exponent 2 for quantum densities have been proposed by several other
authors. For instance Carlen and Maas have defined a quantum analogue of the
Benamou-Brenier formula (see [2] or Theorem 8.1 in chapter 8 of [25]) for the
classical Wasserstein distance of exponent 2, and their idea has been used to obtain
a quantum equivalent of the so-called HWI inequality: see [8, 9, 22].

Other propositions for generalizing Wasserstein distances to the quantum setting
have emerged more recently, such as [18] (mainly focussed on pure states) or [10],
very close to our definition of MKh̵, except that the set of couplings used in the
minimization is different and based instead on the notion of “quantum channels”
(see also [11] for a definition of a quantum Wasserstein distance of order 1).



QUANTUM OPTIMAL TRANSPORT 7

2. Main Results

The key argument in deriving the structure (1) of optimal couplings for the Kan-
torovich problem involves a min-max type result known as “Kantorovich duality”.
For each µ, ν ∈ P2(Rd), one has

(16) distMK,2(µ, ν)2 = sup
φ,ψ∈Cb(R

d
)

φ(x)+ψ(y)≤∣x−y∣2

(∫
Rd
φ(x)µ(dx) + ∫

Rd
ψ(y)ν(dy)) .

When µ, ν do not charge small sets, in the sense that they satisfy (2), one can prove
that the supremum in the r.h.s. of (16) is actually attained and

distMK,2(µ, ν)2 = min
π∈Π(µ,ν)

∬
Rd×Rd

∣x − y∣2π(dxdy)

= ∬
Rd×Rd

∣x − y∣2πop(dxdy)

= max
φ∈L1

(µ),ψ∈L1
(ν)

φ(x)+ψ(y)≤∣x−y∣2

µ⊗ν-a.e.

(∫
Rd
φ(x)µ(dx) + ∫

Rd
ψ(y)ν(dy))

= ∫
Rd
φop(x)µ(dx) + ∫

Rd
ψop(y)ν(dy)

for two proper convex l.s.c. functions φop and ψop on Rd.
Moreover, a(x) ∶= 1

2
(x2 − φop(x)) is precisely the function appearing in (3), the

gradient of which defines a.e. the Brenier optimal transport map of the previous
section. (See Theorem 1.3, Proposition 2.1 and Theorem 2.9 in [24].)

Likewise, the operator A in (12) will be similarly related to an optimal operator
appearing in a dual formulation of definition (7), to be presented below.

Before we state the quantum analogue of the Kantorovich duality, we need some
technical preliminaries.

The quantum transport cost is the operator

(17) C ∶=
d

∑
j=1

((xj − yj) − h̵2(∂xj − ∂yj)2) ,

viewed as an unbounded self-adjoint operator on L2(Rd ×Rd) with domain

(18) Dom(C) ∶= {ψ ∈ L2(Rd ×Rd) s.t. ∣x− y∣2ψ and ∣Dx −Dy ∣2ψ ∈ L2(Rd ×Rd)} .
Henceforth we denote by H the Hamiltonian of the quantum harmonic oscillator,
i.e.

(19) H ∶= ∣x∣2 − h̵2∆x ,

which is a self-adjoint operator on L2(Rd) with domain3

(20) Dom(H) ∶= {φ ∈H2(Rd) s.t. ∣x∣2φ ∈ L2(Rd)} .

3If u ∈ C∞c (Rd), one has

∫
Rd
∣x∣2u(x)Hu(x)dx =∫

Rd
(∣x∣4u(x)2 + h̵2∣x∣2∣∇u(x)∣2)dx + h̵2 ∫

Rd
x ⋅ ∇ (u(x)2)dx

=∫
Rd
((∣x∣4 − dh̵2)u(x)2 + h̵2∣x∣2∣∇u(x)∣2)dx ,

so that ∥∣x∣2u∥2
L2(Rd) ≤ ∥Hu∥L2(Rd)∥∣x∣2u∥L2(Rd) + dh̵2∥u∥L2(Rd). Thus, if u ∈ L2(Rd) and

Hu ∈ L2(Rd), then one has ∣x∣2u ∈ L2(Rd), which implies in turn that −∆u ∈ L2(Rd). The same
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In the sequel, we shall also need the form-domains of the operators H and C:
(21)

Form-Dom(H) ∶={φ ∈H1(Rd) s.t. ∣x∣φ ∈ L2(Rd)} ,
Form-Dom(C) ∶={ψ ∈ H⊗H s.t. (xj−yj)ψ and (∂xj−∂yj)ψ ∈ H⊗H , 1 ≤ j ≤ d} .

The definition of the form-domain of a self-adjoint operator can be found for in-
stance in section VIII.6, Example 2 of [20]. Observe that

(22)
Form-Dom(H ⊗ I+I ⊗H) = {ψ ∈H1(Rd×Rd) s.t. (∣x∣+∣y∣)ψ ∈ L2(Rd×Rd)}

⊂ Form-Dom(C) .

Lemma 2.1. Let R,S ∈ D2(H), and let Q ∈ C(R,S). Each eigenfunction Φ of Q
such that QΦ /= 0 belongs to Form-Dom(H ⊗ I + ⊗H) and

0 ≤ ⟨Φ∣H ⊗ I + I ⊗H ∣Φ⟩ ≤ traceH(R1/2HR1/2 + S1/2HS1/2) < ∞ .

In particular Φ ∈ Dom(C) with

(23) ⟨Φ∣C ∣Φ⟩ ≤ 2 traceH(R1/2HR1/2 + S1/2HS1/2) < ∞ .

Proof. Since R,S ∈ D2(H), one has

traceH⊗H(Q1/2(H ⊗ I)Q1/2) = traceH(R1/2HR1/2) < ∞
traceH⊗H(Q1/2(I ⊗H)Q1/2) = traceH(S1/2HS1/2) < ∞

for each Q ∈ C(R,S) by Lemma C.3. In particular

traceH⊗H(Q1/2(H ⊗ I + I ⊗H)Q1/2) < ∞ .

Let (Φk)k≥0 be a complete orthonormal system of eigenvectors of Q, and let (λk)k≥0

be the sequence of eigenvalues of Q such that QΦk = λkΦk for each k ≥ 0. Thus

λk > 0 Ô⇒ Φk ∈ Form-Dom(H ⊗ I + I ⊗H)
and ∑

k≥0

λk⟨Φk ∣H ⊗ I + I ⊗H ∣Φk⟩ = traceH⊗H(Q1/2(H ⊗ I + I ⊗H)Q1/2)

= traceH(R1/2HR1/2+S1/2HS1/2) < ∞ ,

and this implies the desired inequality. Using (22) shows that

Ψ ∈ Form-Dom(H ⊗ I + I ⊗H) Ô⇒ Ψ ∈ Form-Dom(C) and

0 ≤ ⟨Ψ∣C ∣Ψ⟩ ≤ ⟨Ψ∣H ⊗ I + I ⊗H ∣Ψ⟩ .
�

2.1. A Quantum Analogue to the Kantorovich Duality. The statement be-
low is an analogue of the Kantorovich Duality Theorem (Theorem 1.3 in [24], or
Theorem 6.1.1 in [1]) for the quantum transport cost operator C defined by (17).

Theorem 2.2 (Quantum duality). Let R,S ∈ D2(H). Then

(24) min
F ∈C(R,S)

traceH⊗H(F 1/2CF 1/2) = sup
(A,B)∈K

traceH(RA + SB) ,

where

K ∶= {(A,B) ∈ L(H) × L(H) s.t. A = A∗ ,B = B∗ and A⊗ I + I ⊗B ≤ C} .

argument shows that U ∈ L2(Rd×Rd) and CU ∈ L2(Rd×Rd) imply that ∣x−y∣2U ∈ L2(Rd×Rd).
These observations imply that the domains of H and C are the spaces given above.
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In the definition of K, the inequality

A⊗ I + I ⊗B ≤ C

means that

⟨ψ∣A⊗ I + I ⊗B∣ψ⟩ ≤ ⟨ψ∣C ∣ψ⟩
for all ψ ∈ Form-Dom(C).

Notice that the inf on the left hand side of the duality formula is attained — in
other words, there always exists an optimal coupling F ∈ C(R,S). On the contrary,
the sup in the right hand side of the duality formula is in general not attained —
at least not attained in the class K in general.

2.2. Existence of Optimal Operators A,B. In this section, we explain how the
sup in the right hand side of the duality formula is attained in a class of operators
(A,B) larger than K.

2.2.1. Gelfand triple associated to a nonnegative trace-class operator. We shall use
repeatedly the following construction. Given a separable Hilbert space H and
T ∈ L1(H ) such that T = T ∗ ≥ 0, let (ξn)n≥1 be a complete orthonormal basis of
H of eigenvectors of T . Set

(25) J0[T ] ∶= span{ξn s.t. ⟨ξn∣T ∣ξn⟩ > 0} ,

and

(26) (φ∣ψ)T ∶= ⟨φ∣T −1∣ψ⟩ , φ,ψ ∈ J0[T ] .

Let J [T ] designate the completion of J0[T ] for the inner product (⋅∣⋅)T . Obviously

(27) J [T ] ⊂ J0[T ] = Ker(T )⊥ ⊂ J [T ]′

(where J0[T ] is the closure of J0[T ] in H). The first inclusion is continuous since,
for each φ ∈ J0[T ], one has

∥φ∥2
H ≤ ∥T ∥(φ∣φ)T = ∥T ∥⟨φ∣T −1∣φ⟩ .

The operator T −1/2, which is a priori defined on J0[T ] only, has a unique continuous
extension which is the unitary transformation

(28) T −1/2 ∶ J [T ] → Ker(T )⊥ with adjoint T −1/2 ∶ Ker(T )⊥ → J [T ]′ .

In other words, one has a Gelfand triple

(29) J [T ] ⊂
c

Ker(T )⊥ ⊂ J [T ]′ .

(Notice that the embedding J [T ] ⊂ Ker(T )⊥ is compact since T 1/2 is a Hilbert-
Schmidt, and therefore compact, operator on H.) With the unitary transformation
(28), one defines the isometric isomorphism

(30) L(J [T ],J [T ]′) ∋ Z↦ T 1/2ZT 1/2 = Z ∈ L(Ker(T )⊥) .

Under this isomorphism, Z∗ is obviously mapped to Z∗.
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2.2.2. The optimality class K̃(R,S). While the original class K is independent of
the quantum density operators R and S, the optimality class K(R,S) significantly
depends on R,S.

Definition 2.3. For each R,S ∈ D2(H), let K̃(R,S) be the set of (v,w) with
v ∈ L(J [R],J [R]′) and w ∈ L(J [S],J [S]′) such that

(a) the operators V = R1/2vR1/2 and W = S1/2wS1/2 satisfy

2R1/2HR1/2 ≥ V = V ∗ ∈ L1(Ker(R)⊥)
2R1/2HR1/2 ≥W =W ∗ ∈ L1(Ker(S)⊥) ;

(b) for each Φ ∈ J0[R] ⊗ J0[S], one has

⟨Φ∣v⊗ I + I ⊗w∣Φ⟩ ≤ ⟨Φ∣C ∣Φ⟩ .

Notice that the left hand side of the inequality in condition (b) is well defined,
since J0[R] ⊂ J [R], so that vJ0[R] ⊂ J [R]′. Hence any element of vJ0[R] is
a linear functional which can be evaluated on any element of J0[R] ⊂ J [R], and
likewise any element of wJ0[S] is a linear functional which can be evaluated on
any element of J0[S] ⊂ J [S].

As for the right hand side, let (ej)j≥1 and (fk)k≥1 be complete orthonormal
systems of eigenvectors of R and S respectively in H. By the implication in (69)
(see Lemma C.1 in the Appendix)

ej ∈ Ker(R)⊥ Ô⇒ ej ∈ Form-Dom(H) ,
fk ∈ Ker(S)⊥ Ô⇒ fk ∈ Form-Dom(H) .

In particular

(31) J0[R] ⊗ J0[S] ⊂ Form-Dom(H ⊗ I + I ⊗H) ⊂ Form-Dom(C)
so that the right hand side of the inequality in (b) is finite.

2.2.3. The sup is attained in K̃(R,S). Passing from K to K̃(R,S) is equivalent
to seeking the optimal Kantorovich potential in L1(Rd, µ) as in Theorems 1.3 or
Theorem 2.9 of [24], instead of Cb(Rd) — see the last sentence in Theorem 1.3 of
[24], together with Remark 1.6 in that same reference.

Theorem 2.4 (Existence of optimal duality potentials). For all R,S ∈ D2(H),

min
F ∈C(R,S)

traceH⊗H(F 1/2CF 1/2) = max
(a,b)∈K̃(R,S)

traceH(R1/2aR1/2 + S1/2bS1/2) .

If R and S are of finite rank, K̃(R,S) ⊂ L(Ker(R)⊥) × L(Ker(S)⊥), so that any
optimal pair (a,b) for the max in the right hand side of the equality above consists
of operators a and b defined on the finite-dimensional linear spaces Ker(R)⊥ and
Ker(S)⊥.

2.3. Structure of optimal couplings. In the classical setting, pick a proper
convex l.s.c. function φ ∶ Rd ↦ R ∪ {+∞}, and let µ ∈ P(Rd) satisfy condition (2)
and

(32) ∫
Rd

(∣x∣2 + ∣∇φ(x)∣2 + ∣φ(x)∣ + ∣φ∗(∇φ(x))∣)µ(dx) < ∞ .

Then

(33) π(dxdy) ∶= µ(dx)δ(y −∇φ(x))
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is an optimal coupling of the measures µ and ν ∶= ∇φ#µ for the Kantorovich
problem with the cost C(x, y) = ∣x − y∣2.

We begin with a necessary and sufficient condition on density operators R,S ∈
D2(H) to have the sup in (24) attained in K, along with an optimality criterion
for the couplings of such density operators. This is the quantum analogue of the
sufficient condition in Theorem 6.1.4 of [1].

Theorem 2.5 (Optimality criterion). Let (A,B) ∈ K be such that

Ker(C −A⊗ I − I ⊗B) /= {0} .
Let (Φj) be a complete orthonormal system in Ker(C −A⊗ I − I ⊗B), and let

(34) F ∶= ∑
j

λj ∣Φj⟩⟨Φj ∣ , with λj ≥ 0 and ∑
j

λj = 1 .

Call F1 ∶= trace2(F ) and F2 ∶= trace1(F ) the partial traces of F on the second and
first factor in H⊗H respectively. Then F is an optimal coupling of F1 and F2:

traceH⊗H(F 1/2CF 1/2) = min
Q∈C(F1,F2)

traceH⊗H(Q1/2CQ1/2)

= sup
(a,b)∈K

traceH(F1a + F2b) = traceH(F1A + F2B) .

Conversely, if (A,B) ∈ K is an optimal pair for R,S ∈ D2(H), i.e. if

(35) MKh̵(R,S)2 = traceH(RA + SB) ,
then Ker(C −A ⊗ I − I ⊗B) /= {0} and any optimal coupling of R and S, i.e. any

F ∈ C(R,S) such that MKh̵(R,S)2 = traceH⊗H(F 1/2CF 1/2) is of the form (34).

In the previous theorem (Theorem 2.5), we have obtained a complete description
of the densities R,S ∈ D2(H) such that the sup in (24) is attained in K. Next, we
give necessary conditions on the structure of the optimal couplings F ∈ C(R,S) for
such density operators R and S.

In the classical setting, the structure (33) of optimal couplings is a straightfor-
ward consequence of (32). Indeed, the set of points where the Young inequality

φ(x) + φ∗(y) ≥ x ⋅ y
becomes an equality is included in graph(∂φ). This suggests the idea of looking
for a quantum analogue of the Brenier optimal transport map in the optimality
criterion in Theorem 2.5.

We shall need the following basic functional analytic considerations. The linear
space Dom(C) endowed with the inner product

(Φ,Ψ) ↦ (Φ∣Ψ)Dom(C) = (Φ∣Ψ)H⊗H + (CΦ∣CΨ)H⊗H
is a Hilbert space. Hence C ∈ L(Dom(C),H⊗H) (with norm at most 1). Since C is
symmetric on Dom(C), it has a unique extension as an element of L(H,Dom(C)′)
(where Dom(C)′ designates the topological dual of Dom(C)), which is defined by
the formula

(36) ⟨CΦ,Ψ⟩Dom(C)′,Dom(C) ∶= (Φ∣CΨ)H⊗H
for all Φ ∈ H⊗H and Ψ ∈ Dom(C).
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On the other hand, the linear space Form-Dom(H⊗I +I⊗H) endowed with the
inner product

(Φ,Ψ) ↦ (Φ∣Ψ)Form-Dom(H⊗I+I⊗H) = (Φ∣Ψ)H⊗H + ⟨Φ∣H ⊗ I + I ⊗H ∣Ψ⟩
is a Hilbert space. If T ∈ L(Form-Dom(H⊗I+I⊗H),H⊗H) is a symmetric operator,
it has a unique extension as an element of L(H,Form-Dom(H ⊗ I + I ⊗H)′). This
extension is defined by the formula

(37) ⟨TΦ,Ψ⟩Form-Dom(H⊗I+I⊗H)′,Form-Dom(H⊗I+I⊗H) = (Φ∣TΨ)H⊗H
(where Form-Dom(H⊗I+I⊗H)′ is the topological dual of Form-Dom(H⊗I+I⊗H))
for all Φ ∈ H⊗H and Ψ ∈ Form-Dom(H ⊗ I + I ⊗H).

In particular

(38) [T,C] ∶ Dom(C)∩Form-Dom(H⊗I+I⊗H)→Dom(C)′+Form-Dom(H⊗I+I⊗H)′

is a continuous linear map. Since

Dom(C)′+Form-Dom(H⊗I+I⊗H)′ ⊂ (Dom(C) ∩ Form-Dom(H⊗I+I⊗H))′ ,
the bilinear functional

(Φ,Ψ) ↦ ⟨Φ∣[T,C]∣Ψ⟩ ∶= (TΦ∣CΨ)H⊗H − (CΦ∣TΨ)H⊗H
is continuous on Dom(C) ∩ Form-Dom(H⊗I+I⊗H).

Henceforth we use the following notation:

qjψ(x1, . . . , xd) ∶= xjψ(x1, . . . , xN) , pjψ(x1, . . . , xd) ∶= −ih̵∂xjψ(x1, . . . , xd)
for all ψ ∈ Form-Dom(H) and all j = 1, . . . , d, and

DqjS ∶= i
h̵
[pj , S] , DpjS ∶= − i

h̵
[qj , S] .

Theorem 2.6. Let R,S ∈ D2(H), let F ∈ C(R,S) be an optimal coupling, i.e.

traceH⊗H(F 1/2CF 1/2) = min
Q∈C(R,S)

traceH⊗H(Q1/2CQ1/2) .

and (A,B) ∈ K̃(R,S) a pair of optimal operators such that

traceH(RA + SB) = sup
(a,b)∈K

traceH(Ra + Sb) ,

Then,

(1) if A ∈ L(J (R),H) (resp. B ∈ L(J (S),H)), let us denote by the same letters
A,B two extensions of A,B to L(H) such that

A⊗ I + I ⊗B ≤ C
on Form-Dom(C) (in other words, (A,B) ∈ K defined in Theorem 2.2)4.

Then

(a) any eigenvector Φ of F such that FΦ /= 0 satisfies

Φ ∈ Dom(C) and CΦ = (A⊗ I + I ⊗B)Φ ;

(b) Let us denote

A ∶= 1
2
(H −A) and B ∶= 1

2
(H −B) ,

4Note that even when Ker(R) = Ker(S) = {0}, so that J0(E)⊗J0(S) is dense in H⊗H, Theorem

2.4 provides optimal operators A,B satisfying the constraint inequality only on J0(E) ⊗ J0(S)
and not automatically on Form-Dom(C). This is why the preceding constraint inequality has to

be supposed to hold true.
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where H is the harmonic oscillator in (19).
Then, for each j = 1, . . . , d, one has

F 1/2(I ⊗ qj −DqjA⊗ I)F 1/2 = F 1/2(I ⊗ pj −DpjA⊗ I)F 1/2 = 0 ,

F 1/2(qj ⊗ I − I ⊗DqjB)F 1/2 = F 1/2(pj ⊗ I − I ⊗DpjB))F 1/2 = 0 .

(2) if R and S have finite rank, one knows by Theorem 2.4 that A ∈ L(Ker(R)⊥)
and B ∈ L(Ker(S)⊥). Let us denote by P and Q be the orthogonal projec-
tions on Ker(R)⊥ and Ker(S)⊥ respectively.

Then, by identifying F with its projection on Ker(R)⊥⊗Ker(S)⊥ thanks
to Lemma 4.1, one has (on Ker(R)⊥ ⊗Ker(S)⊥),
(c) (P⊗QCP⊗Q −A⊗ Iker(S)⊥ + Iker(R)⊥ ⊗B)F = 0.
(d) Let us denote

A′ ∶= 1
2
(PHP −A) and B′ ∶= 1

2
(QHQ −B) ,

and, for each j = 1, . . . , d, QRj =PQjP, P
R
j =PPjP,Q

S
j =QQjQ, P

S
j = QPjQ.

One has

F 1/2(
d

∑
k=1

( i
h̵
[PRj ,QRk ] ⊗QSk + i

h̵
[PRj , PRk ] ⊗ PSk ) −DQRj

A′ ⊗ I)F 1/2 = 0

F 1/2(
d

∑
k=1

( i
h̵
[QRj ,QRk ] ⊗QSk + i

h̵
[QRj , PRk ] ⊗ PSk ) −DPjA′ ⊗ I)F 1/2 = 0

F 1/2(
d

∑
k=1

(QRk ⊗ i
h̵
[PSj ,QSk ] + PRk ⊗ i

h̵
[P sj , P sk ]) − I ⊗DQRj

B′)F 1/2 = 0

F 1/2(
d

∑
k=1

(QRk ⊗ i
h̵
[QSj ,QSk ] + PRk ⊗ i

h̵
[Qsj , P sk ]) − I ⊗DPSj

B′)F 1/2 = 0

As mentioned in the introduction, the two last identities of (b) are analogous to
the condition (9)

(z′ −∇a(z))π(dz, dz′) = 0

obtained in the setting of classical optimal transport in the case where the convex
function a is smooth, so that ∂a(z) = {∇a(z)} (see the Brenier or the Knott-Smith
theorems, stated as Theorem 2.12 (i)-(ii) in [24]. Indeed, using the (vector-valued)
operator

∇Q = (Dq1 , . . . ,Dqd ,Dp1 , . . . ,Dpd)
together with the vector of operators Z defined right after (11), statement (b) of
Theorem 2.6 reads

F
1
2 (Z ⊗ I − I ⊗∇QA)F 1

2 = 0.(39)

Notice that the quantum analogue of the function a is the operator 1
2
(H − A)

(equivalently, the classical analogue of A is (∣q∣2 + ∣p∣2)− 2φ(q, p)): see Remark 2.13
(iii) following Theorem 2.12 in [24], where the relation between φ and the optimal
pair in the Kantorovich duality theorem is described in detail.

Concerning (d), it is a straightforward computation to show that the two first
equalities can be synthesized as formulas (14)-(15) in the introduction.
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3. Proof of Theorem 2.2

Set E ∶= L(H⊗H). Define f, g ∶ E →R ∪ {+∞} by the formulas

f(T ) ∶= {
0 if T = T ∗ ≥ −C ,
+∞ otherwise,

and

g(T ) ∶= {
traceH(RA + SB) if T = T ∗ = A⊗ I + I ⊗B ,
+∞ otherwise.

For each T = T ∗ ∈ L(H ⊗ H), the constraint T ≥ −C in the definition of f is to be
understood as follows:

⟨φ∣T ∣φ⟩ ≥ −⟨φ∣C ∣φ⟩ for each φ ∈ Form-Dom(C) .
On the other hand, the nullspace of the linear map

Γ ∶ L(H) × L(H) ∋ (A,B) ↦ A⊗ I + I ⊗B ∈ L(H⊗H)
is Ker(Γ) = {(tI,−tI) s.t. t ∈ C}. Since traceH(R) = traceH(S) = 1, one has

traceH(RA + SB) = t traceH(R − S) = 0 for all (A,B) = (tI,−tI) ∈ Ker(Γ)
so that

A⊗ I + I ⊗B ↦ traceH(RA + SB)
defines a unique linear functional on ran(Γ). Besides

(A⊗ I + I ⊗B)∗ = A∗ ⊗ I + I ⊗B∗ ,

so that, by cyclicity of the trace,

T = A⊗ I + I ⊗B and T = T ∗ Ô⇒ A = A∗ and B = B∗

Ô⇒ g(T ) = traceH(RA∗ + SB∗) = traceH(AR +BS) = g(T ) .
Therefore, the prescription above defines indeed a unique function g on E with
values in (−∞,+∞].

One easily checks that f and g are convex. Indeed, f is the indicator function
(in the sense of the definition in §4 of [21] on p. 28) of the convex set

{T = T ∗ ∈ E s.t. T ≥ −C} ,
while g is the extension by +∞ of a real-valued linear functional defined on the
linear subspace ran(Γ) of E. Clearly,

f(0) = g(0) = 0 .

Moreover f is continuous at 0. Indeed, the Heisenberg uncertainty inequality im-
plies that

(40) C ≥ 2dh̵I ,

so that
T = T ∗ and ∥T ∥ < dh̵ Ô⇒ T ≥ −2dh̵I ≥ −C .

Hence
T = T ∗ and ∥T ∥ < dh̵ Ô⇒ f(T ) = 0 ,

so that f is continuous at 0.
By the Fenchel-Rockafellar duality theorem (Theorem 1.12 in [5])

inf
T ∈E

(f(T ) + g(T )) = max
Λ∈E′

(−f∗(−Λ) − g∗(Λ)) .
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Let us compute f∗ and g∗. First

f∗(−Λ) = sup
T ∈E

(⟨−Λ, T ⟩ − f(T )) = sup
T ∈E

T=T∗≥−C

⟨−Λ, T ⟩ .

If Λ ∈ E′ is not ≥ 0, there exists T0 = T ∗0 ≥ 0 such that ⟨Λ, T0⟩ = −α < 0. In particular,
nT0 = nT ∗0 ≥ −C for each n ≥ 0, so that

f∗(−Λ) ≥ sup
n≥1

⟨−Λ, nT0⟩ = sup
n≥1

nα = +∞ .

For Λ ∈ E′ such that Λ ≥ 0, define

⟨Λ,C⟩ ∶= sup
T ∈E

T=T∗≤C

⟨Λ, T ⟩ ∈ [0,+∞] .

(That ⟨Λ,C⟩ ≥ 0 comes from observing that T = 0 satisfies the constraints.) With
this definition

f∗(−Λ) = {
⟨Λ,C⟩ if Λ ≥ 0 ,

+∞ otherwise.

Next

g∗(Λ) = sup
T ∈E

(⟨Λ, T ⟩ − g(T )) = sup
T=T∗∈E

T=A⊗I+I⊗B

(⟨Λ, T ⟩ − trace(RA + SB)) .

If there exists A = A∗ ∈ L(H) and B = B∗ ∈ L(H) such that

⟨Λ,A⊗ I + I ⊗B⟩ > trace(RA + SB) ,
then

g∗(Λ) ≥ sup
n≥1

(n⟨Λ,A⊗ I + I ⊗B⟩ − n traceH(RA + SB)) = +∞ .

Likewise, if

⟨Λ,A⊗ I + I ⊗B⟩ < traceH(RA + SB) ,
then

g∗(Λ) ≥ sup
n≥1

(⟨Λ,−n(A⊗ I + I ⊗B)⟩ − traceH(−n(RA + SB))) = +∞ .

Hence

g∗(Λ) = {
0 if ⟨Λ,A⊗ I + I ⊗B⟩ = traceH(RA + SB) ,
+∞ otherwise.

Notice that the prescription ⟨Λ, T ⟩ = traceH(RA + SB) whenever T = T ∗ ∈ ran(Γ)
defines a unique linear functional on ran(Γ) since Ker(Γ) = {0} as explained above.

By the Fenchel-Rockafellar duality theorem recalled above,

inf
T ∈E

(f(T ) + g(T )) = inf
A=A∗ , B=B∗∈L(H)
A⊗I+I⊗B≥−C

traceH(RA + SB)

= max
Λ∈E′

(−f∗(−Λ) − g∗(Λ)) = max
0≤Λ∈E′

⟨Λ,A⊗I+I⊗B⟩=traceH(RA+SB)

−⟨Λ,C⟩

or equivalently, after exchanging the signs,

sup
(A,B)∈K

traceH(RA + SB) = min
0≤Λ∈E′

⟨Λ,A⊗I+I⊗B⟩=traceH(RA+SB)

⟨Λ,C⟩ .

(We recall that the constraint A ⊗ I + I ⊗ B ≤ C in the definition of K is to be
understood as explained immediately after the statement of Theorem 2.2.)
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One can further restrict the min on the right hand side with the following ob-
servations.

Lemma 3.1. Let V = L(H ) where H is a separable Hilbert space. If ` ∈ V ′

satisfies ` ≥ 0, then

T = T ∗ ∈ V Ô⇒ ⟨`, T ⟩ ∈ R and ∥`∥ = ⟨`, IH ⟩ .
Proof. Indeed, for all T = T ∗ ∈ V , one has −∥T ∥IH ≤ T ≤ ∥T ∥IH , so that

−∥T ∥IH ≤ T ≤ ∥T ∥IH , so that − ∥T ∥⟨`, IH ⟩ ≤ ⟨`, T ⟩ ≤ ∥T ∥⟨`, IH ⟩ .
In particular, for all T = T ∗ ∈ V , one has ⟨`, T ⟩ ∈ R. For all T ∈ V (not necessarily
self-adjoint), write

R(T ) = 1
2
(T + T ∗) and I(T ) ∶= 1

2
i(T ∗ − T ) .

If ⟨`, T ⟩ /= 0, there exists α ∈ C s.t. ∣α∣ = 1 and ⟨`,αT ⟩ = ∣⟨`, T ⟩∣. These considerations
show immediately that ⟨`,I(αT )⟩ = 0 so that

∣⟨`, T ⟩∣ = ⟨`,R(αT )⟩ ≤⟨`, IH ⟩∥R(αT )∥
≤ 1

2
⟨`, IH ⟩(∥αT ∥ + ∥(αT )∗∥) = ⟨`, IH ⟩∥T ∥ .

Hence ∥`∥ ≤ ⟨`, IH ⟩, while it is obvious that ⟨`, IH ⟩ ≤ ∥`∥. This concludes the proof
of Lemma 3.1. �

Lemma 3.2. Let 0 ≤ Λ ∈ E′. Then there exists Q ∈ L1(H⊗H) such that

Q = Q∗ ≥ 0 , and ∥Q∥L1 ≤ ∥Λ∥ ,
and L ∈ E′ such that

L ≥ 0 , L∣
K(H⊗H)

= 0 , and ∥L∥ ≤ ∥Λ∥ ,

satisfying
Λ = traceH⊗H(Q●) +L .

Proof. Since L1(H⊗H) = K(H⊗H)′, one has

Λ∣
K(H⊗H)

= traceH⊗H(Q●) ,

for some Q ∈ L1(H⊗H).
First, observe that

Λ ≥ 0 Ô⇒ Q = Q∗ ≥ 0 .

Indeed, since Q ∈ L1(H⊗H), then Q is compact. Writing

R(Q) = 1
2
(Q +Q∗) and I(Q) = − i

2
(Q −Q∗) ,

one has R(Q) =R(Q)∗ and I(Q) = I(Q)∗, so that

⟨Λ,I(Q)⟩ = traceH⊗H(R(Q)I(Q)) + i traceH⊗H(I(Q)2) ∈ R .

Since

traceH⊗H(R(Q)I(Q)) = traceH⊗H(I(Q)R(Q))
= traceH⊗H((R(Q)I(Q))∗) = traceH⊗H(R(Q)I(Q)) ∈ R ,

one concludes that

traceH⊗H(I(Q)2) = 0 , so that I(Q)2) = 0 .

Thus Q = Q∗. Next observe that, for each ξ ∈ H⊗H,

∣ξ⟩⟨ξ∣ = (∣ξ⟩⟨ξ∣)∗ ≥ 0 so that ⟨Λ, ∣ξ⟩⟨ξ∣⟩ = traceH⊗H(Q∣ξ⟩⟨ξ∣) = ⟨ξ∣Q∣ξ⟩ ≥ 0 .
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Let (φn)n≥0 be a complete orthonormal sequence of eigenvectors of Q in H⊗H,
and let λn be the eigenvalue of Q associated to φn. Then

∥Q∥L1 = traceH⊗H(Q) = sup
n≥1

n

∑
k=1

λn = sup
n≥1

⟨Λ,
n

∑
k=1

∣φn⟩⟨φn∣⟩ ≤ ⟨Λ, IH⊗H⟩ = ∥Λ∥ .

Define
L ∶= Λ − traceH⊗H(Q●) ,

so that
L∣
K(H⊗H)

= 0

by construction. Let Πn be the orthogonal projection on span(φ0, . . . , φn). Obvi-
ously ΠnQ = QΠn. Then, for each T = T ∗ ≥ 0 in E,

0 ≤ ⟨Λ, (IH⊗H −Πn)T (IH⊗H −Πn)⟩ = ⟨Λ, T ⟩ − ⟨Λ, TΠn⟩ − ⟨Λ,ΠnT ⟩ + ⟨Λ,ΠnTΠn⟩
= ⟨Λ, T ⟩ − traceH⊗H(Q(TΠn +ΠnT −ΠnTΠn)) = ⟨Λ, T ⟩ − traceH⊗H(ΠnQΠnT )

→ ⟨Λ, T ⟩ − traceH⊗H(QT ) = ⟨L,T ⟩
as n→∞, since Q ∈ L1(H⊗H), so that ΠnQΠn → Q in L1(H⊗H) as n→∞. This
shows that L ≥ 0. In particular (see footnote above), one has

∥L∥ = ⟨L, IH⊗H⟩ = ⟨Λ, IH⊗H⟩ − traceH⊗H(Q) ≤ ⟨Λ, IH⊗H⟩ = ∥Λ∥ .
This conlcudes the proof of Lemma 3.2. �

Lemma 3.3. Let 0 ≤ Λ ∈ E′ satisfy

⟨Λ,A⊗ I + I ⊗B⟩ = traceH(RA + SB) , for all A = A∗ and B = B∗ ∈ L(H) .
Then Λ is of the form

Λ = traceH⊗H(Q●) , with Q = Q∗ ≥ 0 and traceH⊗H(Q) = 1 .

In particular, Q is a coupling of R and S.

Proof. Let (e1, e2, . . .) be a complete orthonormal system in H, and let Pn be the
orthogonal projection on span(e1, . . . , en). Consider

Tn ∶= (IH − Pn) ⊗ Pn + Pn ⊗ (IH − Pn) ≥ 0 , n ≥ 1 .

Since Pn ⊗ Pn ≥ 0, one has

0 ≤ Tn ≤ IH ⊗ Pn + Pn ⊗ IH ≤ IH⊗H .
Hence

0 ≤ ⟨Λ, Tn⟩ ≤ traceH⊗H(Q((IH − Pn) ⊗ IH + IH ⊗ (IH − Pn))) + ⟨L,Tn⟩
≤ traceH((Q1 +Q2)(IH − Pn)) + ⟨L, IH⊗H⟩
→ ⟨L, IH⊗H⟩ = ⟨Λ, IH⊗H⟩ − traceH⊗H(Q)

as n → +∞. In the formula above, Q1,Q2 are the partial traces of Q, defined as
follows:

Q1 ∈ L1(H) and traceH(Q1A) = traceH⊗H(Q(A⊗ IH)) ,
Q2 ∈ L1(H) and traceH(Q2A) = traceH⊗H(Q(IH ⊗A)) ,

for each A ∈ L(H).
Thus

lim
n→∞

⟨Λ, Tn⟩ ≤ ⟨Λ, IH⊗H⟩ − traceH⊗H(Q) = 1 − traceH⊗H(Q) .
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Taking A = I and B = 0 shows indeed that ⟨Λ, IH⊗H⟩ = traceH(R) = 1.
On the other hand, (I − Pn) ⊗ (I − Pn) ≥ 0, so that

Tn = IH ⊗ Pn + Pn ⊗ IH − 2Pn ⊗ Pn ,
and hence

⟨Λ, Tn⟩ = traceH((R + S)Pn) − 2⟨Λ, Pn ⊗ Pn⟩
= traceH((R + S)Pn) − 2 traceH⊗H(Q(Pn ⊗ Pn))

since Pn ⊗ Pn is a finite-rank operator (and therefore a compact operator). Thus

lim
n→∞

⟨Λ, Tn⟩ = traceH(R + S) − 2 traceH⊗H(Q) = 2(1 − traceH⊗H(Q)) .

Therefore

0 ≤ 2(1 − traceH⊗H(Q)) = lim
n→∞

⟨Λ, Tn⟩ = lim
n→∞

⟨Λ, Tn⟩ ≤ 1 − traceH⊗H(Q) ,

so that

1 = traceH⊗H(Q) and ∥L∥ = ⟨Λ, I⟩ − traceH⊗H(Q) = 1 − traceH⊗H(Q) = 0 .

Summarizing, we have proved that Λ is represented by Q ∈ L1(H⊗H) such that
traceH⊗H(Q) = 1, and the condition Λ ≥ 0 implies that Q = Q∗ ≥ 0 according to
Lemma 3.2. Finally, the definition of Λ implies that

⟨Λ,A⊗ IH⟩ = traceH⊗H(Q(A⊗ IH)) = traceH(RA) ,
⟨Λ, IH ⊗B⟩ = traceH⊗H(Q(IH ⊗B)) = traceH(SB) ,

so that the partial traces of Q are Q1 = R and Q2 = S, meaning that Q ∈ C(R,S).
This concludes the proof of Lemma 3.3. �

At this point, we have proved that the minimizing linear functional Λ in the
duality formula above is represented by Q ∈ C(R,S). In other words,

sup
(A,B)∈K

traceH(RA + SB) = min
Q∈C(R,S)

traceH⊗H(QC) ,

with the notation

traceH⊗H(QC) ∶= sup
T=T∗∈E
T≤C

traceH⊗H(QT ) ,

where the constraint T ≤ C has the meaning recalled above. Let us prove that

(41) sup
T=T∗∈E
T≤C

traceH⊗H(QT ) = traceH⊗H(Q1/2CQ1/2) .

Let (Φk)k≥0 be a complete orthonormal system of eigenvectors of Q, and let
(λk)k≥0 be the sequence of eigenvalues of Q such that QΦk = λkΦk for each k ≥ 0.
With the notation in Appendix A, one has, by Lemma 2.1,

2h̵∑
k≥0

∑
m1,...,md≥0
n1,...,nd≥0

λk(2(n1 + . . . + nd) + d)∣⟨Ψm1,...,nd,n1,...,nd ∣Φk⟩∣2

= ∑
k≥0

λk⟨Φk ∣C ∣Φk⟩ ≤ 2∑
k≥0

λk⟨Φk ∣H ⊗ I + I ⊗H ∣Φk⟩ < ∞ .

By Corollary C.2, one has CN ∶= (IH⊗H + 1
N
C)−1C = C∗

N ∈ L(H⊗H) for each N ≥ 1,
and

(42) traceH⊗H(QCN) → traceH⊗H(Q1/2CQ1/2) as N →∞ .
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Since 0 ≤ CN = C∗
N ≤ C for each N ≥ 1

(43)
lim
N→∞

traceH⊗H(CNQ) ≤ sup
T=T∗∈E
T≤C

traceH⊗H(QT ) = sup
(A,B)∈K

traceH(RA + SB) .

On the other hand, since λk > 0 Ô⇒ Ψk ∈Form-Dom(H⊗I+I⊗H)⊂Form-Dom(C),
for each (A,B) ∈ K, one has

∑
k≥0

λk⟨Ψk ∣A⊗ IH + IH ⊗B∣Ψk⟩ ≤ ∑
k≥0

λk⟨Ψk ∣C ∣Ψk⟩ ,

or equivalently, since Q ∈ C(R,S),

(44)
traceH(RA + SB) = traceH⊗H(Q1/2(A⊗ IH + IH ⊗B)Q1/2)

≤ traceH⊗H(Q1/2CQ1/2) .
The inequalities (42), (43) and (44) obviously imply (41), and this concludes the
proof if Theorem 2.2.

4. Proof of Theorem 2.4

Let (Ak,Bk) ∈ K be a maximizing sequence, i.e.

trace(RAk + SBk) → sup
(A,B)∈K

trace(RA + SB) =∶ τ ∈ [0,+∞) as k →∞ .

That τ < +∞ comes from the fact that the inf in Theorem 2.2 is attained by some
optimal coupling F ∈ C(R,S), and that R and S both belong to D2(H). Indeed,
using Lemma C.3 shows that

F ∈ C(R,S) Ô⇒ 0 ≤ trace(F 1/2CF 1/2) ≤2 trace(F 1/2(H ⊗ I + I ⊗H)F 1/2)
=2 trace(R1/2HR1/2 + S1/2HS1/2) < +∞ .

4.1. Step 1: normalizing the maximizing sequence. For each k ≥ 1, set

ak ∶= 2H −Ak and bk = 2H −Bk .
Thus

ak ⊗ I + I ⊗ bk ≥ 2(H ⊗ I + I ⊗H) −C

=
d

∑
j=1

((−ih̵∂xj − ih̵∂yj)2 + (xj + yj)2) =∶ Σ ≥ 0 .

The operator Σ satisfies the same uncertainty inequality as C:

(45)

Σ =
d

∑
j=1

((xj + yj) + i(−ih̵∂xj − ih̵∂yj))((xj + yj) − i(−ih̵∂xj − ih̵∂yj))

+
d

∑
j=1

i([−ih̵∂xj , xj] + [−ih̵∂yj , yj]) ≥ 2dh̵I ⊗ I ,

and

(46) Form-Dom(Σ) = {ψ ∈ H⊗H s.t. (xj+yj)ψ and (∂xj+∂yj)ψ ∈ H⊗H , 1 ≤ j ≤ d} .
Set αk ∶= sup{α ∈ R s.t. ak ≥ αI} for each k ≥ 1. Since H = H∗ ≥ 0, one has

ak ≥ −Ak ≥ −∥Ak∥I, so that αk ≥ −∥Ak∥. On the other hand, let e0 be a normalized
eigenvector of R such that Re0 /= 0. Since R ∈ D2(H), one has 0 ≤ ⟨e0∣H ∣e0⟩ < +∞
by (69) (see Lemma C.1 in the Appendix), so that

ak ≥ αI Ô⇒ α ≤ ⟨e0∣ak ∣e0⟩ ≤ 2⟨e0∣H ∣e0⟩ + ∥Ak∥ .
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Hence αk ∈ [−∥Ak∥,2⟨e0∣H ∣e0⟩ + ∥Ak∥]. By definition of αk, there exists φn ∈
Dom(H) such that

∥φn∥H = 1 and ⟨φn∣ak ∣φn⟩ → αk as n→∞ for each k ≥ 1 .

Thus

⟨φn∣ak ∣φn⟩I + bk ≥ 2dh̵I for each n ≥ 1 ,

so that

αkI + bk ≥ 2dh̵I .

On the other hand, again by definition of αk, one has

ak − αkI ≥ 0 .

Setting

âk ∶= ak − αkI + dh̵I , b̂k ∶= bk + αkI − dh̵I ,
one has

âk ⊗ I + I ⊗ b̂k = ak ⊗ I + I ⊗ bk ≥ Σ ,

âk = â∗k ≥ dh̵I , b̂k = b̂∗k ≥ dh̵I .
Finally

0 ≤ traceH(R1/2âkR
1/2 + S1/2b̂kS

1/2) = traceH(R1/2akR
1/2 + S1/2bkS

1/2)
=2 traceH(R1/2HR1/2 + S1/2HS1/2)
− traceH(RAk + SBk)

→2 traceH(R1/2HR1/2 + S1/2HS1/2) − τ
as k →∞.

4.2. Step 2: defining the unbounded operators a and b. With the minimizing

sequence (ak, bk) replaced with its normalized variant (âk, b̂k) as explained in the
previous section, one has

0 ≤ trace(R1/2âkR
1/2) ≤ sup

k
trace(R1/2âkR

1/2) < +∞ ,

0 ≤ trace(S1/2b̂kS
1/2) ≤ sup

k
trace(S1/2b̂kS

1/2) < +∞ ,

since both these sequences are converging as k → ∞. Therefore, the sequences of

operators R1/2âkR
1/2 and S1/2b̂kS

1/2 are bounded in L1(H). Since L1(H) is the
topological dual of K(H) (the algebra of compact operators on H), the Banach-

Alaoglu theorem implies that there exists a subsequence of (âk, b̂k) (abusively de-

noted (âk, b̂k) for simplicity) such that

R1/2âkR
1/2 → V and S1/2b̂kS

1/2 →W in L1(H) weak-* as k →∞ .

Since

âk = â∗k ≥ dh̵I and b̂k = b̂∗k ≥ dh̵I ,
one has

V = V ∗ ≥ dh̵R and W =W ∗ ≥ dh̵S .
In particular

Ker(V ) ⊂ Ker(R) and Ker(W ) ⊂ Ker(S) .
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On the other hand

ran(V ) ⊂ ran(R1/2) = ran(R) and ran(W ) ⊂ ran(S1/2) = ran(S) .
(To check the first inclusion, pick ξ = V x, and observe that

⟨y∣R1/2âkR
1/2∣x⟩ = trace(R1/2âkR

1/2∣x⟩⟨y∣) → ⟨y∣V ∣x⟩

so that ξk = R1/2âkR
1/2x ∈ ran(R1/2) satisfies ξk → ξ weakly in H. Hence ξ belongs

to the weak closure of ran(R1/2), which is equal to its strong closure ran(R1/2)
since ran(R1/2) is a convex subset of H: see Theorem 3.7 in [5].) Since

Ker(V )⊥ = ran(V ) ⊂ ran(R) = Ker(R)⊥ ,
Ker(W )⊥ = ran(W ) ⊂ ran(S) = Ker(S)⊥ ,

(see Corollary 2.18 (iv) in [5]) one has

Ker(V ) = Ker(R) and ran(V ) = Ker(R)⊥ ,
Ker(W ) = Ker(S) and ran(W ) = Ker(S)⊥ .

In particular

V ∈ L1(Ker(R)⊥) and W ∈ L1(Ker(S)⊥) .
Let v ∈ L(J [R],J [R]′) and w ∈ L(J [S],J [S]′) be the operators associated to V
and W by (30); since V = V ∗ and W =W ∗, one has

v∗ = v and w∗ = w .

Next

J0[R] ⊗ J0[S] ⊂ Form-Dom(H ⊗ I + I ⊗H) ⊂ Form-Dom(Σ)
where the first inclusion comes from (31), and the second from (21) and (46). By

construction, the sequences (âk)k≥1 and (b̂k)k≥1 satisfy

⟨Φ∣âk ⊗ I + I ⊗ b̂k −Σ∣Φ⟩ ≥ 0 for all Φ ∈ J0[R] ⊗ J0[S] .

For each φ ∈ J0[R], there exists a unique φ̃ ∈ J0[R] such that R1/2φ̃ = φ, so that

⟨φ∣âk ∣φ⟩ = ⟨φ̃∣R1/2âkR
1/2∣φ̃⟩ → ⟨φ̃∣V ∣φ̃⟩ = ⟨φ∣v∣φ⟩ as k →∞ .

Likewise ⟨ψ ∣̂bk ∣ψ⟩ → ⟨ψ∣w∣ψ⟩ as k → ∞ for each ψ ∈ J0[R]. Passing to the limit in
the last inequality implies that

⟨Φ∣v⊗ I + I ⊗w −Σ∣Φ⟩ ≥ 0 for all Φ ∈ J0[R] ⊗ J0[S] .
Let a = a∗ ∈ L(J [R],J [R]′) and b = b∗ ∈ L(J [S],J [S]′) be the operators associ-

ated to 2R1/2HR1/2 −V ∈ L1((Ker(R)⊥)) and to 2S1/2HS1/2 −W ∈ L1((Ker(S)⊥))
respectively. The last inequality on v and w implies that (a,b) ∈ K̃(R,S).

4.3. Step 3: relaxing the constraint. In this step we prove the following: for
each (ā, b̄) ∈ K̃(R,S) and each F ∈ C(R,S), one has

(47) traceH⊗H(F 1/2CF 1/2) ≥ traceH(R1/2āR1/2 + S1/2b̄S1/2) .
Let (e′j) and (f ′l ) be orthonormal sequences of eigenvectors of R and S belonging

to J0[R] and J0[S], and assumed to be complete in Ker(R)⊥ and Ker(S)⊥ respec-
tively. Call pm and qn the orthogonal projections on the m first elements of (e′j)
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and on the n first elements of (f ′l ) respectively, so that

0 ≤ p1 ≤ . . . ≤ pm ≤ sup
m

pm =P = orthogonal projection on ker(R)⊥ ,

0 ≤ q1 ≤ . . . ≤ qn ≤ sup
n

qn =Q = orthogonal projection on ker(S)⊥ .

We shall argue instead in terms of the operators

v̄ = v̄∗ ∈ L(J [R],J [R]′) and w̄ = w̄∗ ∈ L(J [S],J [S]′)
associated by (30) to the operators

R1/2HR1/2−R1/2āR1/2 ∈ L1(Ker(R)⊥) ,
S1/2HS1/2 − S1/2b̄S1/2 ∈ L1(Ker(S)⊥) .

Since (ā, b̄) ∈ K(R,S), one has ⟨Φ∣C−ā⊗I−I⊗b̄∣Φ⟩ ≥ 0 for each Φ ∈ J0[R]⊗J0[S],
so that, for each m,n, one has

pm ⊗ qnΣNpm ⊗ qn ≤ pm ⊗ qnΣpm ⊗ qn ≤(pmv̄pm) ⊗ qn + pm ⊗ (qnw̄qn)
≤(pmv̄pm) ⊗Q +P⊗ (qnw̄qn) ,

where ΣN ∶= (IH⊗H + 1
N

Σ)−1Σ = Σ∗
N ∈ L(H⊗H) and 0 ≤ ΣN ≤ Σ for each N ≥ 1.

That (pmv̄pm) ⊗ qn ≤ (pmv̄pm) ⊗Q is seen easily, for instance by the following
argument. Let Φ be any element of Ker(R)⊥ ⊗ Ker(S)⊥, which we decompose on
the complete orthonormal system (e′j ⊗ f ′l ):

Φ = ∑
j,l

Φjle
′
j ⊗ f ′l , ∑

j,l

∣Φjl∣2 = ∥Φ∥2
H⊗H < ∞ .

Then

⟨Φ∣(pmv̄pm ⊗ qn∣Φ⟩ = ∑
1≤j,k≤m

1≤l≤n

ΦjlΦkl⟨v̄e′j ∣e′k⟩V ′,V

≤ ∑
l

∑
1≤j,k≤m

ΦjlΦkl⟨v̄e′j ∣e′k⟩V ′,V = ⟨Φ∣pnv̄pn ⊗Q∣Φ⟩ ,

since the matrix (⟨v̄e′j ∣e′k⟩V ′,V)1≤j,k≤m is Hermitian nonnegative. The analogous
inequality for w̄ is proved similarly.

Thus, for each F ∈ C(R,S), one has

traceH⊗H(F (pm ⊗ qn)ΣN(pm ⊗ qn)) ≤ traceH⊗H(F ((pmv̄pm) ⊗Q +P⊗ (qnw̄qn))) .

Lemma 4.1. Let R,S ∈ D(H) and let P and Q be the orthogonal projections on
Ker(R)⊥ and Ker(S)⊥ repectively. For each F ∈ C(R,S), one has

F = (P⊗Q)F (P⊗Q) .

Taking this lemma for granted, we conclude the proof of (47). First

traceH⊗H(F ((pmv̄pm) ⊗Q)) = traceH⊗H(F (P⊗Q)((pmv̄pm) ⊗ I)(P⊗Q))
= traceH⊗H((P⊗Q)F (P⊗Q)((pmv̄pm) ⊗ I))
= traceH⊗H(F ((pmv̄pm) ⊗ I))
= traceH(R(pmv̄pm)) = traceH(R1/2(pmv̄pm)R1/2)
= traceH(pmR1/2v̄R1/2pm) ≤ traceH(R1/2v̄R1/2)

where the first equality comes from the fact that Ppm = pm = pmP, the second and
the fifth equality follow by cyclicity of the trace, the third equality from the lemma
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above, the fourth equality from the fact that F ∈ C(R,S), and the sixth equality
from the fact that pm is a spectral projection of R and therefore commutes with
R. The last inequality is obtained by computing the trace of R1/2v̄R1/2 ∈ L1(H) on
a complete orthonormal system in H whose m first vectors span ran(pm). By the
same token,

traceH⊗H(F (P⊗ (qnw̄qn))) ≤ traceH(S1/2w̄S1/2) .
On the other hand

traceH⊗H(F (pm ⊗ qn)ΣN(pm ⊗ qn)) → traceH⊗H(F (P⊗Q)ΣN(P⊗Q))
= traceH⊗H(FΣN)

passing to the limit in m,n for each N ≥ 1. Indeed

(pm ⊗ qn)ΣN(pm ⊗ qn) → (P⊗Q)ΣN(P⊗Q) strongly in L(H⊗H)
for each N ≥ 1, since for each Ψ ∈ H⊗H

∥(P⊗Q)ΣN(P⊗Q)Ψ − (pm ⊗ qn)ΣN(pm ⊗ qn)Ψ∥
≤ ∥(P⊗Q − pm ⊗ qn)ΣN(P⊗Q)Ψ∥
+∥(pm ⊗ qn)ΣN(P⊗Q − pm ⊗ qn)Ψ∥
≤ ∥(P⊗Q − pm ⊗ qn)ΣN(P⊗Q)Ψ∥
+∥ΣN∥∥(P⊗Q − pm ⊗ qn)Ψ∥ → 0

in m,n for each N ≥ 1. Then, one concludes as in Example 3 of chapter 2 in [23].
Thus, we have proved that

traceH⊗H(FΣN) ≤ traceH(R1/2v̄R1/2 + S1/2w̄S1/2) , for each N ≥ 1 .

By Corollary C.2, traceH⊗H(FΣN) → traceH⊗H(F 1/2ΣF 1/2) as N →∞, so that

traceH⊗H(F 1/2ΣF 1/2) ≤ traceH(R1/2v̄R1/2 + S1/2w̄S1/2) ,
which is equivalent to the sought inequality (47).

4.4. Step 4: the squeezing argument. Pick an optimal coupling Fopt ∈ C(R,S).
(We recall that the existence of such a coupling is one of the conclusions of The-
orem 2.2, and follows from the Fenchel-Rockafellar duality theorem.) One has the
following chain of inequalities:

(48)

sup
(A,B)∈K

traceH(RA + SB) ≤ sup
(ā,b̄)∈K̃(R,S)

traceH(R1/2āR1/2 + S1/2b̄S1/2)

≤ traceH⊗2(F 1/2
optCF

1/2
opt ) .

The second inequality has been proved in Step 3.
As for the first inequality, observe first that

(49) sup
(A,B)∈K

traceH(RA + SB) = sup
(A,B)∈K̂

traceH(RA + SB) ,

with the notation

K̂ ∶= {(A,B) ∈ K s.t. A ≤ 2H − dh̵I and B ≤ 2H − dh̵I} .
This is proved by the normalization argument in Step 1: pick

ρ ∶= sup{α ∈ R s.t. 2H −A ≥ αI} .
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Then ρ ∈ [−∥A∥,2⟨e0∣H ∣e0⟩ + ∥A∥], where e0 is a normalized eigenvector of R such
that Re0 /= 0, and one has

A + (ρ − dh̵)I ≤ 2H − dh̵I and B − (ρ − dh̵)I ≤ 2H − dh̵I
by the same argument as in Step 1. (Indeed, by definition of ρ, there exists a
sequence φn ∈ Dom(H) such that ∥φn∥H = 1 and ⟨φn∣2H − A∣φn⟩ → ρ as n → ∞.
With the inequality A⊗ I + I ⊗B ≤ C, this implies that, for each ψ ∈ Dom(H), one
has

ρ∥ψ∥2
H + ⟨ψ∣2H −B∣ψ⟩ ≥ ⟨φn ⊗ ψ∣2(H ⊗ I + I ⊗H) −C ∣φn ⊗ ψ⟩ ≥ 2dh̵∥ψ∥2

H ,

since 2(H ⊗ I + I ⊗H) −C ≥ 2dh̵I ⊗ I.) Observing that

(A,B) ∈ K Ô⇒ (A + (ρ − dh̵)I,B − (ρ − dh̵)I) ∈ K̂ ,
and that

traceH(RA + SB) = traceH(R(A + (ρ − dh̵)I) + S(B − (ρ − dh̵)I))
leads to (49).

Let P and Q be the H-orthogonal projections on Ker(R)⊥ and Ker(S)⊥ respec-
tively, as in the previous section. We claim that

(A,B) ∈ K̂ Ô⇒ (PAP,QBQ) ∈ K̃(R,S) .
Indeed

PAP = (PAP)∗ ∈ L(Ker(T )⊥) ⊂ L(J [R],J [R]′)
QBQ = (QBQ)∗ ∈ L(Ker(S)⊥) ⊂ L(J [S],J [S]′) .

because of the double continuous embedding (27). Then

2H ≥ A Ô⇒ 2R1/2HR1/2 ≥ R1/2AR1/2 = R1/2PAPR1/2

2H ≥ B Ô⇒ 2S1/2HS1/2 ≥ S1/2BS1/2 = S1/2QBQS1/2

since PR1/2 = R1/2P = R1/2 and QS1/2 = S1/2Q = S1/2, and

traceH(2R1/2HR1/2 −R1/2PAPR1/2)
≤ traceH(2R1/2HR1/2) + ∥A∥ < +∞ ,

traceH(2S1/2HS1/2 − S1/2QBQS1/2)
≤ traceH(2S1/2HS1/2) + ∥B∥ < +∞ ,

so that
2R1/2HR1/2 −R1/2PAPR1/2 ∈ L1(Ker(R)⊥) ,
2S1/2HS1/2 − S1/2QBQS1/2 ∈ L1(Ker(S)⊥) .

Finally, the inequality

⟨Φ∣A⊗ I + I ⊗B∣Φ⟩ ≤ ⟨Φ∣C ∣Φ⟩
holds for all Φ ∈ J0[R] ⊗ J0[S] ⊂ Form-Dom(C). Observe that

Φ ∈ J0[R] ⊗ J0[S] Ô⇒ ((I −P) ⊗ I)Φ = (I ⊗ (I −Q))Φ = 0 ,

and therefore

⟨Φ∣(PAP) ⊗ I + I ⊗ (QBQ)∣Φ⟩ ≤ ⟨Φ∣C ∣Φ⟩
for all Φ ∈ J0[R] ⊗ J0[S], so that (PAP,QBQ) ∈ K̃(R,S).
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Since PR1/2 = R1/2P = R1/2 and QS1/2 = S1/2Q = S1/2, one has

traceH(RA + SB) = traceH(R1/2PAPR1/2 + S1/2QBQS1/2) ,
we conclude that

(50) sup
(A,B)∈K̂

trace(RA + SB) ≤ sup
(ā,b̄)∈K̂(R,S)

trace(R1/2āR1/2 + S1/2BS1/2) .

Then (49) and (50) imply the chain of inequalities (48). By the quantum duality
theorem (Theorem 2.2), all the inequalities in (48) are equalities:

(51)

sup
(A,B)∈K

traceH(RA + SB) = sup
(ā,b̄)∈K̃(R,S)

traceH(R1/2ā + S1/2b̄S1/2)

= traceH⊗H(F 1/2
optCF

1/2
opt ) .

4.5. Step 5: the pair (a,b) ∈ K̃(R,S) is optimal. For each finite rank orthogonal
projection P = P ∗ = P 2 ∈ L(H), one has

traceH(PR1/2vR1/2P ) = traceH(PR1/2vR1/2)
= lim
k→∞

traceH(PR1/2âkR
1/2) = lim

k→∞
traceH(PR1/2âkR

1/2P ) ,

traceH(PS1/2wS1/2P ) = traceH(PS1/2wS1/2)
= lim
k→∞

traceH(PR1/2âkR
1/2) = lim

k→∞
traceH(PR1/2âkR

1/2P ) ,

since

R1/2âkR
1/2 → V = R1/2vR1/2 and S1/2b̂kS

1/2 →W = S1/2wS1/2

in L1(H) weak−∗ by construction.

Since âk = â∗k ≥ 0 and b̂k = b̂∗k ≥ 0 for each k ≥ 0 (by construction), one has

traceH(PR1/2âkR
1/2P ) = ∥PR1/2âkR

1/2P ∥1

≤ ∥R1/2âkR
1/2∥1 = traceH(R1/2âkR

1/2) ,
traceH(PS1/2b̂kS

1/2P ) = ∥PS1/2b̂kS
1/2P ∥1

≤ ∥S1/2b̂kS
1/2∥1 = traceH(S1/2b̂kS

1/2) .

Thus, for each finite rank P = P ∗ = P 2 ∈ L(H), one has

traceH(P (R1/2vR1/2 + S1/2wS1/2)P ) ≤ lim
k→∞

traceH(R1/2âkR
1/2 + S1/2b̂kS

1/2)

= traceH(2R1/2HR1/2 + 2S1/2HS1/2) − τ .
Indeed

âk = 2H −Ak − αkI + dh̵I and b̂k = 2H −Bk + αkI − dh̵I ,
so that

traceH(R1/2âkR
1/2 + S1/2b̂kS

1/2)
= 2 traceH(R1/2HR1/2 + S1/2HS1/2) − traceH(R1/2AkR

1/2 + S1/2BkS
1/2)

→ 2 traceH(R1/2HR1/2 + S1/2HS1/2) − τ

by definition of the sequence (Ak,Bk) (which is a maximizing sequence for the right
hand side of (24)).
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Since R1/2vR1/2 ∈ L1(H) and S1/2wS1/2 ∈ L1(H), one has

traceH(R1/2vR1/2 + S1/2wS1/2) = sup
P2=P=P∗

rank(P )<∞

traceH(P (R1/2vR1/2 + S1/2wS1/2)P )

≤ 2 traceH(R1/2HR1/2 + S1/2HS1/2) − τ .
Equivalently, in terms of a and b, one has

traceH(R1/2aR1/2 + S1/2bS1/2) ≥ τ
and we deduce from the first equality in (51) that

traceH(R1/2aR1/2 + S1/2bS1/2) ≥ sup
(ā,b̄)∈K̃(R,S)

traceH(R1/2āR1/2 + S1/2b̄S1/2).

Since (a,b) ∈ K̃(R,S) as proved at the end of Step 2, the inequality above is an
equality and the pair (a,b) is optimal.

Finally, if R and S have finite ranks J0[R] = J [R] = Ker(R)⊥ and J0[S] =
J [S] = Ker(S)⊥. Since these spaces are finite-dimensional, their dual spaces are
finite dimensional with the same dimension. Thus the inclusions Ker(R)⊥ ⊂ J [R]′
and Ker(S)⊥ ⊂ J [S]′ in (29) are equalities. Any optimal pair (a0,b0) ∈ K̃(R,S)
such that

traceH(R1/2a0R
1/2 + S1/2b0S

1/2) =MKh̵(R,S)2

satisfies a0 ∈ L(Ker(R)⊥) and b0 ∈ L(Ker(S)⊥).
This concludes the proof of Theorem 2.4.

It remains to prove Lemma 4.1

Proof of Lemma 4.1. One has

traceH⊗H(((I −P) ⊗ I)F ((I −P) ⊗ I)) = traceH⊗H(((I −P) ⊗ I)F )
= traceH((I −P)R) = 0

since I −P is the orthogonal projection on Ker(R), so that

((I −P) ⊗ I)F ((I −P) ⊗ I) = 0

since ((I −P)⊗I)F ((I −P)⊗I) = (((I −P)⊗I)F ((I −P)⊗I))∗ ≥ 0. Next observe
that

∣⟨φ⊗ ψ∣(P⊗ I)F ((I −P) ⊗ I)∣φ′ ⊗ ψ′⟩∣2

≤ ⟨φ⊗ ψ∣(P⊗ I)F (P⊗ I)∣φ⊗ ψ⟩⟨φ′ ⊗ ψ′∣((I −P) ⊗ I)F ((I −P) ⊗ I)∣φ′ ⊗ ψ′⟩
for each φ,φ′, ψ,ψ′ ∈ H by the Cauchy-Schwarz inequality since F = F ∗ ≥ 0, so that

⟨φ⊗ ψ∣(P⊗ I)F ((I −P) ⊗ I)∣φ′ ⊗ ψ′⟩ = 0 .

Hence

(P⊗ I)F ((I −P) ⊗ I) = ((P⊗ I)F ((I −P) ⊗ I))∗ = ((I −P) ⊗ I)F (P⊗ I) = 0 ,

so that
F = (P⊗ I)F (P⊗ I) .

The same argument shows that

F = (I ⊗Q)F (I ⊗Q) ,
so that

F = (I ⊗Q)F (I ⊗Q) = (I ⊗Q)(P⊗ I)F (P⊗ I)(I ⊗Q) = (P⊗Q)F (P⊗Q) ,
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which is precisely the desired equality. �

5. Proof of Theorems 2.5

Proof of Theorem 2.5. Since Φj ∈ Ker(C − A ⊗ I − I ⊗ B), one has in particular
Φj ∈ Dom(C) with

∥CΦj∥ ≤ (∥A∥ + ∥B∥)∥Φj∥ = ∥A∥ + ∥B∥ for all j .

Therefore

∑
m

λm⟨Φm∣C ∣Φm⟩ ≤ (∥A∥ + ∥B∥)∑
m

λm = ∥A∥ + ∥B∥ ,

so that

F 1/2CF 1/2 ∶= ∑
j,k

√
λjλk⟨Φj ∣C ∣Φk⟩∣Φj⟩⟨Φk ∣ ∈ L1(H⊗H)

by Lemma C.1. Since Φk ∈ Ker(C −A⊗ I − I ⊗B) for all k, one has

F 1/2CF 1/2 ∶=∑
j,k

√
λjλk⟨Φj ∣A⊗ I + I ⊗B∣Φk⟩∣Φj⟩⟨Φk ∣

=F 1/2(A⊗ I + I ⊗B)F 1/2 ,

and thus

traceH⊗H(F 1/2CF 1/2) = traceH⊗H(F 1/2(A⊗ I + I ⊗B)F 1/2)
= traceH⊗H(F (A⊗ I + I ⊗B)) = traceH(F1A + F2B) ,

where the second equality follows from cyclicity of the trace, while the third equality
comes from the definition of F1 and F2 as the partial traces of F . Therefore
(52)

inf
G∈C(F1,F2)

traceH⊗H(G1/2CG1/2) ≤ traceH⊗H(F 1/2CF 1/2)

= traceH(F1A + F2B) ≤ sup
(a,b)∈K

traceH(F1a + F2b) .

For each G ∈ C(R,S), let (Ψk)k≥1 be a complete orthonormal system of eigenvectors
of G, and let (γk)k≥1 be the sequence of eigenvalues of G, so that GΨk = γkΨk for
each k ≥ 1. Then

traceH⊗H(G1/2CG1/2) < ∞ ⇐⇒ ∑
k≥1

γk⟨Ψk ∣C ∣Ψk⟩ < ∞ .

Thus, if traceH⊗H(G1/2CG1/2) < ∞, one has, as explained in Lemma 2.1

Ψk ∈ Form-Dom(C) for each k ≥ 0 s.t. γk > 0 .

For all (a, b) ∈ K, one has therefore

γk > 0 Ô⇒ ⟨Ψk ∣C − a⊗ I − I ⊗ b∣Ψk⟩ ≥ 0 ,

so that

0 ≤ ∑
k≥0

γk⟨Ψk ∣C − a⊗ I − I ⊗ b∣Ψk⟩

= traceH⊗H(G1/2CG1/2) − traceH⊗H(G1/2(a⊗ I + I ⊗ b)G1/2)
= traceH⊗H(G1/2CG1/2) − traceH⊗H(G(a⊗ I + I ⊗ b))
= traceH⊗H(G1/2CG1/2) − traceH(F1a + F2b)
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Therefore

(53) sup
(a,b)∈K

traceH(F1a + F2b) ≤ inf
G∈C(R,S)

traceH⊗H(G1/2CG1/2) .

Putting together (52) and (53) leads to the announced result.
Conversely, if R,S ∈ D2(H) satisfies (35), let F be any optimal coupling of R

and S. Then

MKh̵(R,S)2 = traceH⊗H(F 1/2CF 1/2) = traceH(RA + SB) ,
Since R,S ∈ D2(H), the quantity MKh̵(R,S)2 = traceH⊗H(F 1/2CF 1/2) is finite,
so that all the eigenvectors of F corresponding to positive eigenvalues belong to
Form-Dom(C). The second equality above can be equivalently recast as

traceH⊗H(F 1/2(C −A⊗ I − I ⊗B)F 1/2) = 0 .

Since ⟨Φ∣C − A ⊗ I − I ⊗ B∣Φ⟩ ≥ 0 for all Φ ∈ Form-Dom(C), this implies that all
the eigenvectors of F corresponding to positive eigenvalues belong to Ker(C −A⊗
I − I ⊗ B). In particular, this nullspace is not equal to {0} and F is of the form
(34). �

6. Proof of Theorem 2.6

Proof of (1) when A,B ∈ K.
Since F ∈ C(R,S) with R,S ∈ D2(H), any eigenvector Φ of F such that FΦ /= 0
satisfies

Φ ∈ Form-Dom(H ⊗ I + I ⊗H) ⊂ Form-Dom(C)
by Lemma 2.1. By cyclicity of the trace

traceH⊗H(F 1/2(A⊗ I + I ⊗B)F 1/2) = traceH⊗H(F (A⊗ I + I ⊗B))
= traceH(RA + SB) .

Since F 1/2(H ⊗ I + I ⊗ H)F 1/2 ∈ L1(H ⊗ H) and since C ≤ 2(H ⊗ I + I ⊗ H) on
Form-Dom(H ⊗ I + I ⊗H), one has

traceH⊗H(F 1/2(C −A⊗ I − I ⊗B)F 1/2) = 0 .

Let (Φj)j≥1 be a complete orthonormal sequence of eigenvectors of F , and define
λj ≥ 0 by the condition FΦj = λjΦj , for each j ≥ 1. Then

0 = traceH⊗H(F 1/2(C −A⊗ I − I ⊗B)F 1/2)
=∑
j≥1

⟨Φj ∣F 1/2(C −A⊗ I − I ⊗B)F 1/2∣Φj⟩

=∑
j≥1

λj⟨Φj ∣C −A⊗ I − I ⊗B∣Φj⟩ ,

so that

λj > 0 Ô⇒ ⟨Φj ∣C −A⊗ I − I ⊗B∣Φj⟩ = 0 , for all j ≥ 1 .

Indeed, since Φj ∈ Form-Dom(C) and (A,B) ∈ K, one has

⟨Φj ∣C −A⊗ I − I ⊗B∣Φj⟩ ≥ 0 , for all j ≥ 1 .

Since ⟨Φ∣C −A⊗ I − I ⊗B∣Φ⟩ ≥ 0 for each Φ ∈ Form-Dom(C), we conclude from the
Cauchy-Schwarz inequality that

λj > 0 Ô⇒ ⟨Φ∣C −A⊗ I + I ⊗B∣Φj⟩ = 0 , for all j ≥ 1 and Φ ∈ Form-Dom(C) .
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In particular, choosing Φ = Ψm1,...,md,n1,...,nd (in the notation of section A) shows
that

2h̵(2(n1, . . . , nd) + d)⟨Ψm1,...,md,n1,...,nd ∣Φj⟩ = ⟨Ψm1,...,md,n1,...,nd ∣A⊗ I + I ⊗B∣Φj⟩ ,
so that

4h̵2 ∑
m1,...,md≥0
n1,...,nd≥0

(2(n1, . . . , nd) + d)2∣⟨Ψm1,...,md,n1,...,nd ∣Φj⟩∣2 ≤ (∥A∥ + ∥B∥)2 .

This implies that Φj ∈ Dom(C) with ∥CΦj∥ ≤ ∥A∥ + ∥B∥ for each j ≥ 1. Hence

λj > 0 Ô⇒ (C −A⊗ I − I ⊗B)Φj ∈ H ×H

and (C −A⊗ I − I ⊗B)Φj ⊥ Form-Dom(C) .
Since Form-Dom(C) is dense in H⊗H, we conclude that (C −A⊗ I − I ⊗B)Φj = 0
for all j ≥ 1 such that λj > 0. This proves (a).

For each j = 1, . . . , d, one has

(Dqj ⊗ I)(C −A⊗ I − I ⊗B) = Dqj(H −A) ⊗ I − 2I ⊗ qj = 2(DqjA⊗ I − I ⊗ qj)
∈ L(Form-Dom(H ⊗ I + I ⊗H),Form-Dom(H ⊗ I + I ⊗H)′) ,

(Dpj ⊗ I)(C −A⊗ I − I ⊗B) = Dpj(H −A) ⊗ I − 2I ⊗ pj = 2(DpjA⊗ I − I ⊗ pj)
∈ L(Form-Dom(H ⊗ I + I ⊗H),Form-Dom(H ⊗ I + I ⊗H)′) .

Applying (37) with T = qj ⊗ I, pj ⊗ I, I ⊗ qj , I ⊗ pj shows that all these operators,
which are bounded from Form-Dom(H ⊗ I + I ⊗H) into H⊗H, can be extended as
bounded operators from H⊗H to Form-Dom(H ⊗ I + I ⊗H)′. Since A ∈ L(H), this
shows that the right hand sides of these identities belong to

L(Form-Dom(H ⊗ I + I ⊗H),Form-Dom(H ⊗ I + I ⊗H)′ .
Next, (38) with T = qj ⊗ I or T = pj ⊗ I show that these identities hold in the space

L(Form-Dom(H ⊗ I + I ⊗H) ∩Dom(C),Form-Dom(H ⊗ I + I ⊗H)′ +Dom(C)′) .
Likewise, for j = 1, . . . , d, one has

(I ⊗Dqj)(C −A⊗ I − I ⊗B) = 2(I ⊗DqjB − qj ⊗ I)
∈ L(Form-Dom(H ⊗ I + I ⊗H),Form-Dom(H ⊗ I + I ⊗H)′) ,

(I ⊗Dpj)(C −A⊗ I − I ⊗B) = 2(I ⊗DpjB − pj ⊗ I)
∈ L(Form-Dom(H ⊗ I + I ⊗H),Form-Dom(H ⊗ I + I ⊗H)′) .

Let Φ,Ψ ∈ Ker(F )⊥ be eigenvectors of F . According to (a), one has

Φ,Ψ ∈ Dom(C) ∩ Form-Dom(H ⊗ I + I ⊗H) ,
and

(54)

2⟨(DqjA⊗ I − I ⊗ qj)Φ,Ψ⟩Form-Dom(H⊗I+I⊗H)′,Form-Dom(H⊗I+I⊗H)

= i
h̵
((pj ⊗ I)Φ∣(C −A⊗ I − I ⊗B)Ψ)H⊗H

− i
h̵
((C −A⊗ I − I ⊗B)Φ∣(pj ⊗ I)Ψ)H⊗H = 0

for all j = 1, . . . , d, since Φ,Ψ ∈ Ker(C −A⊗ I − I ⊗B) by (a). Likewise

(55)

2⟨(DpjA⊗ I − I ⊗ pj)Φ,Ψ⟩Form-Dom(H⊗I+I⊗H)′,Form-Dom(H⊗I+I⊗H)

= − i
h̵
((pj ⊗ I)Φ∣(C −A⊗ I − I ⊗B)Ψ)H⊗H

+ i
h̵
((C −A⊗ I − I ⊗B)Φ∣(pj ⊗ I)Ψ)H⊗H = 0
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for all j = 1, . . . , d.
Let (Φk)k≥1 be a complete orthonormal system of eigenvectors of F in H ⊗ H,

and let λk ≥ 0 be defined by FΦk = λkΦk. Then

F 1/2 = ∑
k≥1

λk ∣Φk⟩⟨Φk ∣ ,

and, for each T ∈ L(Form-Dom(H ⊗ I + I ⊗H),Form-Dom(H ⊗ I + I ⊗H)′) and
each φ,ψ ∈ H⊗H, one has

∑
k,l≥1

λk,λl>0

√
λkλl (Φl∣ψ)H⊗2(Φk ∣φ)H⊗2⟨TΦk,Φl⟩Form-Dom(H⊗I+I⊗H)′,Form-Dom(H⊗I+I⊗H)

= ⟨φ∣F 1/2TF 1/2∣ψ⟩.

Observe that this last series is absolutely convergent since

∑
k,l≥1

λk,λl>0

λ
1/2
k λ

1/2
l ∣⟨TΦk,Φl⟩Form-Dom(H⊗I+I⊗H)′,Form-Dom(H⊗I+I⊗H)

×(Φk ∣φ)H⊗H(Φl∣ψ)H⊗H∣
≤ ∥T ∥L(Form-Dom(H⊗I+I⊗H),Form-Dom(H⊗I+I⊗H)′)

× ∑
k≥1
λk>0

λ
1/2
k ∣(Φk ∣φ)H⊗H∣ ∑

l≥1
λl>0

λ
1/2
l ∣(Φl∣ψ)H⊗H∣

≤ ∥T ∥L(Form-Dom(H⊗I+I⊗H),Form-Dom(H⊗I+I⊗H)′) ∑
n≥1

λn

×(∑
k≥1

∣(Φk ∣φ)H⊗H∣2)
1/2

(∑
l≥1

∣(Φk ∣ψ)H⊗H∣2)
1/2

≤ ∥T ∥L(Form-Dom(H⊗I+I⊗H),Form-Dom(H⊗I+I⊗H)′)∥φ∥H⊗H∥ψ∥H⊗H .

Hence

(56)

∑
k,l≥1

λk,λl>0

λ
1/2
k λ

1/2
l ⟨TΦk,Φl⟩Form-Dom(H⊗I+I⊗H)′,Form-Dom(H⊗I+I⊗H)∣Φk⟩⟨Φl∣

= F 1/2TF 1/2 ∈ L(H⊗H)

by the Riesz representation theorem. Setting successively

T =DqjA⊗ I − I ⊗ qj and T = DpjA⊗ I − I ⊗ pj ,
T =I ⊗DqjB − qj ⊗ I and T = I ⊗DpjB − pj ⊗ I ,

for all j = 1, . . . , d in (56) and using (54) and (55) implies statement (b). �

Proof of (2).
The proof of the statement (2) follows closely the line of the proof of the case

(1), simplified by the finite dimensionality.
The densities R,S being of finite rank, J0(R) = J (R) = Ker(R)⊥ and the same

for S. Therefore, by Theorem 2.4 and Definition 2.3, we have that

A⊗ Iker(S)⊥ + Iker(R)⊥ ⊗B ≤P⊗QCP⊗Q ∶= C ′.
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Moreover by the optimality condition and Lemma 4.1,

traceKer(R)⊥⊗Ker(S)⊥ (F 1/2(C ′ −A⊗ Iker(S)⊥ + Iker(R)⊥ ⊗B)F 1/2)
= traceH⊗H (F 1/2(C −A⊗ I − I ⊗B)F 1/2)
= 0

and, by the Cauchy-Schwarz inequality again, this time on Ker(R)⊥ ⊗Ker(S)⊥, (c)
is proved.

Let us remark that, with the notation defined right after (11),

C ′ = PHP⊗ I + I ⊗QHQ − 2PZP⊗QZQ

= PHP⊗ I + I ⊗QHQ − 2
d

∑
k=1

(QRk ⊗QSk + PRk ⊗ PSk ).

Hence, for example, for any j = 1, . . . , d,

Dqj ⊗ I(C ′ −A⊗ I − I ⊗B) =
d

∑
k=1

(DqjQ
R
k ⊗QRk +DqjP

R
k ⊗ PRk ) −DqjA′ ⊗ I

so that, by the same argument as before,

F 1/2(
d

∑
k=1

(DqjQ
R
k ⊗QRk +DqjP

R
k ⊗ PRk ) −DqjA′ ⊗ I)F 1/2 = 0.

By using the fact that F 1/2 commutes with P⊗Q thanks to Lemma 4.1 and doing
the same argument for Dpj instead of Dqj we get immediately (d).

Note that F 1/2(DqjA′⊗I)F 1/2 = F 1/2( i
h̵
[pRj ,A′]⊗I)F 1/2 so that one can replace

DqjA′ by i
h̵
[pRj ,A′] in statement (d). �

7. Examples

In this section, we shall study the optimal operators a and b from the Kan-
torovich duality theorem, together with the structure of optimal couplings, on a
few elementary examples. We will also give a necessary and sufficient condition for
the optimal coupling of two quantum densities of semiclassical (Töplitz) type to
present the same feature.

7.1. The case where R is a rank-one projection. Let R = ∣φ⟩⟨φ∣ with ∥φ∥H = 1
be a rank 1 projection, and let S be a finite-rank density operator on the Hilbert
space H. By Theorem 2.4 in the finite rank case, the optimal operators a and b
should be sought in the form

(57) a ∶= α∣φ⟩⟨φ∣ , b ∶=
n

∑
k=1

βk ∣ek⟩⟨ek ∣ ,

where (ek)1≤k≤n is an orthonormal basis of Ker(S)⊥, to be determined along with
the real numbers α,β1, . . . , βn. We shall see that

(a) the basis (ej)1≤j≤n is orthonormal in Ker(S)⊥ and orthogonal for the Hermitian
form (ψ,ψ′) ↦ ⟨φ ⊗ ψ∣C ∣φ ⊗ ψ′⟩ on Ker(S)⊥ — in other words, the lines Cej
for j = 1, . . . , n are mutually orthogonal principal axes of this Hermitian form in
Ker(S)⊥, while
(b) the real numbers α + βj for j = 1, . . . , n are the eigenvalues of the Hermitian
(diagonal) matrix with entries ⟨φ⊗ ej ∣C ∣φ⊗ ek⟩ for j, k = 1, . . . , n.
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These conditions do not completely determine the orthonormal basis (ej)1≤j≤n

and the real numbers α,β1, . . . , βn. For instance, if (a,b) of the form (57) is optimal,
then (a + t∣φ⟩⟨φ∣,b − tIKer(S)⊥) is also optimal — this corresponds to changing α in
α+ t and βj in βj − t for j = 1, . . . , n. Likewise, if ⟨φ⊗ej ∣C ∣φ⊗ej⟩ = ⟨φ⊗ek ∣C ∣φ⊗ek⟩
for some j /= k, the frame (ej , ek) can be replaced with its image under any rotation
in the plane span{ej , ek}.

To prove (a)-(b), we begin with an important observation on the set of couplings
of R and S, which is a straightforward consequence of Lemma 4.1.

Lemma 7.1. Assume that R ∈ D(H) is a projection. Then rank(R) = 1 and for
each S ∈ D(H), one has

C(R,S) = {R⊗ S} .

This is the quantum analogue of the case where one considers two Borel proba-
bility measures µ and ν, one of which, say µ, is a Dirac measures. In that case, it is
obvious that Π(µ, ν) = {µ⊗ν} (all the mass from ν is transported to the support of
the Dirac measure). Indeed, pure states, corresponding to density operators of the
form R = ∣φ⟩⟨φ∣ where φ is a normalized element of H, are the quantum analogues
of phase space points in classical mechanics.

Taking this lemma for granted, R⊗S is the optimal coupling — in fact the only
coupling — of R and S. Therefore the optimal operators a and b satisfy

⎧⎪⎪⎨⎪⎪⎩

traceH⊗H((R 1
2 ⊗ S 1

2 )(C − a⊗ I − I ⊗ b)(R 1
2 ⊗ S 1

2 )) = 0 ,

⟨Ψ∣C − a⊗ I − I ⊗ b∣Ψ⟩ ≥ 0 for Ψ∈Ker(R)⊥⊗Ker(S)⊥ .
Hence

⟨φ⊗ ψ∣C − a⊗ I − I ⊗ b∣φ⊗ ψ′⟩ = 0 for all ψ,ψ′ ∈ Ker(S)⊥ .
This condition can be checked on any basis of Ker(S)⊥. For instance, using the
orthonormal basis (ej)1≤j≤n of eigenvectors of b leads to the identity

⟨φ⊗ ej ∣C ∣φ⊗ ek⟩ = (α + βj)δjk , for all j, k = 1, . . . , n .

This obviously implies the conclusions (a) and (b) on the real numbers α,β1, . . . , βn
and the orthonormal basis (ej)1≤j≤n of Ker(S)⊥.

Proof of Lemma 7.1. We recall that, if R is an orthogonal projection, one has
rank(R) = trace(R). On the other hand trace(R) = 1 since R ∈ D(H). Denot-
ing by Q the orthogonal projection on Ker(S)⊥, Lemma 4.1 implies that

(R⊗ I)F (R⊗ I) =(R⊗ I)(R⊗Q)F (R⊗Q)(R⊗ I)
=(R2 ⊗Q)F (R2 ⊗Q) = (R⊗Q)F (R⊗Q) = F .

Thus, for each φ1, φ2, ψ1, ψ2 ∈ H, one has

⟨φ1 ⊗ ψ1∣F ∣φ2 ⊗ ψ2⟩ = ⟨φ1 ⊗ ψ1∣(R⊗ I)F (R⊗ I)∣φ2 ⊗ ψ2⟩
= ⟨φ1∣e⟩⟨e∣φ2⟩⟨e⊗ ψ1∣F ∣e⊗ ψ2⟩

= ⟨φ1∣R∣φ2⟩⟨ψ1∣G∣ψ2⟩ ,
where ∥e∥H = 1 and Ce = ran(R), while G is the self-adjoint operator on H such
that

⟨ψ1∣G∣ψ2⟩ = ⟨e⊗ ψ1∣F ∣e⊗ ψ2⟩ , ψ1, ψ2 ∈ H .
(The existence and uniqueness of G follows from the Riesz representation theorem.)
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Hence F = R⊗G, and since F ∈ C(R,S),
trace((R⊗G)(I ⊗B)) = trace(GB) = trace(SB)

for each finite rank B ∈ L(H), which implies that G = S. �

7.2. The quantum bipartite matching problem. A classical bipartite match-
ing problem consists in computing the optimal transport between two probability
measures µ and ν given by

µ = 1−η
2
δ−a + 1+η

2
δa, ν = 1

2
δ−b + 1

2
δb, a, b > 0,

associated to

distMK,2(µ, ν).
A quantum analogue consists in considering

MKh̵(R,S)
where

R = 1−η
2

∣ − a⟩⟨a∣ + 1−η
2

∣ − a⟩⟨−a∣, and S = 1
2
∣b,0⟩⟨b∣ + 1

2
∣ − b⟩⟨−b∣.

Here ∣q⟩ = ∣q,0⟩ where ∣q, p⟩, q, p ∈ R, is a coherent state defined by (62). Since
a, b > 0, R,S are operators of rank 2 so that Theorem 2.6 (2) applies. Since we are
in dimension d = 1, the two first equalities of the result read

F 1/2( i
h̵
[PR,QR] ⊗QS − i

h̵
[PR,A′] ⊗ I)F 1/2 = 0

F 1/2( i
h̵
[QR, PR] ⊗QS − i

h̵
[QR,A′] ⊗ I)F 1/2 = 0.

Note that when η = 0 (equal masses), a classical transport is just any one trans-
porting −a to −b and a to b (see [7, Section 1]). We will consider the quantum
problem in this case η = 0, that is we will study MKh̵(R,S) where

R ∶= 1

2
(∣a⟩⟨a∣ + ∣ − a⟩⟨−a∣) and S ∶= 1

2
(∣b⟩⟨b∣ + ∣ − b⟩⟨−b∣).

Define

λ ∶= ⟨a∣−a⟩ = e−a
2
/h̵, µ ∶= ⟨b∣−b⟩ = e−b

2
/h̵,

and consider the two pairs of orthogonal vectors

(58) φ± ∶=
∣a⟩ ± ∣ − a⟩√

2(1 ± λ)
, ψ± ∶=

∣b⟩ ± ∣ − b⟩√
2(1 ± µ)

.

Hence

R = α+∣φ+⟩⟨φ+∣+α−∣φ−⟩⟨φ−∣, S = β+∣ψ+⟩⟨ψ+∣+β−∣ψ−⟩⟨ψ−∣, α± ∶=
1

2
(1±λ), β± ∶=

1

2
(1±µ).

In [7, Section 4], we computed an optimal coupling F between R and S of the
following form: in the basis {φ+ ⊗ψ+, φ+ ⊗ψ−, φ− ⊗ψ+, φ− ⊗ψ−} F is expressed by
the matrix

1

4

⎛
⎜⎜⎜
⎝

1 + λµ + λ + µ 0 0
√
(1 + λµ)2 − (λ + µ)2

0 1 − λµ + λ − µ
√
(1 − λµ)2 − (λ − µ)2 0

0
√
(1 − λµ)2 − (λ − µ)2 1 − λµ − λ + µ 0√

(1 + λµ)2 − (λ + µ)2 0 0 1 + λµ − λ − µ

⎞
⎟⎟⎟
⎠
.

Therefore one sees easily that Ker(F ) is generated by the two vectors

{∣ + +⟩ −
√

1+λ
1−λ

1+µ
1−µ

∣ − −⟩, ∣ + −⟩ −
√

1+λ
1−λ

1−µ
1+µ

∣ − +⟩},
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with ∣±,±⟩ = φ±⊗ψ±, so that Ker (F )⊥ is the two-dimensional subspace of H gener-
ated by

{ϕ1 ∶= ∣ + +⟩ −
√

1−λ
1+λ

1−µ
1+µ

∣ − −⟩, ϕ2 ∶= ∣ + −⟩ −
√

1−λ
1+λ

1+µ
1−µ

∣ − +⟩}.
Moreover, straightforward computations show that

QR = a
√

1−λ2
(0 1

1 0
) , PR = −iaλ

√
1−λ2

( 0 1
−1 0

) ,

so that

i
h̵
[PR,QR] = 2a2λ

1−λ2 (−1 0
0 1

)

and

i
h̵
[PR,QR] ⊗QS = 2a2bλ

(1−λ2)
√

1−µ2
(−1 0

0 1
) ⊗ (0 1

1 0
) .

Hence one easily get that, for α,β ∈ C,

(−1 0
0 1

) ⊗ (0 1
1 0

)(α(∣ + +⟩ −
√

1−λ
1+λ

1−µ
1+µ

∣ − −⟩) + β(∣ + −⟩ −
√

1−λ
1+λ

1+µ
1−µ

∣ − +⟩))

= −α(∣ + −⟩ +
√

1−λ
1+λ

1−µ
1+µ

∣ − +⟩) − β(∣ + +⟩ +
√

1−λ
1+λ

1+µ
1−µ

∣ − −⟩)
and, defining ∥α,β⟩ ∶= αϕ1 + βϕ2,

⟨α′, β′∥(−1 0
0 1

) ⊗ (0 1
1 0

)∥α,β⟩ = (ᾱ′β + β̄′α)(−1 + 1−λ
1+λ

).

Moreover

(1 0
0 1

) ⊗ (0 1
1 0

)(α(∣ + +⟩ −
√

1−λ
1+λ

1−µ
1+µ

∣ − −⟩) + β(∣ + −⟩ −
√

1−λ
1+λ

1+µ
1−µ

∣ − +⟩))

= α(∣ + −⟩ −
√

1−λ
1+λ

1−µ
1+µ

∣ − +⟩) + β(∣ + +⟩ −
√

1−λ
1+λ

1+µ
1−µ

∣ − −⟩)
and

⟨α′, β′∥(1 0
0 1

) ⊗ (0 1
1 0

)∥α,β⟩ = (ᾱ′β + β̄′α)(1 + 1−λ
1+λ

)

so that

⟨α′, β′∥(−1 0
0 1

) ⊗ (0 1
1 0

)∥α,β⟩ = −λ⟨α′, β′∥(1 0
0 1

) ⊗ (0 1
1 0

)∥α,β⟩.

We just proved the following lemma.

Lemma 7.2.

F 1/2( i
h̵
[PR,QR] ⊗QS)F 1/2 = F 1/2( − 2a2λ2

h̵(1−λ2)
I ⊗QS)F 1/2

We also computed in [7, Section 2] the matrix C ′ of P ⊗ QCP ⊗ Q, the cost
projected on the range of R⊗ S5,

(59) C ′ =
⎛
⎜⎜⎜
⎝

A + 2h̵ 0 0 γ
0 B + 2h̵ δ 0
0 δ C + 2h̵ 0
γ 0 0 D + 2h̵

⎞
⎟⎟⎟
⎠
.

5The cost used in [7] is shifted by −2h̵ with respect to the one in the present paper.
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where

A = a2 1 − λ
1 + λ + b

2 1 − µ
1 + µ, B = a2 1 − λ

1 + λ + b
2 1 + µ

1 − µ, γ = − 2ab(1 − λµ)√
(1 − λ2)(1 − µ2)

,

C = a2 1 + λ
1 − λ + b

2 1 − µ
1 + µ, D = a2 1 + λ

1 − λ + b
2 1 + µ

1 − µ, δ = − 2ab(1 + λµ)√
(1 − λ2)(1 − µ2)

.

By the same computation, we get that the matrices HR and HS of the harmonic
oscillator projected on the range of R and the one of S are

HR = (a
1−λ
1+λ

+ h̵ 0

0 a 1+λ
1−λ

+ h̵) , H
S = (

b 1−µ
1+µ

+ h̵ 0

0 b 1+µ
1−µ

+ h̵) .

Finally, we proved in [7, Section 2] that two optimal operators A,B can be chosen
in the form

A = (α1 0
0 α2

) B = (β1 0
0 β2

)

where α1, α2, β1, β2 satisfy

ā = α1 + β1 −A, b̄ = α1 + β2 − B, c̄ = α2 + β1 − C, d̄ = α2 + β2 −D,

with

ā + d̄ = b̄ + c̄ = x, ā − d̄ =
√
x2 − 4γ2, b̄ − c̄ =

√
x2 − 4δ2, x = − 4ab(1−λ2µ2

)

(1−λ2)(1−µ2)
.

We get, after some algebraic computations,

α1 − α2 = ā − c̄ +A − C =
4λa

1 − λ2
(b − a).

Let us remark now that, if D = (U 0
0 V

) , U, V ∈ C, then

i
h̵
[PR,D] = aλ

h̵
√

1−λ2
( 0 V −U
V −U 0

) = λ(V −U)
h̵

QR.

Therefore, defining A′ = 1
2
(HR −A), one find

(60) i
h̵
[PR,A′] = λ

2h̵
(a( 1−λ

1+λ
− 1+λ

1−λ
) + α1 − α2)QR = 2a2λ2

h̵(1−λ2)

b
a
QR.

By Lemma 7.2 and (60), and the same type of computations changing QR in PR

and QS in PS , we get finally the following result.

Proposition 7.3. In the equal mass situation, we have

F 1/2(I ⊗QS − b
a
QR ⊗ I)F 1/2 = 0

F 1/2(I ⊗ PS − be−
b2

h̵

ae−
a2
h̵

PR ⊗ I)F 1/2 = 0

which correspond to a transport (−a, a) → (−b, b). The renormalization of QR and

PR by b
a

and be−
b2

h̵

ae−
a2
h̵

respectively corresponds to sending (QR, PR) to (QS , PS) by a

transport not in the (usual) form of a conjugation by a unitary transform sending
{φ+, φ−} to {ψ+, ψ−}.
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7.3. The case where R = S is a Töplitz operator. We first recall that

MKh̵(R,R) ≥ 2dh̵ > 0

by (40), at variance with the classical setting, where distMK,2(µ,µ) = 0 for all

µ ∈ P2(Rd×Rd). Therefore, computing an optimal coupling and optimal operators
a and b is nontrivial problem even in this case. However, this problem can be solved
when R is a Töplitz operator, defined as follows.

Let µ be a Radon measure on Rd×Rd; the (possibly unbounded) Töplitz operator
with symbol µ is defined by duality by the formula

(61) ⟨u∣OPTh̵ [µ]∣v⟩ ∶=
1

(2πh̵)d ∫Rd×Rd
⟨u∣q, p⟩⟨q, p∣v⟩µ(dqdp) ,

for all u, v ∈ L2(Rd) such that the functions (q, p) ↦ ⟨u∣q, p⟩ and (q, p) ↦ ⟨v∣q, p⟩
both belong to L2(Rd ×Rd, µ), where

(62) ∣q, p⟩(x) ∶= (πh̵)−d/4e−∣x−q∣
2
/2h̵eip⋅x/h̵ .

We recall that

µ ∈ P2(Rd ×Rd) Ô⇒ OPTh̵ [µ] ∈ D2(H) ,
(see [15], Theorem 2.2 (iii)), and that

MKh̵(OPTh̵ [µ],OPTh̵ [ν])2 ≤ distMK,2(µ, ν)2 + 2dh̵

for all µ, ν ∈ P2(Rd ×Rd) (see [15], Theorem 2.2 (iii), or Theorem 2.3 (1) in [13]),
while

2dh̵ ≤MKh̵(R,S)2 for all R,S ∈ D2(H) ,
according to fla. (14) in [13].

Hence
MKh̵(OPTh̵ [µ],OPTh̵ [µ])2 = 2dh̵ .

This is Corollary 2.4 in [15].

An optimal element of C(OPTh̵ [µ],OPTh̵ [µ]) is

F ∶= ∫
Rd×Rd

∣q, p⟩⟨q, p∣⊗2µ(dqdp) .

That F ∈ C(OPTh̵ [µ],OPTh̵ [µ]) follows from Lemma 4.1 in [13]. This is the analogue
of the diagonal coupling diag#µ of one Borel probability measure µ with itself,
where diag is the diagonal embedding diag ∶ x ↦ (x,x). (Informally, the diagonal
coupling is µ(dx)δ(y − x).)

Moreover
trace(F 1/2CF 1/2) = sup

ε>0
trace(F (I + εC)−1C)

= ∫
Rd×Rd

⟨q, q, p, p∣C ∣q, q, p, p⟩µ(dqdp) = 2dh̵ .

as explained in the proof of Lemma 2.1 of [15]. In the formula above, we have
denoted

∣q1, q2, p1, p2⟩ = ∣q1, p1⟩ ⊗ ∣q2, p2⟩ , ⟨q1, q2, p1, p2∣ = ⟨q1, p1∣ ⊗ ⟨q2, p2∣
We claim that one can choose in this case

(63) a = b = dh̵IH .
Indeed, according to the Heisenberg uncertainty principle

C ≥ 2dh̵I ⊗ I = a⊗ I + I ⊗ a .
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On the other hand

trace(aOPTh̵ [µ]) = dh̵ trace(OPTh̵ [µ])

= dh̵∫
Rd×Rd

µ(dxdξ) = dh̵ ,

so that, with the choice of a and b above, one has

trace(aOPTh̵ [µ]) + trace(bOPTh̵ [µ]) = 2dh̵ = trace(F 1/2CF 1/2) .
In the classical setting, the optimal functions φ and ψ in (16) are φop = ψop = 0.
This is in complete agreement with (63) in the limit as h̵→ 0.

7.4. When is the optimal coupling a Töplitz operator? Let R and S be
Töplitz density operators, of the form R = OPTh̵ [(2πh̵)dµ] and S = OPTh̵ [(2πh̵)dν]
with µ, ν ∈ P2(Rd × Rd). When is an optimal coupling of R and S a Töplitz

operator, of the form F = OPTh̵ [(2πh̵)2dλ] for some λ ∈ P(Rd × Rd × Rd × Rd)?
We shall see that this question is answered in the affirmative only under rather
stringent conditions.

We already know the answer in two different cases discussed above:
(a) R = S (see previous section);
(b) µ = δq,p and ν = δq′,p′ , in which case R and S are rank-one operators, in which
case the only (and therefore the optimal) coupling is

R⊗ S = OPTh̵ [(2πh̵)2dµ⊗ ν] .
Moreover, as recalled at the end of Section 1 and in Section 7.2, we studied in [7]
the case where

R = 1+η
2

∣a,0⟩⟨a,0∣ + 1−η
2

∣ − a,0⟩⟨−a,0∣ = OPTh̵ [(2πh̵)2µ], µ = 1+η
2
δ(a,0) + 1−η

2
δ(−a,0)

S = 1
2
∣b,0⟩⟨b,0∣ + 1

2
∣ − b,0⟩⟨−b,0∣ = OPTh̵ [(2πh̵)2ν], ν = 1

2
δ(b,0) + 1

2
δ(−b,0), a, b ∈ R+.

we proved in [7, Section 4] that

● when η = 0 (equal mass case), an optimal quantum coupling F is the Töplitz
quantization of a classical one f :

F = 1

2
(∣a⟩ ⊗ ∣b⟩⟨a∣ ⊗ ⟨b∣ + ∣ − a⟩ ⊗ ∣ − b⟩⟨−a∣ ⊗ ⟨−b∣)

= OPTh̵ [(2πh̵)2 1
2
(δ(a,0) ⊗ δ(b,0) + δ(−a,0) ⊗ δ(−b,0))] ∶= OPTh̵ [(2πh̵)2f]

● when η ≠ 0 (non equal mass case), one easily shows that (we take a = b) a
classical optimal coupling is

f = 1
2
δ(a,0 ⊗ δ(a,0) + 1−η

2
δ(−a,0 ⊗ δ(−a,0) + η

2
δ(a,0 ⊗ δ(−a,0),

and we proved that, non only OPTh̵ [(2πh̵)2f] is not an optimal coupling
of R,S, but no optimal coupling of R,S can be a Töplitz operator in this
case.

In the analysis below, we consider this problem when µ and ν are of the form

µ(dqdp) =m(q, p)dqdp , ν(dqdp) = n(q, p)dqdp , m,n > 0 a.e..

(The case (b) mentioned above obviously fails to satisfy this assumption.)
This assumption clearly implies that Ker(R) = Ker(S) = {0}. To see this, we

first recall one definition of the Husimi transform of an operator A on L2(Rd):
(64) W̃h̵[A](q, p) ∶= 1

(2πh̵)d
⟨q, p∣A∣q, p⟩ , q, p ∈ Rd .
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(There is another, equivalent definition in terms of the Wigner transform: see (49),
and the formula following (53) in [13]; the equivalence between these two definitions
is the formula before (54) in [13].) Now, if φ ∈ Ker(R), one has, by formula (54) of
[13],

⟨φ∣R∣φ⟩ = trace(∣φ⟩⟨φ∣R) = ∫
R2d

W̃h̵[∣φ⟩⟨φ∣](q, p)m(q, p)dqdp = 0 .

This implies that W̃h̵[∣φ⟩⟨φ∣] = 0, which implies in turn that φ = 0. For this impli-
cation, see for instance Remark 2.3 in [14]. Equivalently, using (46) and (54) in [13]
with R = ∣φ⟩⟨φ∣ shows that

∥φ∥2
H = trace(∣φ⟩⟨φ∣) = ∫

R2d
W̃h̵[∣φ⟩⟨φ∣](q, p)dqdp = 0 .

Let (a,b) ∈ K̃(R,S) such that

trace(R1/2aR1/2 + S1/2bS1/2) =MKh̵(R,S)2 .

Assume that ∣q, p⟩ ∈ J [R] ∩ J [S] for each (q, p) ∈ Rd ×Rd, and that the functions

(q, p) ↦ ⟨q, p∣a∣q, p⟩ and (q, p) ↦ ⟨q, p∣b∣q, p⟩
are of class C2 on Rd ×Rd. Define

a(q, p) ∶= W̃h̵[a](q, p) , b(q, p) ∶= W̃h̵[b](q, p) ,
and

ã(q, p) ∶= 1
2
(∣q∣2 + ∣p∣2 − a(q, p) + dh̵) , b̃(q, p) ∶= 1

2
(∣q∣2 + ∣p∣2 − b(q, p) + dh̵) .

Notice that a ∈ L1(R2d, µ) and b ∈ L1(R2d, ν) since R1/2aR1/2 and S1/2bS1/2 belong

to L1(H) by definition of K̃(R,S), because Ker(R) = Ker(S) = {0}.

Theorem 7.4. The following conditions are equivalent:
(a) there exists λ ∈ P(Rd × Rd × Rd × Rd) such that F = OPTh̵ [(2πh̵)2dλ] is an
optimal coupling of R and S, i.e.

F ∈ C(R,S) and trace(F 1/2CF 1/2) =MKh̵(R,S)2 ;

(b) one has

MKh̵(R,S)2 = distMK,2(µ, ν)2 + 2dh̵ ;

(c) the functions ã and b̃ are the Legendre transforms of each other, i.e.

ã∗ = b̃ and b̃∗ = ã ,
and satisfy the Monge-Ampère equation

det(∇2ã) = m

n ○ ∇ã .

If these conditions are satisfied, λ is of the form

λ(dq1dp1dq2dp2) =m(q1, p1)δ((q2, p2) − ∇ã(q1, p1))dq1dp1 .

Let us recall that, for two Töplitz densities R and S in D2(L2(Rd)) with symbols
(2πh̵)dµ and (2πh̵)dν resp., it has been proved in [13] (Theorem 2.3 (1)) that

MKh̵(R,S)2 ≤ distMK,2(µ, ν)2 + 2dh̵ .

We also recall the example constructed in section 3 of [7], where µ and ν are
convex combinations of two Dirac measures with identical supports, for which the
inequality above is strict. This example explains the title of [7]: quantum optimal
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transport is “cheaper” that classical optimal transport, due to additional degrees
of freedom in quantum couplings which have no classical interpretation: see the
penultimate paragraph on pp. 161–162 in [7].

At variance with the example in section 3 of [7], the situation where the optimal
coupling between two Töplitz densities R,S is a Töplitz operator is the closest to
the classical setting. The classical optimal transport map between the symbols of
R and S is transformed into an optimal quantum coupling by Töplitz quantization.
There are no strictly quantum effects in this coupling, unlike in the case discussed in
section 3 of [7], so that, the inequality in Theorem 2.3 (1) of [13] becomes an equality
in this case. In other words, apart from the additional term 2dh̵, the quantum
distance between such Töplitz densities is indeed the classical Monge-Kantorovich
distance between their symbols. Examples of Töplitz densities satisfying properties
(a) and (b) of the theorem above can be found in section 2 of [7]. However, the
example constructed in section 2 of [7] does not fall exactly in the class of densities
considered in the theorem above, since the symbols of the densities considered
in section 2 of [7] are convex combinations of two Dirac measures (with different
supports and equal coefficients).

Proof. Assume that (a) holds. One has

(65) trace(F 1/2CF 1/2) = ∫
R4d

W̃h̵[C](q1, p1, q2, p2)λ(dq1dp1dq2dp2)

and

W̃h̵[C](q1, p1, q2, p2) = c(q1, p1, q2, p2) + 2dh̵

with

c(q1, p1, q2, p2) = ∣q1 − q2∣2 + ∣p1 − p2∣2 .

Let us take (65) for granted — we shall give a quick proof of this formula at the
end of the present section.

Since F ∈ C(R,S), the symbol (2πh̵)2dλ of F satisfies λ ∈ Π(µ, ν), the set of
couplings of µ and ν, according to Lemma 4.1 in [13]. Hence

MKh̵(R,S)2 = ∫
R4d

c(q1, p1, q2, p2)λ(dq1dp1dq2dp2) + 2dh̵ ≥ distMK,2(µ, ν)2 + 2dh̵

By Theorem 2.3 (1) of [13], one has

MKh̵(R,S)2 ≤ distMK,2(µ, ν)2 + 2dh̵ ,

which proves (b).

Conversely, pick an optimal coupling λ ∈ Π(µ, ν) and set F = OPTh̵ [(2πh̵)2dλ].
Then F ∈ C(R,S) by Lemma 4.1 in [13], and

distMK,2(µ, ν)2+2dh̵=∫
R4d

c(q1, p1, q2, p2)λ(dq1dp1dq2dp2)+2dh̵=trace(F 1
2CF

1
2 ) .

Hence, (b) implies that

MKh̵(R,S)2 = trace(F 1/2CF 1/2) ,

so that (a) holds.
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If (a) holds, then

∫
R4d

c(q1, p1, q2, p2)λ(dq1dp1dq2dp2) + 2dh̵

= trace(F 1/2CF 1/2) = trace(R1/2aR1/2 + S1/2bS1/2)

= ∫
R2d

a(q1, p1)µ(dq1dp1) + ∫
R2d

b(q2, p2)ν(dq2dp2) .

On the other hand, since (a,b) ∈ K̃(R,S), and since ∣q, p⟩ ∈ J [R] ∩ J [S], one has

⟨q1, q2, p1, p2∣C ∣q1, q2, p1, p2⟩ ≥ ⟨q1, p1∣a∣q1, p1⟩ + ⟨q2, p2∣b∣q2, p2⟩

i.e.

c(q1, p1, q2, p2) ≥ a(q1, p1) − dh̵ + b(q2, p2) − dh̵ .
Since a ∈ L1(R2d, µ) and b ∈ L1(R2d, ν) and λ ∈ Π(µ, ν) with

∫
R4d

c(q1, p1, q2, p2)λ(dq1dp1dq2dp2) =∫
R2d

(a(q1, p1) − dh̵)µ(dq1dp1)

+ ∫
R2d

(b(q2, p2) − dh̵)ν(dq2dp2) ,

we conclude from Theorem 1.3 in [24] (the Kantorovich duality theorem) that λ is

an optimal element of Π(µ, ν), and that the optimal functions ã and b̃ are Legendre
duals of each other (see Lemma 2.10 in [24]).

By the Brenier theorem (Theorem 2.12 (ii) in [24], the measure λ is of the form

λ(dq1dp1dq2dp2) =m(q1, p1)δ((q2, p2) − ∇Φ(q1, p1))dq1dp1 ,

with Φ convex. Hence

ã(q1, p1) + b̃(∇Φ(q1, p1)) = q1 ⋅ ∇qΦ(q1, p1) + p1 ⋅ ∇pΦ(q1, p1) for a.e. (q1, p1) .

On the other hand, we know that

ã(z, ζ) + b̃(∇Φ(q1, p1)) ≥ z ⋅ ∇qΦ(q1, p1) + ζ ⋅ ∇pΦ(q1, p1) for a.e. (q1, p1, z, ζ) .

Therefore

ã(z, ζ)−a(q1, p1) ≥ (z−q1)⋅∇qΦ(q1, p1)+(ζ−p1)⋅∇pΦ(q1, p1) for a.e. (q1, p1, z, ζ) .

Hence ∇Φ = ∇ã, and since ∇Φ#µ = ν, the change of variables formula implies that

det(∇2Φ)n ○ ∇Φ =m.

This proves (c).
Conversely, assume that (c) holds and set

λ(dq1dp1dq2dp2) =m(q1, p1)δ((q2, p2) − ∇ã(q1, p1))dq1dp1 .

Obviously, λ ∈ Π(µ, ν) because of the Monge-Ampère equation satisfied by ã, and
Brenier’s theorem implies that

∫
R4d

c(q1, p1, q2, p2)λ(dq1dp1dq2dp2) = distMK,2(µ, ν)2 .

Set F = OPTh̵ [(2πh̵)2dλ]; by Lemma 4.1 in [13], one has F ∈ C(R,S). On the other

hand, since ã∗ = b̃ and b̃∗ = ã, one has

ã(q1, p1) + b̃(q2, p2) = q1 ⋅ q2 + p1 ⋅ p2 λ − a.e. in (q1, p1, q2, p2)
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or equivalently

∫
R4d

c(q1, p1, q2, p2)λ(dq1dp1dq2dp2) + 2dh̵ =∫
R2d

a(q1, p1)µ(dq1dp1)

+ ∫
R2d

b(q2, p2)ν(dq2dp2) .

Since a = W̃h̵[a] and b = W̃h̵[b], this equality can be recast as

trace(F 1/2CF 1/2) = trace(R1/2aR1/2 + S1/2bS1/2) =MKh̵(R,S)2 ,

so that F is an optimal element of C(R,S), and (a) holds. �

Proof of (65). Let (ej)j≥1 be a complete orthonormal system of eigenvectors of
F ∈ D2(H⊗H), so that

F = ∑
j≥1

`j ∣ej⟩⟨ej ∣ , with ∑
j≥1

`j = 1 and `j ≥ 0 for all j ≥ 1 .

On the other hand, by formula (48) in [13]

OPTh̵ [c] = C + 1
2
h̵(∆q1,p1,q2,p2c)IH⊗H = C + 4dh̵I ,

where we recall that

c(q1, p1, q2, p2) = ∣q1 − q2∣2 + ∣p1 − p2∣2 .
By Tonelli’s theorem, denoting z1 ∶= (q1, p1) and z2 ∶= (q2, p2), one has

trace(F 1/2CF 1/2) + 4dh̵

= ∑
j,k≥1

`
1/2
j `

1/2
k

(2πh̵)2d ∫
R4d

⟨ej ∣z1, z2⟩⟨z1, z2∣ek⟩⟨ek ∣ej⟩c(z1, z2)dq1dp1dq2dp2

= ∑
j≥1

`j
(2πh̵)2d ∫

R4d
⟨ej ∣z1, z2⟩⟨z1, z2∣ej⟩c(z1, z2)dq1dp1dq2dp2

= ∫
R4d

∑
j≥1

`j
(2πh̵)2d

⟨ej ∣z1, z2⟩⟨z1, z2∣ej⟩c(z1, z2)dq1dp1dq2dp2

= ∫
R4d

W̃ [F ](z1, z2)c(z1, z2)dq1dp1dq2dp2 .

Since F = OPTh̵ [(2πh̵)2dλ], one has W̃h̵[F ] = e
1
2 h̵∆q1,p1,q2,p2λ (see (51) and the

formula following (53) in [13]), so that

trace(F 1/2CF 1/2) + 4dh̵ = ∫
R4d

W̃ [F ](z1, z2)c(z1, z2)dq1dp1dq2dp2

= ∫
R4d

e
1
2 h̵∆q1,p1,q2,p2 c(q1, p1, q2, p2)λ(dq1dp1dq2dp2)

since e
1
2 h̵∆q1,p1,q2,p2 is self-adjoint. On the other hand

e
1
2 h̵∆q1,p1,q2,p2 c(q1, p1, q2, p2) = c(q1, p1, q2, p2) + 4dh̵ ,

so that

trace(F 1/2CF 1/2) + 4dh̵ = ∫
R4d

(c(q1, p1, q2, p2) + 4dh̵)λ(dq1dp1dq2dp2) ,

which is equivalent to (65).
�
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Appendix A. The Quantum Transport Cost

The quantum cost is the differential operator

C ∶=
d

∑
j=1

((xj − yj) − h̵2(∂xj − ∂yj)2) .

For each f ≡ f(x1, y1, . . . , xd, yd) ∈ S(R2d), one has

Cf(x1, y1, . . . , xd, yd)

=
d

∑
j=1

(Y 2
j − 4h̵2∂2

Yj)f(X1 + 1
2
Y1,X1 − 1

2
Y1, . . . ,Xd + 1

2
Yd,Xd − 1

2
Yd) .

The d operators Y 2
j − 4h̵2∂2

Yj
obviously commute pairwise. Since each one of these

operators is the quantum Hamiltonian of a harmonic oscillator, we know that a
complete orthonormal system of eigenfunctions for Y 2

j − 4h̵2∂2
Yj

on L2(R) is

(2h̵)−1/4hn(Yj/
√

2h̵) , n ≥ 0 ,

where hn is the n-th Hermite function

hn(z) ∶= π−1/4(2nn!)−1/2e−z
2
/2Hn(z) , Hn(z) ∶= (−1)nez

2

(e−z
2

)(n) ,

hn(Yj) ∶= (π2h̵)−1/4(2nn!)−1/2e−Y
2
j /4h̵Hn(Yj/

√
2h̵) n ≥ 0 ,

with

(Y 2
j − 4h̵2∂2

Yj)hn(Yj/
√

2h̵) = 2h̵(2n + 1)hn(Yj/
√

2h̵) , n ≥ 0 .

Since the linear transformation of R2d

(X1, Y1, . . . ,Xd, Yd) ↦ (X1 + 1
2
Y1,X1 − 1

2
Y1, . . . ,Xd + 1

2
Yd,Xd − 1

2
Yd)

has Jacobian determinant (−1)d, it leaves the Lebesgue measure of R2d invariant,
so that

Ψm1,...,md,n1,...,nd(x1, y1, . . . , xd, yd) ∶= (2h̵)−d/2
d

∏
j=1

hmj(
xj+yj

2
√

2h̵
)hnj(

xj−yj
√

2h̵
)

defines a complete orthonormal system of eigenfunctions of C, i.e.

∫
R2d

Ψm′
1,...,m

′
d
,n′1,...,n

′
d
Ψm1,...,md,n1,...,nd(x1, y1, . . . , xd, yd)dx1 . . . dyd

=
d

∏
j=1

δm′
j ,mj

δn′j ,nj ,

with
CΨm1,...,md,n1,...,nd(x1, y1, . . . , xd, yd)

= 2h̵(2(n1 + . . . + nd) + d)Ψm1,...,md,n1,...,nd(x1, y1, . . . , xd, yd) .
Thus

C = 2h̵ ∑
m1,...,md≥0
n1,...,nd≥0

(2(n1 + . . . + nd) + d)∣Ψm1,...,md,n1,...,nd⟩⟨Ψm1,...,md,n1,...,nd ∣ ;

in other words, C has the spectral decomposition

E(dλ)∶= ∑
m1,...,md≥0
n1,...,nd≥0

δ(λ−2h̵(2(n1+. . .+nd)+d))∣Ψm1,...,md,n1,...,nd⟩⟨Ψm1,...,md,n1,...,nd ∣ .
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Appendix B. Monotone Convergence for Trace-Class Operators

Here is an analogue of the Beppo Levi monotone convergence theorem for oper-
ators in the form convenient for our purpose.

Let H be a separable Hilbert space and 0 ≤ T = T ∗ ∈ L(H ). For each complete
orthonormal system (ej)j≥1 of H , set

traceH(T ) = ∥T ∥1 ∶= ∑
j≥1

⟨ej ∣T ∣ej⟩ ∈ [0,+∞] .

See Theorem 2.14 in [23]; in particular the expression on the last right hand side of
these equalities is independent of the complete orthonormal system (ej)j≥1. Then

T ∈ L1(H ) ⇐⇒ ∥T ∥1 < ∞ .

Lemma B.1 (Monotone convergence). Consider a sequence Tn = T ∗n ∈ L1(H )
such that

(i) 0 ≤ T1 ≤ T2 ≤ . . . ≤ Tn ≤ . . . , and sup
n≥1

⟨x∣Tn∣x⟩ < +∞ for all x ∈ H ,

or

(ii) 0 ≤ T1 ≤ T2 ≤ . . . ≤ Tn ≤ . . . , and sup
n≥1

traceH(Tn) < +∞ .

Then
(a) there exists T = T ∗ ∈ L(H ) such that T ≥ 0 and Tn → T weakly as n→∞, and
(b) traceH (Tn) → traceH (T ) as n→∞.

Proof. First we prove statements (a) and (b) under assumption (i). Since the
sequence ⟨x∣Tn∣x⟩ ∈ [0,+∞) is nondecreasing for each x ∈ H ,

⟨x∣Tn∣x⟩ → sup
n≥1

⟨x∣Tn∣x⟩ =∶ q(x) ∈ [0,+∞) for all x ∈ H

as n→∞. Hence

⟨x∣Tn∣y⟩ = ⟨y∣Tn∣x⟩ → 1
4
(q(x + y) − q(x − y) + iq(x − iy) − iq(x + iy)) =∶ b(x, y) ∈ C

as n→ +∞. By construction, b is a nonnegative sesquilinear form on H .
Consider, for each k ≥ 0,

Fk ∶= {x ∈ H s.t. ⟨x∣Tn∣x⟩ ≤ k for each n ≥ 1} .
The set Fk is closed for each k ≥ 0, being the intersection of the closed sets defined
by the inequality ⟨x∣Tn∣x⟩ ≤ k as n ≥ 1. Since the sequence ⟨x∣Tn∣x⟩ is bounded for
each x ∈ H ,

⋃
k≥0

Fk = H .

Applying Baire’s theorem shows that there exists N ≥ 0 such that F̊N /= ∅. In other
words, there exists r > 0 and x0 ∈ H such that

∣x − x0∣ ≤ r Ô⇒ ∣⟨x∣Tn∣x⟩∣ ≤ N for all n ≥ 1 .

By linearity and positivity of Tn, this implies

∣⟨z∣Tn∣z⟩∣ ≤ 2
r
(M +N)∥z∥2 for all n ≥ 1 , with M ∶= sup

n≥1
⟨x0∣Tn∣x0⟩ .

In particular

sup
∣z∣≤1

q(z) ≤ 2
r
(M +N) , so that ∣b(x, y)∣ ≤ 2

r
(M +N)∣∥x∥H ∥y∥H
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for each x, y ∈ H by the Cauchy-Schwarz inequality. By the Riesz representation
theorem, there exists T ∈ L(H ) such that

T = T ∗ ≥ 0 , and b(x, y) = ⟨x∣T ∣y⟩ .
This proves (a). Observe that T ≥ Tn for each n ≥ 1, so that

sup
n≥1

traceH (Tn) ≤ traceH (T ) .

In particular
sup
n≥1

traceH (Tn) = +∞ Ô⇒ traceH (T ) = +∞ .

Since the sequence traceH (Tn) is nondecreasing,

traceH (Tn) → sup
n≥1

traceH (Tn) as n→∞ .

By the noncommutative variant of Fatou’s lemma (Theorem 2.7 (d) in [23]),

sup
n≥1

traceH (Tn) < ∞ Ô⇒ T ∈ L1(H ) and traceH (T ) ≤ sup
n≥1

traceH (Tn) .

Since the opposite inequality is already known to hold, this proves (b).

Next we prove (a) and (b) under assumption (ii). Since any x ∈ H ∖ {0} can be
normalized and completed into a complete orthonormal system of H , one has

sup
n≥1

⟨x∣T ∣x⟩ ≤ ∥x∥2
H sup

n≥1
traceH (Tn) < ∞ .

Thus, assumption (ii) implies (i), which implies in turn (a) and (b). �

Appendix C. The Finite Energy Condition

Let A = A∗ ≥ 0 be an unbounded self-adjoint operator on H with domain
Dom(A), and let E be its spectral decomposition.

Throughout this section, we assume that T ∈ L1(H ) satisfies T = T ∗ ≥ 0, and
let (ej)j≥1 be a complete orthonormal system of eigenvectors of T with Tej = τjej
and τj ∈ [0,+∞) for each j ≥ 1, such that

(66) ∑
j≥1

τj ∫
∞

0
λ⟨ej ∣E(dλ)∣ej⟩ < ∞ .

Lemma C.1. Under the assumptions above,

(67) T 1/2AT 1/2 ∶= ∑
j,k≥1

τ
1/2
j τ

1/2
k (∫

∞

0
λ⟨ej ∣E(dλ)∣ek⟩) ∣ej⟩⟨ek ∣

satisfies 0 ≤ T 1/2AT 1/2 = (T 1/2AT 1/2)∗ ∈ L1(H ) and

(68) traceH (T 1/2AT 1/2) = ∑
j≥1

τj ∫
∞

0
λ⟨ej ∣E(dλ)∣ej⟩ .

In particular

(69) ej ∈ Ker(T )⊥ Ô⇒ ej ∈ Form-Dom(A) .

Proof. For each Borel ω ⊂ R and each x, y ∈ H , one has

∣⟨x∣E(ω)∣y⟩∣ = ∣⟨E(ω)x∣E(ω)y⟩∣ ≤ ∥E(ω)x∥∥E(ω)y∥ = ⟨x∣E(ω)∣x⟩1/2⟨y∣E(ω)∣y⟩1/2

since E(ω) is a self-adjoint projection. In particular, for each α > 0, one has

2∣⟨x∣E(ω)∣y⟩∣ ≤ α⟨x∣E(ω)∣x⟩ + 1
α
⟨y∣E(ω)∣y⟩ .
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Hence, for all j, k ≥ 1

ajk ∶= ∫
∞

0
λ⟨ej ∣E(dλ)∣ek⟩ ∈ C

satisfies

2∣ajk ∣2 ≤ αajj + 1
α
akk for all α > 0 , so that ∣ajk ∣2 ≤ ajjakk .

Since (τjajj)j≥1 ∈ `1(N∗) by (66) and since

⟨ej ∣T 1/2AT 1/2∣ek⟩ = τ1/2
j τ

1/2
k ajk = ⟨ek ∣T 1/2AT 1/2∣ej⟩ ,

one concludes that T 1/2AT 1/2 = (T 1/2AT 1/2)∗ ∈ L2(H ). Moreover, for each x ∈ H

⟨x∣T 1/2AT 1/2∣x⟩ = ∑
j,k≥1

τ
1/2
j τ

1/2
k ⟨ej ∣x⟩⟨ek ∣x⟩∫

∞

0
λ⟨ej ∣E(dλ)∣ek⟩

≥∫
∞

0
λ⟨∑

j≥1

τ
1/2
j ⟨ej ∣x⟩ej ∣E(dλ)∣ ∑

j≥1

τ
1/2
j ⟨ej ∣x⟩ej⟩

=∫
∞

0
λ⟨T 1/2x∣E(dλ)∣T 1/2x⟩ ≥ 0 ,

so that T 1/2AT 1/2 ≥ 0. Finally

∑
l≥1

⟨el∣T 1/2AT 1/2∣el⟩ = ∑
l≥1

∑
j,k≥1

τ
1/2
j τ

1/2
k (∫

∞

0
λ⟨ej ∣E(dλ)∣ek⟩) ⟨el∣ej⟩⟨ek ∣el⟩

= ∑
l≥1

∑
j,k≥1

τ
1/2
j τ

1/2
k (∫

∞

0
λ⟨ej ∣E(dλ)∣ek⟩) δljδlk = ∑

l≥1

τl ∫
∞

0
λ⟨el∣E(dλ)∣el⟩ < ∞

so that T 1/2AT 1/2 ∈ L1(H ), with

∥T 1/2AT 1/2∥1 = traceH (T 1/2AT 1/2) = ∑
l≥1

τl ∫
∞

0
λ⟨el∣E(dλ)∣el⟩ < ∞ .

In particular for each j ≥ 1, one has

τj > 0 Ô⇒ ⟨ej ∣A∣ej⟩ ∶= ∫
∞

0
λ⟨ej ∣E(dλ)∣ej⟩ ≤ 1

τj
traceH (T 1/2AT 1/2) < ∞ ,

and this proves (69). �

Corollary C.2. Let Φn ∈ C(R+) satisfy

0 ≤ Φ1(r) ≤ Φ2(r) ≤ . . . ≤ Φn(r) → r as n→∞ .

For each n ≥ 1, set

Φn(A) ∶= ∫
∞

0
Φn(λ)E(dλ) ∈ L(H ) , so that Φn(A) = Φn(A)∗ ≥ 0 .

In the limit as n→∞, one has

T
1
2 Φn(A)T 1

2 → T
1
2AT

1
2 weakly, and traceH (TΦn(A)) → traceH (T 1

2AT
1
2 ) .

Proof. Since E is a resolution of the identity on [0,+∞), and since Φn is continuous,
bounded and with values in [0,+∞), the operators Φn(A) satisfy

0 ≤ Φ1(A) ≤ Φ2(A) ≤ . . . ≤ Φn(A) ≤ Φn(A)∗ ≤ (sup
z≥0

Φn(z)) IH .

Set Rn ∶= T 1/2Φn(A)T 1/2; by definition, one has Rn = R∗
n ∈ L(H) and

0 ≤ R1 ≤ R2 ≤ . . . ≤ Rn ≤ . . .
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On account of (66), one has

traceH (Rn) = ∑
j≥1

τj ∫
∞

0
Φn(λ)⟨ej ∣E(dλ)∣ej⟩ ≤ ∑

j≥1

τj ∫
∞

0
λ⟨ej ∣E(dλ)∣ej⟩ < ∞ .

By Lemma B.1, one has Rn → R weakly, with R ∈ L1(H ) and R = R∗ ≥ 0. Finally

T 1/2AT 1/2 −Rn = ∑
j,k≥1

τ
1/2
j τ

1/2
k (∫

∞

0
(λ −Φn(λ))⟨ej ∣E(dλ)∣ek⟩) ∣ej⟩⟨ek ∣

using the definition (67) of T 1/2AT 1/2 given in Lemma C.1, so that

⟨x∣T 1/2AT 1/2 −Rn∣x⟩ =∫
∞

0
(λ −Φn(λ))⟨∑

j≥1

τ
1/2
j ⟨ej ∣x⟩ej ∣E(dλ)∣ ∑

k≥1

τ
1/2
k ⟨ek ∣x⟩ek⟩

=∫
∞

0
(λ −Φn(λ))⟨T 1/2x∣E(dλ)∣T 1/2x⟩ ≥ 0 .

Hence T 1/2AT 1/2 −Rn = (T 1/2AT 1/2 −Rn)∗ ∈ L1(H ) with T 1/2AT 1/2 −Rn ≥ 0, and

∥T 1/2AT 1/2 −Rn∥1 = traceH (T 1/2AT 1/2 −Rn)

=∑
j≥1

τj ∫
∞

0
(λ −Φn(λ))⟨ej ∣E(dλ)∣ej⟩ → 0

as n→∞ by monotone convergence. Therefore Rn → T 1/2AT 1/2 in L1(H ), and

traceH (TΦn(A)) = traceH (T 1/2Φn(A)T 1/2) → traceH (T 1/2AT 1/2) as n→∞ .

�

Lemma C.3. Let S ∈ L1(H⊗H̃) satisfy the partial trace condition traceH̃ (S) = T .

Then 0 ≤ S1/2(A⊗ IH̃ )S1/2 = (S1/2(A⊗ IH̃ )S1/2)∗ ∈ L1(H ⊗ H̃ ) and one has

traceH ⊗H̃ (S1/2(A⊗ IH̃ )S1/2) = traceH (T 1/2AT 1/2) .

Proof. For all n ≥ 1, set An = Φn(A) ∈ L(H), with Φn(r) ∶= r
1+r/n

for all r ≥ 0. Thus

An = A∗
n and 0 ≤ A1 ≤ A2 ≤ . . . ≤ An ≤ . . .

Hence S1/2(An ⊗ IH̃ )S1/2 = (S1/2(An ⊗ IH̃ )S1/2)∗ for all n ≥ 1, with

0 ≤ S1/2(A1 ⊗ IH̃ )S1/2 ≤ S1/2(A2 ⊗ IH̃ )S1/2 ≤ . . . ≤ S1/2(An ⊗ IH̃ )S1/2 ≤ . . .

The partial trace condition implies that

traceH ⊗H̃ (S1/2(An ⊗ IH̃ )S1/2) = traceH ⊗H̃ (S(An ⊗ IH̃ ))
= traceH (TAn) = traceH (T 1/2AnT

1/2)

while

traceH ⊗H̃ (S1/2(An ⊗ IH̃ )S1/2) → traceH ⊗H̃ (S1/2(A⊗ IH̃ )S1/2)
traceH (T 1/2AnT

1/2) → traceH (T 1/2AT 1/2)

as n → ∞ by Lemma B.1. This implies the announced equality by uniqueness of
the limit. �
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