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Load Balancing at the Edge of Chaos: How Self-Organized Criticality Can Lead to Energy-Efficient Computing

Juan Luis Jiménez Laredo, Frédéric Guinand, Damien Olivier, and Pascal Bouvry

Abstract—This paper investigates a self-organized critical approach for dynamically load-balancing computational workloads. The proposed model is based on the Bak-Tang-Wiesenfeld sandpile: a cellular automaton that works in a critical regime at the edge of chaos. In analogy to grains of sand, tasks arrive and pile up on the different processing elements or sites of the system. When a pile exceeds a certain threshold, it collapses and initiates an avalanche of migrating tasks, i.e., producing load-balancing. We show that the frequency of such avalanches is in power-law relation with their sizes, a scale-invariant fingerprint of self-organized criticality that emerges without any tuning of parameters. Such an emergent pattern has organic properties such as the self-organization of tasks into resources or the self-optimization of the computing performance. The conducted experimentation also reveals that the system has a critical attractor in the point in which the arrival rate of tasks equals the processing power of the system. Taking advantage of this fact, we hypothesize that the processing elements can be turned on and off depending on the state of the workload as to maximize the utilization of resources. An interesting side effect is that the overall energy consumption of the system is minimized without compromising the quality of service.

1 Introduction

Energy efficiency is nowadays one of the main areas of research in Computer Science. With the advent of flourishing technologies such as cloud computing, power demands in large-scale computing infrastructures have exploded and the energy consumption has turned into a limiting factor to a further development of the industry: in 2010, volume servers and data centers worldwide [1] consumed approx. 270 billions of KWh, enough to cover the electricity demands of entire countries such as Australia or Spain [2]. Part of the problem is in current technology which has not yet devised the ways to maintaining the energy consumption proportional to the volume of services provided. However, researchers are embarked in this task: energy awareness has become a major technology driver in the design of large-scale distributed systems.

The case of proportional computing [3] has already opened frontiers towards more energy-efficient computing. The approach relies on the idea that the energy consumed by a server should be kept proportional to its utilization. In this line, current devices are implementing power management techniques, such as dynamic scaling [4], to modulate the voltage and frequency of CPUs according to the state of the workloads. Nonetheless, power management is not the final solution to energy efficiency but a mere mechanism that requires a higher-level control to save energy; the same way that light switches need to be operated by a human (smart entity) to turn lights on and off.

Brown and Reams [5] state that a control mechanism of this kind is best approached as an optimization problem where “a system consumes the minimum amount of energy required to perform any task”. The importance of such a statement is that it allows to formally describe energy efficiency in terms of a scheduling problem, including specific—and potentially conflicting—objective functions such as energy consumption, resource utilization or quality of service (QoS), i.e., energy-efficient computing can be formulated as a multi-objective scheduling problem [6].

Alongside the difficulty of tackling several objectives, this type of problem is particularly challenging because of the high-dimensionality that it may involve, e.g., exascale systems can reach millions of nodes and billions of tasks [7], [8]. That implies analytical intractability of real solutions as the curse of dimensionality [9] prevents to solve high-dimensional instances to optimality. Similarly, meta-heuristics find extreme difficulties to track down high-dimensional solutions in a reasonable time; especially because granting convergence requires to iterate over globally computed solutions (see e.g. [6], [10], [11]). Achieving energy efficiency is therefore calling for further investigations beyond the state of the art. In this scenario, complex systems may hold the key to describing large-scale dynamics of energy-efficient distributed systems.

This paper aims at exploring these potentials in the context of dynamic load-balancing: a scheduling approach that tackles the problem of reassigning tasks between resources at runtime [12]. We envision a large-scale computational system as a living organism able to self-organize locally
and acquire emergent properties such as maximizing the energy efficiency. Our proposal relies on a simple idea: turning off resources when they do not have any more tasks to process. This simple power management technique is commonly employed in exploratory investigations [13] like the one presented here. However, more interesting is that it naturally drives to a subsequent (and more challenging) question: when should a computing resource, which has been turned off, be turned on again?. Intuitively, if there are too many active resources in a system, the energy consumption will explode. However, if the system turns off too many resources, the QoS will dramatically drop down.

In order to explore such a trade-off, we investigate the properties of self-organized criticality systems [15] when applied to energy-efficient dynamic balancing: an investigation that to the best of our knowledge is the first of its class. In particular, we propose a model based on the Bak-Tang-Wiesenfeld (BTW) sandpile [14]: a cellular automaton that displays self-organized criticality by mimicking the behavior of avalanches of sand. Typically grains of sand are deposited at randomly chosen sites in a 2-dimensional grid lattice, one grain at a time. When the system reaches a certain critical state, small disturbances can lead to avalanches that can propagate spatially and temporally and reconfigure the system. Here, the analogy with dynamic load-balancing is straightforward: the same way that avalanches scatter sand throughout the lattice, they can produce load-balancing when applied to tasks queuing in a distributed system.

With the issue of energy efficiency in mind, this paper builds up starting from the original sandpile model as described by Bak, Tang and Wiesenfeld. The aim is finding an answer to the following research question:

- What is the trade-off between the energy consumed and the QoS delivered by a sandpile distributed system?

Trying to respond to the previous question, the rest of the paper is organized as follows: section 2 reviews some related works in both fields, complex systems and energy-aware load-balancing. Section 3 outlines the problem of scheduling workloads arriving in the form of independent tasks and introduces some metrics to evaluate the performance of computational systems. Section 4 presents an algorithmic description of our load-balancing proposal. The basic dynamics of the approach are then described in section 5. Section 6 introduces a theoretical framework where the sandpile is able to display organic load-balancing. Section 7 analyzes the trade-offs between the energy consumption and the QoS delivered by the system. Finally, conclusions are drawn in section 8 and some future lines of research are presented.

2 Related Works

This section starts with a description of the BTW sandpile model that will be employed later on as the baseline method in our proposal. Then, it continues with a survey of works tackling dynamic load-balancing from both perspectives, complex systems and energy awareness.

2.1 The BTW Sandpile

The theory of self-organized criticality (SOC) [15] offers a well-defined explanation on how the interactions of sparse elements can lead a complex system to a critical point in which the elements percolate and give rise to a global pattern, a so-called avalanche. This phenomenon is observed in a myriad of dynamical systems including earthquakes [16], mass extinctions in biological evolution [17] or the branching process of neocortical circuits [18], but it was not until Per Bak, Chao Tang and Kurt Wiesenfeld published in 1987 an artificial system called the sandpile [14] that the concept of SOC was postulated. Overall, SOC describes a critical non-equilibrium state of complex systems where the frequency and size of the events follow a power-law relation independently of the scale of the system, i.e. small avalanches occur very often while large catastrophic avalanches happen very rarely. This paper aims at investigating such features in the context of dynamic load-balancing. To that end, we propose a decentralized load-balancing approach based on the original BTW sandpile model.

The sandpile is a cellular automaton in which grains of “sand” are randomly dropped over a grid lattice. Grains accumulate in the different sites until they exceed a certain threshold leading to avalanches. That way, depending on the state of the system, the single drop of a grain may change nothing or start an avalanche that reconfigures the system. In fact, the sandpile is a class IV cellular automaton (Wolfram [19]) in the region between order (classes I and II) and chaos (class III). This kind of cellular automaton can exhibit universality in the sense of being Turing complete, something that led the American scientist Christopher Langton [20] to analyze criticality as a universal machine. Langton shows how the criticality phenomenology supports basic operations of information transmission, storage and modification to perform computation at the edge of chaos.

Fig. 1 exemplifies the basic dynamics of an avalanche in a small sandpile. Initially, adding a grain at a site \((x, y)\) results in a simple modification on the height \(h(x, y)\) of the site, such that:

\[
h(x, y) \rightarrow h(x, y) + 1
\]

However, the model states that if the height exceeds a certain threshold value (e.g. \(h(x, y) \geq 4\)) the site collapses and loses a number of grains:

\[
h(x, y) \rightarrow h(x, y) - 4
\]

which are then reassigned to its neighbors. If we consider a von Neumann neighborhood, such a reassignment will modify the state of the neighbors in the following way:

\[
h(x \pm 1, y) \rightarrow h(x \pm 1, y) + 1
\]

\[
h(x, y \pm 1) \rightarrow h(x, y \pm 1) + 1
\]

This starting avalanche can propagate if the respective neighbors also exceed the threshold as a consequence of the new reassignment. Therefore, and despite the simplicity of the rules, avalanches of all sizes may take place. In fact, as a SOC system, the sandpile evolves in the long term into a non-equilibrium critical state where the frequency
work was to provide new scalable means to support large-scale distributed computing since (as the authors pointed out) “only a few strategies have been designed, or are scalable, to support highly parallel multi-computer systems”, a problem that still persists nowadays.

In the line of diffusion models, Jelasity et al. [22] propose a dynamic load-balancing approach based on peer-to-peer systems. Rather than a fully-operative scheduling system, the authors aim at illustrating the application potentials of gossiping protocols. They describe the problem of dynamic load-balancing as an equivalent to the problem of averaging a set of distributed numbers using decentralized aggregation. Despite its simplicity, this work is an inspiring reading on the potentialities of complex networks in distributed load-balancing. In this line, Salman et al. [23] analyze the impact of several interconnection topologies in distinct load-balancing strategies concluding that, independently of the strategy, the structure of the network has a significant impact on the performance of the system.

Inspired by the dynamics of liquids, Hu and Klefstad [24] propose a dynamic load-balancing approach which has a strong connection with the one presented here. Both methods are based on self-organization and both try to mimic the way gravity has to flatten different elements. However, there is a key difference concerning the critical state (i.e. the “C” in SOC). While our approach behaves at the border of chaos, the liquid-based approach only recognizes two states: either the system is in equilibrium, which means that the workload is evenly balanced, or the system is in a non-equilibrium state. Therefore, no matter how small a perturbation is, it will always lead to a non-equilibrium state with the subsequent reallocation of tasks.

Although previous works represent a step forward in the understanding of how a complex system may lead to dynamic load-balancing, none of them tackles the issue of energy efficiency. In fact, and to the best of our knowledge, little is known about whether energy efficiency can emerge bottom up from decentralized processes based on local interacting rules, something that we aim at analyzing in this paper. Up to now, the simultaneous optimization of the energy and performance of the system has been mainly approached from the perspective of problem solving, where global (centralized) optimization methodologies have been coupled with power-management techniques.

Pinheiro et al. [13] propose to balance/unbalance clusters of workstations by dynamically turning nodes on and off. The authors propose a centralized algorithm in which decisions are made by monitoring the workload and performance of the system. Although the study only involves 8 nodes, the work succeeds in describing the potentials of simple power-management mechanisms in the performance vs. energy trade-off: the energy consumption is reduced by a 43% while the performance degradation is kept below 20%.

Khan and Ahmad [25] were the first in applying game theory to the problem of optimizing both objectives: energy consumption and system performance. The problem is modelled as a multi-objective extension of the generalized assignment problem, where the authors are able to prove

1 Like in this paper, the simplest assumption that can be made on power management is that of a system with two possible states in which nodes can be powered on and off.

2.2 Dynamic Load-balancing and Energy Awareness

Complex systems have been devised for a long time as an effective mechanism for dynamic load-balancing. In the early 90s, Willebeek-Lemair and Reeves [21] proposed two dynamic load-balancing methods based on diffusion and gradient models. Both methods follow the principle of decentralization allowing local interactions between neighboring processors: in the diffusion approach the workload spreads from overloaded to underloaded processors and, in the gradient approach, the underloaded resources request for tasks. Despite such differences, the main goal of the work was to provide new scalable means to support large-
the Pareto optimality of an optimization approach based on the Nash bargaining solution.

In recent works [6], [10], [11], researchers have found a powerful ally in meta-heuristics such as genetic algorithms or tabu search. This kind of optimization algorithms are widely employed in multi-objective optimization, where they have proven a good compromise between the quality of the solutions and the time of convergence. However, meta-heuristics can only afford instances of relatively low dimensionality, e.g.: the largest instance in all previous works involves 256 machines and 4096 tasks. While this may suffice to optimizing specific types of workloads such as DAGs (directed acyclic graphs), it also prevents the applicability of meta-heuristics to larger systems with exascale dimensions.

In [26], [27], we envisioned the sandpile as a dynamic load-balancing mechanism for the first time. Experiments were conducted for very large problems with up to 2048 heterogeneous computing nodes and more than 2 million tasks, showing that the approach was able to achieve near-optimal solutions in terms of makespan, throughput and flowtime. In order to achieve such results the canonical BTW sandpile model was extended with these three new features:

- The transition rule (the one leading to avalanches), was only triggered if the height of a given pile was larger than the accumulated heights of two neighbors, i.e. establishing a gradient.
- The interconnection topology was designed as a small-world graph. The advantage of using such a topology is that “the system releases the potential of building up catastrophic avalanches more easily and produces fewer catastrophic avalanches” [28].
- Avalanches were implemented virtually using a gossiping protocol, i.e. nodes negotiate a state of equilibrium before the real migration of tasks takes place.

Our current proposal is inspired by previous results and aims at investigating the performance of the sandpile when the energetic efficiency of the model is also taken into account. Unlike in our previous works, the BTW sandpile is implemented as it is to maintain the self-organized criticality features of the model unaltered. This paper is therefore a proof-of-concept on the energetic efficiency of the BTW sandpile without further artefacts. In other words, the sandpile is not conceived as the pilot of an efficient load-balancer (e.g. trying to minimize the communications of the model) but rather as a mean to conduct an exploratory investigation on SOC systems in energy-efficient load balancing. In future works, all previous improvements will be incrementally tested from which we may elucidate optimal settings for the model.

3 Scheduling Independent Tasks

In Computer Architecture, scheduling is the problem of assigning tasks to resources. Despite simple in its formulation, scheduling is a multi-faceted problem that may involve many possible objectives and constraints, and has been proven a high-dimensional NP-hard problem [29].

This paper aims to be a proof-of-concept on the potentialities of the sandpile as an effective load-balancing mechanism. To that end, the problem is intentionally simplified and assumes certain conditions such as a negligible cost of communications or the homogeneity on the workload and computing architecture. The interested reader may refer to [26] for a more realistic characterization that includes heterogeneous settings and a model for communications. In general, the problem of scheduling independent tasks has two main components:

- A workload consisting of a set \( N = \{ (n_1, a_1), \ldots, (n_v, a_v) \} \) of \( v \) independent tasks, such that:
  - \( n_i \) is the length in terms of computing instructions of the \( i^{th} \) task in \( N \).
  - \( a_i \) is the respective arrival time.

- A computing architecture is a set \( P = \{ p_1, \ldots, p_q \} \) of \( q \) interconnected processors able to process tasks with a given speed. At this early stage of the research, we propose a simple architecture that consists of:
  - Resources: Let us denote \( p_i \) as the \( i^{th} \) processor in the architecture \( P \). We assume that every processor \( p_i \) has a homogeneous speed \( p_i = 1 \) and can be turned off \( (p_i^0) \) and on \( (p_i^1) \).
  - A topology: The \( q \) processors are arranged in a grid lattice such that \( p_{i,j} \) refers to the processor at position \( (i, j) \) in a square matrix:

\[
\begin{pmatrix}
    p_{1,1} & \cdots & p_{1,v+1} \\
    \vdots & \ddots & \vdots \\
    p_{v+1,1} & \cdots & p_{v+1,v+1}
\end{pmatrix}
\]

3.1 Metrics

In order to assess our load-balancing approach, we consider a representative set of metrics taking into account different aspects of the problem such as the efficient utilization of the infrastructure or the QoS delivered. The proposed metrics can be analyzed separately although they represent together a set of conflicting objectives, e.g.: increasing the size of a computing infrastructure may enhance some QoS criteria but will certainly increase the overall energetic requirements of the system. All in all, the aim is finding the schedule that maximizes the utilization of a computing infrastructure while guaranteeing a certain QoS to users.

3.1.1 Flowtime as QoS measure

The flowtime is the average waiting time of an item in a system [30]. Therefore, it represents a good QoS indicator as it relates to the waiting time of users: the shorter the flowtime, the better the user satisfaction.

Let us define \( W \) as a \( v \times q \) matrix where \( w_{i,j} \in W \) is either zero or the global timestamp for the \( i^{th} \) task at the moment of being fetched for non-preemptive execution in a processor \( p_j \in P \). Hence, the flowtime of a task \( n_i \) in a system \( P \) can be defined as:

\[
f(i, P) = n_i + \max_{j \in \{1, \ldots, q\}} (w_{i,j}) - a_i \tag{1}
\]

where \( a_i \) is the arrival time of the \( i^{th} \) task in the system. In general, we may also talk about the average flowtime as:

\[
\bar{T}(N, P) = \frac{\sum_{i=1}^{v} f(i, P)}{v} \tag{2}
\]
3.1.2 Resource utilization

In addition to minimizing the flowtime, we also seek to maximize the utilization of resources: a metric that relates resources with the time they are occupied doing some effective job. Hence, this metric is defined in the subset of active resources \( P^+ \subseteq P : \{ P^+ \cap P^- = \emptyset \wedge P^+ \cup P^- = P \} \). At a given time \( t \) the utilization of a resource \( p_j^+ \in P^+ \) can be expressed as:

\[
u(p_j^+, t) = \begin{cases} 
1 & \text{if} \quad \text{idle}(p_j^+, t) \\
0 & \text{otherwise}
\end{cases}
\]

where \( \text{idle}(p_j^+, t) \) is a function indicating whether \( p_j^+ \) is idle at time \( t \) or busy. For the entire system \( P^+ \), the utilization of resources can be defined as:

\[
\bar{\mu}(P^+, T) = \frac{\sum_{t=1}^{T} \sum_{j=1}^{q} \nu(p_j^+, t)}{Tq^+}
\]

which provides an averaged value for active resources composing \( P^+ (q^+ = |P^+|) \) during a period of time \( T \).

3.1.3 Energy consumption

To assess the energetic efficiency of our proposal, we propose a simple model where the energetic consumption of the system is in linear proportion to the number of active resources (see [31] for more realistic energy models). In a period of time \( T \) the energy consumption of a system \( P \) is:

\[
E(P, T) = \sum_{t=1}^{T} \sum_{j=1}^{q} e(p_j, t)
\]

where:

\[
e(p_j, t) = \begin{cases} 
1 & \text{if} \quad p_j \in P^+ \\
0 & \text{if} \quad p_j \in P^-
\end{cases}
\]

After this part that describes the problem of scheduling independent tasks, we now focus on our proposed method for dynamic load-balancing.

4 Model Description

This section presents a decentralized approach for dynamically load-balancing workloads in distributed systems. The proposed model is based on the BTW sandpile (see section 2.1), from which we expect it inherits the features of SOC systems, i.e. scale-invariance of the critical point, and robustness to the tuning of parameters. Overall, there is a main difference between the canonical BTW sandpile and our extended version for dynamic load-balancing. In analogy to grains of sand, tasks also arrive and pile up in the different sites of a grid lattice. However, unlike in the original sandpile, every site is a processing element that can consume tasks with a certain speed. Therefore, the analogy can be pushed forward by thinking about a sieve, with grains piling up but also slipping through the gaps as depicted in Fig. 2.

We find that these new features are comprised in the functionality of a double-ended queue (dequeque) that we propose here as an efficient data structure to implement the decentralized algorithm. Table 1 presents a reduce set of functions to that end:

- The \( \text{neighbors}() \) function returns a list with all the processing elements in the neighborhood\(^2\) of a given resource \( p_{x,y} \) which are arranged in a toroidal grid:
  \[
  p_{x,y}.\text{neighbors}() = \{ p_{i,j} : |i - x|/\sqrt{r} + |j - y|/\sqrt{r} \leq r \}
  \]
  where \( r \) is the range of a neighborhood as depicted in Fig. 3. Hence, for a given \( r \), the function returns a list with \( 2r(r+1) \) neighbors.
- The \( \text{push} \) and \( \text{pop} \) functions act at the back of the queue so that task migrations can be implemented using both. Note that, while \( \text{push} (m) \) inserts \( m \) tasks to the back of a queue, \( \text{pop} (m) \) removes \( m \times 2r(r+1) \) tasks, i.e. \( m \) tasks for each of the \( 2r(r+1) \) neighbors.
- The \( h \) function monitors the state of the queue and returns its height.
- The \( \text{idle} \) function checks the flags of the processing element to determine whether its current status is (idle) or (busy).
- Finally, the \( \text{shift} \) function acts at the front of the queue and is the only way for the processor to retrieve tasks; this function assumes a non-preemptive operational mode for the sake of simplicity.

![Fig. 2. Sandpile in a sieve.](image)

![Fig. 3. Von Neumann neighborhood of range \( r = 2 \). The neighbors of a site \((x, y)\) are those ones contained within a manhattan distance \( \leq r \). Hence, the size of a neighborhood is \( 2r(r+1) \).](image)

2. For the sake of simplicity, this study focuses on von Neumann neighborhoods although other types of neighborhoods, such as Moore, should also be applicable without any loss of generality.
Algorithm 1 PSEUDO-CODE OF THE SANDPILE MODEL

1: for all \( N = \{ (n_1, a_1), \ldots, (n_v, a_v) \} \) tasks do

# Task arrival:

2: \hspace{1cm} \text{Choose randomly a processor } \ p_{x,y} \in P
3: \hspace{1cm} p_{x,y}.\text{push}(i) \ \triangleright \ \text{drop the } i\text{-th task in } p_{x,y} \text{ at time } a_i

# Load-balancing phase:

4: \hspace{1cm} \text{while } \exists p_{i,j} : p_{i,j}.h() \geq h_c \text{ do}
5: \hspace{1cm} \hspace{1cm} p_{i,j}.\text{pop}(m)
6: \hspace{1cm} \hspace{1cm} for all \( p_{x,y} \in p_{i,j}.\text{neighbors}() \) do
7: \hspace{1cm} \hspace{1cm} \hspace{1cm} p_{x,y}.\text{push}(m)
8: \hspace{1cm} \hspace{1cm} end for
9: \hspace{1cm} end while

# Processing phase:

10: \hspace{1cm} \text{for all } \ p_{i,j} \in P \text{ do}
11: \hspace{1cm} \hspace{1cm} if \( p_{i,j}.\text{idle}() \) then
12: \hspace{1cm} \hspace{1cm} \hspace{1cm} p_{i,j}.\text{shift}()
13: \hspace{1cm} \hspace{1cm} end if
14: \hspace{1cm} end for
15: end for

4.1 Algorithmic description

Using the previous set of functions, the sandpile algorithm can be easily built according to Algorithm 1. By every site implementing a double-ended queue, the emergent behavior of the system is expected to display SOC properties and act as a decentralized load-balancing system.

The algorithm can be divided into three different phases: task arrival, load-balancing and processing. These phases include all the necessary steps for the processing of all tasks in \( N = \{ (n_1, a_1), \ldots, (n_v, a_v) \} \).

- Task arrival (lines 1-3): Tasks in \( N \) are sorted in order of arrival and fetched iteratively in line 1. Every selected task \( n_i \) is then assigned to a resource \( p_{x,y} \) by calling its queue function \( p_{x,y}.\text{push}(i) \). To reproduce the canonical sandpile behavior, the resource \( p_{x,y} \) is randomly selected from the pool of resources \( (P) \).
- Load-balancing phase (lines 4-9): These lines implement the actual functionality of the sandpile. After a new task has been assigned to the queue \( p_{x,y} \), the transition rule in line 4 verifies that the height of every queue \( p_{i,j} \) is below a critical value \( h_c \). Otherwise, every \( p_{i,j} \) violating the transition rule triggers an avalanche by calling \( p_{i,j}.\text{pop}(m) \):

\[
h(i,j) \to h(i,j) - m \times 2r(r+1)
\]

and pushing the tasks into its \( 2r(r+1) \) neighbors with \( p_{i,j}.\text{push}(m) \):

\[
h(i',j') \to h(i',j') + m : \forall i',j' \in p_{i,j}.\text{neighbors}()
\]

This avalanche will propagate throughout the system until \( \forall p_{i,j} : p_{i,j}.h() < h_c \). However, to avoid endless loops, we add a hop counter to every task and set a hop limit in 10000 hops, which is reasonably large. If a dequeue detects a task which has reached the hop limit, the threshold condition is ignored and the avalanche is locally cancelled. That implies that we allow some temporal configurations in which there may exist some processors with a load greater than the threshold. Otherwise, every processor \( p_{i,j} \) resets to zero the hop counter of all tasks in the dequeue when \( p_{i,j}.h() < h_c \).

- Processing phase (lines 10-14): This last phase takes place after the system has found a state of equilibrium in the load-balancing phase. Every site \( p_{i,j} \in P \) retrieves one task at the front of the queue (\( p_{i,j}.\text{shift}() \)) iff the processor is not busy and the queue is not empty.

This algorithm establishes the basic structure of our model. However, the dynamics of the system will depend on a number of decision variables that we aim at analyzing in the following sections.

4.2 Parametrization

Recalling from the algorithmic description, there are three basic parameters that will establish the dynamics of the sandpile:

- \( h_c \), the threshold.
- \( r \), the range of the von Neumann neighborhood.
- \( m \), the number of tasks to be migrated to every neighbor.

These parameters are subject to the following constraint:

\[
h_c \geq m \times 2r(r+1)
\]

which means that the threshold must be equal to (or greater than) the number of tasks to be reallocated. Proof: If we
assume $h_c < m \times 2r(r + 1)$, a computing node $p_{ij}$ may attempt to pop (line 5 in Algorithm 1) more tasks than those piling up in its own queue (i.e. $p_{ij} h(i) < m \times 2r(r + 1)$) causing an error at runtime. Therefore, $h_c \geq m \times 2r(r + 1)$.

Given that the minimum range of a von Neumann neighborhood is $r = 1$ and the minimum number of tasks migrating to neighbors is $m = 1$, $h_c$ must always be $\geq 4$. Such a parametrization ($h_c = 4$, $r = 1$ and $m = 1$) is the one employed in the canonical model [14] and will be the default setting in this paper. Table 2 shows some constraints for different settings of $r$ and $m$.

<table>
<thead>
<tr>
<th>$r$</th>
<th>$m = 1$</th>
<th>$m = 2$</th>
<th>$m = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h_c \geq 4$</td>
<td>$h_c \geq 8$</td>
<td>$h_c \geq 12$</td>
</tr>
<tr>
<td></td>
<td>$h_c \geq 12$</td>
<td>$h_c \geq 24$</td>
<td>$h_c \geq 48$</td>
</tr>
<tr>
<td></td>
<td>$h_c \geq 24$</td>
<td>$h_c \geq 36$</td>
<td>$h_c \geq 72$</td>
</tr>
</tbody>
</table>

**TABLE 2** Constraints on $h_c$ for different values of $r$ and $m.$

### 5 Basic Dynamics

The dynamics of a load-balancer are associated with the migration of tasks. In short, the migration mechanism tries to minimize the completion time of an incoming workload by maximizing the utilization of the available resources at runtime. However, migrations also generate a certain overhead–due to the limited capacity of physical resources such as the bandwidth– that may undermine the performance of the results. Dynamic load-balancing consists therefore in a trade-off between maximizing the utilization of resources and minimizing the required migrations to that end.

This section proposes simple simulations to analyze the runtime dynamics of the sandpile in the previous terms. The aim is to gain insights into the emergent properties of the load-balancer in the trade-off of maximizing the utilization of resources and minimizing the migration of tasks. We consider the following experimental setup:

- A computer architecture $P$ of $q = 100$ resources arranged in a $10 \times 10$ toroidal grid topology.
- A set of workloads $\{N_1, \ldots, N_{120}\}$, each workload $N_i$ being composed of 10000 tasks $(n, a)$ of length ($n$) and increasing time of arrival ($a$) such that:
  
  $$N_i = \{ (n_1, 1), \ldots, (n_{10000}, 10000) \}$$

  where $\forall n_k \in N_i : n_k = i \; \text{instructions}$, i.e. the length of the tasks in a given workload $N_i$ is homogeneous and depends on the index $i$.

- The sandpile implements default settings: a von Neumann neighborhood $r = 1$, a threshold $h_c = 4$ and a migration rate of one task per neighbor $m = 1$.

- As a counterpart for comparisons, we establish optimal boundaries using a round-robin (RR) job assignment policy [32] where tasks are assigned to processors in cyclical order. Note that the optimality condition holds on the homogeneity of the tasks and processing elements.

Under these settings, the maximum throughput of $P$ can be reached at $10 \times 10 = 100$ instructions/cycle, which coincides with the incoming ratio of instructions per cycle in $N_{100}$. Therefore, for workloads $N_{i < 100}$ the architecture $P$ will be necessarily under-utilized; while for $N_{i > 100}$, $P$ will be necessarily overloaded.

#### 5.1 Phase Transitions and Power Laws

Simulations were conducted in the sandpile simulator\(^3\), where the utilization of $P$ is monitored according to equation 4 in addition to the total amount of migrations $M$. Given that workloads are composed of 10000 tasks, we refer to the average number of migrations per task (AMT) as $M/10000$.

![Graph](image_url)

**Fig. 4.** Sandpile dynamics for increasing workloads ($N_i$) in a $10 \times 10$ toroidal grid topology. Results are averaged over 20 independent runs.

Fig. 4 depicts the response of the sandpile to the different workloads $N_{i \leq 120}$ in terms of resource utilization and AMT. In Fig. 4a it can be seen how the utilization of resources scales linearly with the increasing size of the tasks when $N_{i < 100}$. This trend turns into a plateau for $N_{i > 100}$ indicating that the processing elements are overloaded so

---

\(^3\)The source-code for the simulations is publicly available at: https://sandpile-scheduler.googlecode.com published under GNU public licence.
that tasks must queue in the system before completion. Such results represent a near-optimal solution to the given test-case if compared to the optimal allocation of tasks produced by the round-robin assignment policy. Therefore we can conclude that, without any central control, the self-organizing dynamics of the sandpile maximize the utilization of the architecture.

The price to a high utilization is, however, the amount of migrations required. In this sense, Fig. 4b shows the AMT associated with previous results. The figure reveals distinct trends that are framed in boxes for a more detailed analysis. The first trend, in box A, holds for \( N_{i<90} \) and shows a graceful increase of the AMT which always remains below 1. That means that the system is able to yield utilizations of up to \( U \approx 0.9 \) by migrating tasks less than once. This trend changes in box B as approaching \( N_{i=100} \): a critical point giving rise to a phase transition, i.e. between the graceful role of migrations in box A and the frenetic activity in box C, the system has entered in a state of self-organized criticality in a very thin region between order and chaos.

To gain further insights into this particular state, let us investigate the runtime dynamics of the workloads \( N_{96} \), \( N_{100} \) and \( N_{104} \) at the phase transition. As exemplified in Fig. 5, a first thing to be noticed is that migrations are not homogeneously distributed along the run but they come in bursts or avalanches. A fingerprint of SOC systems is that the frequency of such avalanches is in power-law proportion to their sizes: a behavior that emerges without any tuning of parameters but as an inherent property of the system (see e.g. [14]). Fig. 6 compiles these frequency-size curves for the respective workloads under study. The results provide some hints about the dynamics on the phase transition: strictly speaking, neither \( N_{96} \) nor \( N_{104} \) exhibit the characteristics of a true power-law. On the one hand, \( N_{96} \) lacks the representative long tail of such a kind of distribution. On the other hand, \( N_{104} \) presents an U-shaped distribution with an attractor in large avalanches. In other words, we may say that only the \( N_{100} \) scenario is working in a self-organized criticality regime. If we recall that the system evolves to such configuration without any central control, the inference is that the sandpile converges to a self-organized critical state when the incoming rate of instructions and the throughput of the system are in balance (e.g. the incoming rate of instruction in \( N_{100} \) is 100 instruction per cycle while the throughput of the architecture 10 \( \times \) 10 is also 100 instruction per cycle); a fact from which we can extract a first analytical conclusion of the model:

**Conclusion 1.** The sandpile load-balancer is naturally driven to critical states when the incoming workload is equal to the maximum throughput of the system.

The question arising from the previous conclusion is: how can we use this property to perform energy-efficient computing? The following sections present boundless systems as the framework to answer this question.

## 6 INTRODUCING BOUNDLESS SYSTEMS

Let us define a computational boundless system (boundless system for short) as a computing architecture \( P^0 \) that has an unlimited number of resources \( P^0 = \{ p_1, \ldots, p_{\infty} \} \) and where every resource \( p_j \in P^0 \) has two possible states, \( p_j^+ \in P^+ \) (activated) or \( p_j^- \in P^- \) (deactivated), holding that:

\[
\{ P^+ \cup P^- = P^0 \} \land \{ P^+ \cap P^- = \emptyset \}
\]

Although the definition poses a strong theoretical assumption on the availability of resources, many real systems, such as the scale-on-demand services in cloud computing, suffice to support the claim in practice: a boundless system is simply an oversized infrastructure granting access to more resources than those potentially needed.

A system of this kind offers a unique theoretical framework to investigate different operational modes of the sandpile. In particular, we propose a boundless system as an ideal platform for dealing with the previously presented problems of under- and overloads. In order to adapt the sandpile model to a boundless system, algorithm 1 will require the following modifications:

1. Instead of being randomly dropped, tasks must be initially assigned to a single resource which acts as
an entry point to the system, i.e. line 3 in algorithm 1 must be modified by e.g. \( p_{0,0}.\text{push}(i) \).

2) Calling the \textit{shift} function must return some element. Otherwise the processor \( p_{i,j}^+ \) is turned off \( p_{i,j}^- \).

3) At the calling of the \textit{push} function, a deactivated processor \( p_{i,j}^- \) is turned on again \( p_{i,j}^+ \).

4) As a boundless system is not toroidal, there is no chance for endless avalanches and therefore, we do not require to implement a hop limit control.

As a first approach to investigate the sandpile dynamics in a boundless system, Fig. 7 shows the number of active resources \( P^+ \) as the sandpile is turning them off and on at runtime. In particular, Fig. 7a analyzes the case in which different workloads arrive to an equally parameterized sandpile. The aim is showing the self-organizing abilities of the sandpile model for adapting the size of the system to the requirements of the workload. In fact, the system remains in dynamic equilibrium around the sizes where the incoming workload and the throughput of the system are in balance (see conclusion 1).

In a second test case, the response of four different parametrized sandpiles is analyzed over the same workload. The parametrization follows the constraint \( h_c \geq m \times 2r(r+1) \) established in Table 2 for different \( r, m \) and \( h_c \) parameters. The aim is at analyzing the sensibility of the model to parametrization. Fig. 7b displays the robustness of the model to parametrization: for any of the settings, the only remarkable difference is on the granularity of a dynamical equilibrium that stabilizes the number of active resources around those values where the incoming ratio of instructions and throughput cancel each other. Hence, we may conclude that robustness is an organic property of the sandpile:

\textbf{Conclusion 2.} In boundless systems, the sandpile model robustly converges to self-organized states where the number of active resources are proportional to the workload (\( P^+ \propto N \)).

7 TRADING-OFF ENERGY AND QoS IN BOUNDLESS SYSTEMS

The self-organizing capacities of the sandpile are an efficient mechanism for adapting the size of the system to the characteristics of the incoming workload in boundless systems. In this section, we aim at investigating the implications of such a behavior in the energy consumption and the QoS delivered by the system. With this in mind, a new type of workload \( N_c \) is designed such that the tasks follow a sinusoidal pattern of arrival (see Fig. 8).

The energy consumption of the boundless system is analyzed according to equation 6, where the energy \( E \) relates to the number of active resources \( P^+ \). Furthermore, as a baseline for comparisons, we establish a set of conventional architectures where the number of resources remains fixed throughout the entire run (\( P^+ = P \)). The sizes in such a set go from a 5 \( \times \) 5 to a 10 \( \times \) 10 architecture. In order to produce a fair comparison, the baseline set implements the
previously presented round-robin (RR) job assignment policy which is optimal when the processing elements and the workloads are homogeneous.

Fig. 9 shows the accumulated energy consumption of the different architectures until completion of all tasks in $N_{\infty}$. The results point out a conflicting relationship between the two objectives: the time required to process $N_{\infty}$ and the energy consumed. In that sense, the $7 \times 7$ configuration dominates all the rest of round-robin counterparts and only the sandpile is able to drive the boundless system to the same results in energy and time. In fact, the average number of active resources in the boundless system is $q = 49$. A remarkable difference is that the sandpile is able to converge to such results in a self-organizing way.

Such results offer a preliminary insight into the trade-off that the sizing of a system represents to the consumption of energy and the QoS delivered. However, the flowtime ($\bar{T}$) defined in equation 1 provides a more accurate metric to measure the actual QoS. According to the flowtime, Fig. 10 shows how the sandpile is able to outperform the round-robin counterparts in terms of QoS. Even though the sandpile has been shown energetically equivalent to RR $7 \times 7$, the smart activation and deactivation of resources leverages in a better flowtime: the flowtime of the sandpile holds around $\bar{T} \approx 3$ while the RR $7 \times 7$ architecture does around $\bar{T} \approx 100$. More surprisingly, the sandpile is also superior to higher energy consuming alternatives such as the RR $9 \times 9$ architecture. In fact, the only configuration proving a better QoS is the $10 \times 10$ architecture where $\bar{T} = 1$ but where the energy consumption is double. This winning energy/QoS trade-off of the sandpile can be formulated as a third analytical conclusion, which also serves as an answer to the main research question of this paper$^4$:

**Conclusion 3.** In boundless systems, the sandpile model finds near-optimal trade-offs between the energetic efficiency and the QoS delivered.

4. Recall that this question is posed at the Introduction: “What is the trade-off between the energy consumed and the QoS delivered by a sandpile distributed system?”
7.1 Test case using a real trace

In order to gain further insights on the runtime dynamics of the sandpile under realistic conditions, we have conducted additional simulations using a real trace from the Grid Workloads Archive\(^5\). In particular we have considered the 100000 initial tasks from the Auver Grid trace\(^6\). The parsing of the trace is done straightforwardly by assuming that a second in the trace is equivalent to a simulation cycle.

As a baseline for comparisons, we use the non-blocking implementation of the work-stealing algorithm proposed by Arora, Blumofe and Plaxton in [34] which is a well-established approach in dynamic load-balancing. Furthermore, we also derive optimal boundaries for the trace leveraging on the assumption of a boundless system with infinite homogeneous resources. Specifically, optimality is easy to derive by implementing the following three rules:

1) All resources are deactivated by default \( \forall p_j \in P^0 : \{p_j = p_j^-\} \).
2) At arrival \((a_i)\), every task \((i)\) is assigned to a different and unique resource which is turned on for processing the task \((p_j^- . push(i))\).
3) After processing the task, the resource \(p_j^+\) is turned off again \(p_j^-\).

On the one hand, it can be seen that the energy consumption derived by this method is minimal as the resources are only activated when they are doing an effective job by processing the assigned task. On the other hand, these three rules guarantee a minimal flowtime as the queuing time of every task is zero and thus, the flowtime reduces to the processing time. Substituting in equation 1:

\[
\mathcal{f}(i, P) = n_i + \max(w_{ij}) - a_i
\]

Fig. 11 shows the response of the sandpile to the Auver Grid trace and compares it with the optimal number of resources \(|P^+|\) established by the method above. Both trends show a strong correlation \((r = 0.915)\) which indicates that the sandpile is able to self-organizingly converge to near-optimal states where the number of active resources depends on the incoming workload, i.e. supporting conclusion 2.

As for the QoS delivered, the sandpile is compared against the work-stealing approach in Fig. 12. In the case of work stealing, we assume an architecture with a finite number of 510 resources (which was the maximum number of optimal resources required in Fig. 11). The reason to employ a finite architecture and not a boundless system is that, by design, workers are always awake as they need to pro-actively check the status of their respective queues. Thus, work stealing must run in a finite number of resources or otherwise they would consume an infinite amount of energy.

With respect to the obtained results, Fig. 12 shows that both approaches—the sandpile and work stealing— are able to dynamically yield near-optimal solutions showing a strong correlation with the optimal flowtime, i.e. the respective correlation coefficients are \(r = 0.764\) and \(r = 0.778\). Although work stealing seems to yield slightly better results than the sandpile, it has to be noted that the optimal size of the architecture has required to be fine-tuned beforehand to that end while the sandpile yields such values in a self-organized manner.

Finally, Fig. 13 shows the energy consumption of the different approaches until the completion of the Auver Grid trace. As the working mechanism of work stealing requires that all resources are always awake and pro-actively checking the status of their piles, the energy consumption of the approach grows linearly with respect to the simulation time. Meanwhile, the self-organizing dynamics of the sandpile are able to yield an optimal energy consumption by turning resources on and off at runtime. For a real trace like the one presented here, that can add up to an energy saving factor of 2.65.

---

6. Available at ~/datasets/gwa-t-4-auvergrid

---

![Fig. 11. Adaptive behavior of the sandpile for the Auver Grid trace compared with the optimal number of resources. The peak of active resources is 510, reached around the simulation cycle \(9.5 \times 10^6\).](image)

![Fig. 12. Average flowtime \((\mathcal{F})\) of tasks for the sandpile and the work stealing approaches compared against the optimal flowtime. Please note the log-scale in the y axis.](image)

![Fig. 13. Energy consumption of the different approaches until the completion of the Auver Grid trace. As the working mechanism of work stealing requires that all resources are always awake and pro-actively checking the status of their piles, the energy consumption of the approach grows linearly with respect to the simulation time. Meanwhile, the self-organizing dynamics of the sandpile are able to yield an optimal energy consumption by turning resources on and off at runtime. For a real trace like the one presented here, that can add up to an energy saving factor of 2.65.](image)
energetic efficiency and the QoS are maximized. Nonetheless, more interesting is that these results provide some evidence on the potentialities of SOC systems when applied to energy-efficient dynamic load-balancing, which is the main motivation of this exploratory investigation.

8 Conclusions

In this paper, we present a self-organized criticality approach for dynamically load-balancing computational workloads. The model is inspired by the Bak-Tang-Wiesenfeld sandpile: a cellular automaton reaching critical states at the edge of chaos that are released in the form of avalanches.

With some minimal modifications, the sandpile model is extended to deal with the problem of scheduling independent tasks. To that end, we consider the case of a boundless system: a topology with an infinite number of sites. All sites are initially deactivated, so that the system does not consume energy, however every site can be turned on at runtime in order to process some tasks.

We show that the decentralized execution of the sandpile is able to self-organizingly adapt the number of active resources to the particularities of incoming workloads with a simple mechanism: when the number of tasks in a site exceed a certain threshold, the site reassigns those tasks to its neighbors. Given that all sites implement the same rule, a simple reassignment of tasks may start an avalanche that will propagate until the system finds a new state of equilibrium. This emergent load-balancing response of the system is analyzed in terms of two conflicting objectives: minimizing the energy consumption (i.e. number of active resources through time) and maximizing the QoS (i.e. the average waiting time of tasks in the system). In this context, the conducted experimentation shows that the approach is able to converge towards near-optimal trade-offs where the energetic efficiency and the QoS are maximized.

In future works, we aim at investigating the applicability of the sandpile in real computing systems. We will consider the most suitable domain from a set of candidate applications such as the consolidation of virtual machines in cloud computing systems, or the scheduling of scientific applications in modern HPC centers. Either way, the challenging part will be minimizing the costs associated to the migration of tasks for which we envision two complementary strategies. On the one hand, the exploratory character of the current investigation leaves much room for further improvements on the model, including the study of optimal interconnection topologies or different migration policies. On the other hand, one of the major potentials of the model lies on its hybridization with other scheduling approaches where, for instance, the sandpile could serve as a mere signalling protocol to control the power states of the system.
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Fig. 13. Energy consumption of the different approaches for completing the Auver Grid workload. The optimal and the sandpile trends overlap to the naked eye.


