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Abstract—The CMAC standard, when initially proposed by Iwata and Kurosawa as OMAC1, was equipped with a complex game-based security proof. Following recent advances in formal verification for game-based security proofs, we formalize a proof of unforgeability for CMAC in EasyCrypt. A side effect of this proof includes improvements and extensions to EasyCrypt’s standard libraries. This formal proof obtains security bounds very similar to Iwata and Kurosawa’s for CMAC, but also proves secure a certain number of intermediate constructions of independent interest, including ECBC, FCBC and XCBC. This work represents one more step in the direction of obtaining a reliable set of independently verifiable evidence for the security of international cryptographic standards.

I. INTRODUCTION

A message authentication code (MAC) is a short piece of information, a tag, appended to a message and used to confirm that the message came from the stated sender (authenticity) and has not been modified (integrity). When a MAC scheme—the algorithm used to produce the tag—is secure, it is unfeasibly difficult to produce a tag for a fresh message without knowing the secret key, even with the ability to obtain valid tags for chosen messages.

The CMAC scheme was first introduced by Iwata and Kurosawa as OMAC1, for One-key MAC, in [IK03a]. It is now a standardized MAC [Dwo16], widely used in practice. The scheme is based on the cipher block chaining MAC, shortened as CBC-MAC [EMST78], a very simple and textbook construction that builds a MAC for fixed-length messages out of a block cipher, a keyed permutation operation over blocks, or fixed-length bitstrings.

In the CBC-MAC scheme, the message to authenticate is split into a list of blocks. Each of these blocks is first masked using the result of the block cipher on the previous block before being encrypted itself, constructing a chain linked by the output of the block cipher. This dependence ensures that a change to any bit of a message will change the rest of the MAC in an unpredictable way. However, in its simplest form, CBC-MAC works only for messages that are non-empty lists of blocks, i.e. whose length is a multiple of the size of a block.

Historically, to overcome this restriction and avoid unnecessary paddings, Black and Rogaway [BR05] propose and prove the security of some variants of CBC-MAC, named ECBC, FCBC and XCBC. However, each requires a key longer than the one of the underlying block cipher key. A variant of XCBC, CMAC was introduced as the first One-key CBC-MAC by Iwata and Kurosawa [IK03a]. This scheme uses only one block cipher key and was proven secure by Iwata and Kurosawa [IK03b] in a complex security proof that was later refined [IK03b].

Our Contribution: This paper is the first formalization verifying a concrete bound of the security of CMAC. We use the interactive computer-aided verification tool EasyCrypt [BDG+14]. We reduce the security of CMAC as a MAC to the security of the underlying block cipher, without any additional assumptions. The formalisation work makes use of EasyCrypt’s rich libraries of game transformations and generic arguments, that we improve and extend with some generic lemmas. All results presented as Lemma or Theorem in this paper are formally verified, and potential unverified improvements will be explicitly noted as such.

Our proof is articulated as illustrated in Figure 1. The security of both the CMAC and XCBC schemes rely on the security proof of FCBC. We prove that the security of FCBC is equivalent to the security of ECBC. Finally, the security of ECBC relies on the fact that there is very little probability of collision in CBC-MAC, i.e. that two different messages chosen before the key is sampled share the same CBC-MAC value.

![Fig. 1. Proof sketch](https://easycrypt.info)
we show that any member of a larger class of MAC functions which includes CMAC is in fact indistinguishable from FCBC and therefore inherits its security. Our security proofs for FCBC, ECB and XCBC, follow the proofs by Black and Rogaway [BR05]. Our formalisation efforts: i. reveal and correct a minor flaw in the proof (which has no effect on the bound), ii. produce a verified concrete bound—improving on some of their partial bounds, and iii. identify ways in which EasyCrypt falls short of supporting a full formalisation of Black and Rogaway’s bounds.

Our formalization efforts also contribute to EasyCrypt and its libraries, producing: i. a tightening of the formalised bounds for the PRP/PRF switching lemma, ii. generic formalisations of some useful PRF-related game transformations, and iii. a new abstraction over reordering of random samplings in loops, allowing the EasyCrypt user to perform such transformations without making use of undocumented low-level tactics.

We start by informally introducing the constructions and their security (Section II), before formalizing definitions of the security assumptions and theorem statements we prove in EasyCrypt (Section III). We then give an overview of the proofs themselves (Section IV), detailing them, in particular, when our formalization diverges from existing pen-and-paper arguments [BR05], [IK03a], [IK03b]. We conclude (Section V) with a discussion of related work on the formalization of cryptography and of leads for future work on MAC functions in particular.

II. CONSTRUCTING CMAC: AN INFORMAL VIEW

We first give an informal overview of syntax and security definitions for message authentication codes and block ciphers, the primitive underlying the CMAC construction. We then give an overview of intermediate constructions considered here – for which we obtain formal proofs of independent interest.

A. Message Authentication Codes

We first give an informal overview of MAC schemes, their syntax, correctness and security. Formal definitions are given later. A MAC scheme is composed of three algorithms:

- a probabilistic key generation algorithm Keygen that, on input the security parameter outputs a key $k \in \mathcal{K}$ (where $\mathcal{K}$ is the key space);
- a tagging algorithm MAC that, on input a key $k \in \mathcal{K}$ and a message $m \in \mathcal{M}$ outputs a tag $t \in \mathcal{T}$ (where $\mathcal{M}$ is the message space and $\mathcal{T}$ is the tag space);
- a verification algorithm Verify that, on input a key $k \in \mathcal{K}$, a message $m \in \mathcal{M}$ and a tag $t \in \mathcal{T}$, outputs a boolean identifying whether $t$ is a valid tag for $m$ with key $k$.

a) Correctness: A MAC scheme is said to be correct if, for any key $k$ output by the key generation algorithm and any message $m \in \mathcal{M}$, a tag $t$ computed for $m$ using key $k$ by the tagging algorithm always verifies successfully.

b) Security: A MAC scheme is said to be (existentially) unforgeable (against chosen message attacks) if, for any freshly generated key $k$, it is difficult for an adversary that can make tag and verification queries for arbitrary messages using $k$, to forge a valid tag $t$ for a fresh message $m$, for which a tag was not requested.

c) Deterministic MACs: In this paper, and for the purpose of reasoning about CMAC and its variants, we need consider only a restricted class of MAC schemes and assume:

1) a key generation algorithm that samples its output uniformly at random in $\mathcal{K}$;
2) a deterministic tagging algorithm; and
3) the verification algorithm defined by: $\text{Verify}(m^*, t^*) := [t' \leftarrow \text{MAC}(m^*); t = t^*]$.

These standard restrictions mean that our MAC schemes can be fully defined by specifying only: i. a (finite) keyspace $\mathcal{K}$, ii. a message space $\mathcal{M}$, iii. a tag space $\mathcal{T}$, and iv. a tagging algorithm MAC.

We also discuss, in Section III, other simplifications that follow from the consideration of stateless, deterministic MACs.

B. Block Ciphers

CMAC and its variants construct secure MACs using a block cipher as primitive. A block cipher is a family of permutations over a finite set of blocks, say $\mathbb{B}$, indexed by a keyspace $\mathcal{K}$. As is standard, given a block cipher $E : \mathcal{K} \times \mathbb{B} \rightarrow \mathbb{B}$ and a key $k \in \mathcal{K}$, we often denote with $E_k$ the block cipher with fixed key $k$. That is, for all $b \in \mathbb{B}$, $E_k(b) = E(k, b)$.

a) Security: A block cipher is said to be secure if, when its key is sampled uniformly at random in $\mathcal{K}$, it is computationally indistinguishable from a truly random permutation, sampled uniformly at random in the set of permutations over $\mathbb{B}$, denoted $\text{Perm}(\mathbb{B})$.

C. Constructing CMAC

We now give intuitive descriptions of the various historical constructions leading up to the definition of CMAC. Apart from allowing us to illustrate the informal definitions above on increasingly complex schemes, many of these intermediate constructions also serve as intermediate steps in the security proof for CMAC.

a) CBC-MAC: Figure 2 gives both a graphical and programmatic view of the CBC-MAC tagging algorithm, which was initially introduced by Ehrsam et al. [EMST78].

CBC-MAC relies on a block cipher $E : \mathcal{K} \times \mathbb{B} \rightarrow \mathbb{B}$. Given some key space $\mathcal{K}$ and some block set $\mathbb{B}$, CBC-MAC instantiates the message space as $\mathbb{B}^m$ for some $m > 0$ and outputs tags in $\mathbb{B}$. Given an input $m$, CBC-MAC splits it into blocks $m = m_1 || \ldots || m_m$, and computes the tag as $\text{CBC-E}_k(m) = c_m$ where $c_1 = E_k(m_1)$, $c_{i+1} = E_k(c_i \oplus m_{i+1})$, and $\oplus$ denotes the bitwise xor operation on blocks.

Bellare, Kilian and Rogaway [BK93] prove the security of the CBC-MAC construction, by proving, as is the practice in cryptography, that any algorithm that finds CBC-MAC forgeries with non-negligible probability can be used to break the
underlying block cipher with the same time complexity. However, their proof—and indeed the security of CBC-MAC—is limited to the case where the length \( m \) of the message (in blocks) is fixed in advance. Indeed, it is easy to produce a chosen message forgery as follows when the tagging and verification algorithm accept arbitrary length messages:

1. Through chosen-message queries, obtain \( t = \text{CBC}(m) \) and \( t' = \text{CBC}(m') \) for some messages \( m \) and \( m' \) of respective lengths \( m > 0 \) and \( m' > 0 \).
2. Then \( t' \) is also a valid tag for the fresh message:

\[
\| m_{1} \| \ldots \| m_{n} \| t + m_{1}' \| \ldots \| m_{m}'
\]

Thus CBC-MAC suffers from two major issues: i. the size of messages should be a multiple of \( n \), and ii. all messages must contain the same, fixed, number of blocks. To overcome these restrictions, Black and Rogaway [BR05] propose three extensions of CBC-MAC: i. ECB, ii. FCBC and iii. XCBC. CMAC is a variant of XCBC that was first proposed by Iwata and Kurosawa [IK03a] as OMAC1.

b) ECBC: The first issue of CBC-MAC, that is being limited to computing tags for messages whose length is a multiple of the block length, is often dealt with using some injective padding scheme. However, such schemes require flexibility in the number of blocks that can be processed, as their injectivity may require them to add a full block of padding onto a message. ECBC combines two ideas to: i. allow padding messages to a multiple of the block length without overhead; and ii. securely support computing MAC tags for messages of different lengths.

First, in order to support messages with different numbers of blocks, it is possible to apply additional treatment to the final tag before releasing it. This is to ensure that it cannot predictably be used as a known intermediate value in the computation of a tag for a chosen message. In ECBC, this is done, using an idea by Vaudenay [Vau00], by computing a CBC-MAC tag using a block cipher key \( k \) and encrypting this tag with a different key \( k' \) before releasing it.

\[ E_{k}(m_{1}) \]
\[ \vdots \]
\[ E_{k}(m_{n}) \]
\[ \text{tag} \]

Fig. 2. Computing CBC-MAC with block cipher \( E \) and key \( k \) on an \( m \) block message.

This first idea then brings an opportunity to do padding only when needed. Indeed, rather than ensuring the padding is injective, it is possible to apply padding to the message only when its length is not a multiple of the block length, but then compute the final encryption using a different key \( k' \) when padding was applied.

Given some injective padding function \( \text{pad} : \Sigma^{*} \rightarrow \mathbb{B}^{+} \) that pads arbitrary strings over some alphabet \( \Sigma \) as non-empty sequence of blocks, and combining the two ideas above, the ECBC scheme (also shown in Figure 3) can be defined as the following three-key construction:

\[
\text{ECBCE}_{k_{1}, k_{2}, k_{3}}(m) = \begin{cases} 
E_{k_{2}}(\text{CBC}_{k_{1}}(m)) & \text{if } m \in \mathbb{B}^{+} \\
E_{k_{3}}(\text{CBC}_{k_{1}}(\text{pad}(m))) & \text{otherwise}
\end{cases}
\]

c) FCBC: In FCBC, as shown in Figure 3, processing the last block of message involves two consecutive calls to the block cipher with independent keys. This brings an opportunity for optimization. Indeed, since block ciphers are meant to be indistinguishable from random permutations, a single block cipher invocation is in fact sufficient for security. The FCBC construction, shown in Figure 4, implements this idea. It is defined as follows.

\[
\text{FCBCE}_{k_{1}, k_{2}, k_{3}}(m) = \begin{cases} 
E_{k_{2}}(\text{CBC}_{k_{1}}(m_{1}) \ldots m_{n-1} \oplus m_{n}) & \text{if } m \in \mathbb{B}^{+} \\
E_{k_{3}}(\text{CBC}_{k_{1}}(m_{1}) \ldots m_{n-1} \oplus m_{n}) & \text{otherwise}
\end{cases}
\]

with \( m_{1} \), \ldots, \( m_{m} = \text{pad}(m) \).

d) XCBC: Both of the above constructions do solve CBC-MAC’s main issues, with FCBC giving a small performance advantage. However, their use of block ciphers keyed with independent keys makes them expensive to compute using block ciphers like the AES [DR13]. Indeed, AES involves a costly key expansion phase that can only be amortized if the same key is used many times. To better suit this engineering constraint, the XCBC construction (Figure 5) uses the same key \( k \) for all block cipher invocations, and uses the other two keys \( (k_{2}, k_{3}) \) to mask the final block before processing it. This is done without loss of security. Formally, XCBC is defined as follows.

\[
\text{XCBC}_{k_{1}, k_{2}, k_{3}} = \text{FCBCE}_{k_{1}, k_{2}, k_{3}}
\]

\[ E_{k_{1}}, E_{k_{2}}(\text{pad}(m)) \]

e) CMAC: One final performance constraint needs dealt with: the key size for XCBC is indeed \( 2n \) plus the key size for CBC-MAC. CMAC (also known as OMAC1) proposes to derive \( k_{2} \) and \( k_{3} \) from \( k \) using the block cipher. We note that this makes CMAC easier to express as a refinement of FCBC—rather than XCBC. In particular, the security of XCBC cannot be easily used to prove the security of CMAC, as it requires that the three keys be independent.

At this stage, it is necessary to concretely instantiate the block space \( \mathbb{B} = \text{GF}(2^{n}) \), that is represented as the quotient of the polynomial ring \( \text{GF}(2)[x] \) by a fixed irreducible polynomial of degree \( n \). With this choice of block space, CMAC derives \( k_{2} \) and \( k_{3} \) as \( k_{2} := 2 \times E_{k}(0^{n}) \) (when \( 2 \) is seen as
III. FORMAL DEFINITIONS

We now clarify the formal details of the various security notions needed to state our results. Our security definitions are expressed as standard cryptographic games and our theorems and their proofs are given in the code-based game-based style introduced by Bellare and Rogaway [BR06].

We express security using games, (probabilistic) algorithms that describe how an adversary can interact with a scheme to try and break its security and what such a break consists in. Security is then expressed as a property of the probability of such a break occurring for any adversary (within a certain admissible class of adversaries). Given a game \( G \) (seen as a sequence of commands, including calls to the adversary) and an event \( E \), we denote with \( \Pr[G : E] \) the probability that event \( E \) holds after executing \( G \).

\[
\text{CMAC}_{E_k} = \text{FCBC}_{E_k, E_{k_1}}(2 \times E_k(0^n)) \oplus E_{k_2}(4 \times E_k(0^n)) \oplus \cdot \]
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We now clarify the formal details of the various security notions needed to state our results. Our security definitions are expressed as standard cryptographic games and our theorems and their proofs are given in the code-based game-based style introduced by Bellare and Rogaway [BR06].

We express security using games, (probabilistic) algorithms that describe how an adversary can interact with a scheme to try and break its security and what such a break consists in. Security is then expressed as a property of the probability of such a break occurring for any adversary (within a certain admissible class of adversaries). Given a game \( G \) (seen as a sequence of commands, including calls to the adversary) and an event \( E \), we denote with \( \Pr[G : E] \) the probability that event \( E \) holds after executing \( G \).

In the following, we denote \( X \leftarrow \text{Perm}(\mathbb{B}) \) sampling a random variable \( X \) in the uniform distribution over \( \text{Perm}(\mathbb{B}) \), the set of all permutations in \( \mathbb{B} \rightarrow \mathbb{B} \). We also denote \( \text{Rand}(\mathbb{B}) \) and \( \text{Rand}(\ast, \mathbb{B}) \), respectively, the uniform distributions over \( \mathbb{B} \rightarrow \mathbb{B} \) and \( \{0, 1\}^* \rightarrow \mathbb{B} \).

A. Block cipher security

The security of ECBC, FCBC, XCBC and CMAC stand on a single cryptographic assumption: the block cipher \( E \) is assumed to be a secure pseudo-random permutation (prp). This requirement is met when \( E \) cannot be distinguished from a random permutation by any polynomial time adversary that can choose its inputs and view its outputs. The permutation oracle has the same interface as does the block cipher \( E \) with a fixed key.

\(3\)We stress that \( \{0, 1\}^* \rightarrow \mathbb{B} \) is countably infinite. We abuse notation, and use the notation for sampling uniformly in that space to denote the instantiation of a lazy-sampling random function.
For any adversary $\mathcal{A}$, we consider the game in which $\mathcal{A}$ is given oracle access to a permutation oracle $O$ and is challenged to determine whether it is the block cipher $E_k$ with a random selected key $k \leftarrow \mathcal{K}$, or a random permutation $\pi \leftarrow \text{Perm}(\mathbb{B})$. In the game, the adversary can adaptively make queries to $O$ and receives its responses before simply returning a bit that indicates its guess as to which version of the oracle it was interacting with.

**Definition 1.** The PRP distinguishing advantage of an adversary $\mathcal{A}$, denoted $\text{Adv}_{\text{PRP}}^E(\mathcal{A})$, is defined as follows.

$$
\text{Adv}_{\text{PRP}}^E(\mathcal{A}) := |\Pr[k \leftarrow \mathcal{K}; b \leftarrow \mathcal{A}^{E_k}: b = 1] - \Pr[\pi \leftarrow \text{Perm}(\mathbb{B}); b \leftarrow \mathcal{A}^{\pi}: b = 1]|
$$

Formally, we say that a block cipher is secure if, for any efficient adversary $\mathcal{A}$, the advantage $\text{Adv}_{\text{PRP}}^E(\mathcal{A})$ is small.

The first step in all the reductions we present later is to replace all block cipher with independent random keys by independent random permutations. This implies an additional term in all bounds shown below, which represents the adversary’s ability to distinguish the blockcipher from a truly random permutation.

**B. MAC Security**

For any adversary $\mathcal{A}$, we consider the game in which $\mathcal{A}$ is given access to a tag generation oracle $\text{MAC}_k$ and a verification oracle $\text{Verify}_k$, for a randomly sampled $k$ and is challenged to produce a valid tag for a fresh message. $\mathcal{A}$ is allowed to adaptively query its tagging and verification oracles, and is said to have produced a forgery if any of her queries to the $\text{Verify}_k$ oracle on a fresh message (that has not been queried to the $\text{MAC}_k$ oracle) succeeds.

**Definition 2.** The multi-challenge forgery advantage $\text{Adv}_{\text{MAC}}^{\text{MAC}}(\mathcal{A})$ is the probability that the adversary succeeds in producing a forgery.

$$
\text{Adv}_{\text{MAC}}^{\text{MAC}}(\mathcal{A}) := 
\Pr[k \leftarrow \mathcal{K}; (m^*, t^*) \leftarrow \mathcal{A}^{\text{MAC}_k}; \text{Verify}_k(m^*, t^*) : b = 1 \wedge m^* \notin \mathcal{L}_{\mathcal{A}}^{\text{MAC}_k}]
$$

where $\mathcal{L}_{\mathcal{A}}^{\text{MAC}_k}$ is the list of all queries made by $\mathcal{A}$ to its $\text{MAC}_k$ oracle before its first $(m^*, t^*)$ query to Verify.

We note that, in the case of deterministic stateless MACs in which we place ourselves, the definition of unforgeability displayed above is equivalent to the following, which allows only a single query to the verification oracle. This was shown by Bellare et al. [BGM04]. Indeed, it is easy to see that, in this case, the $\text{Verify}$ oracle can be perfectly implemented using the MAC oracle to which the adversary already has access. We use the definition below in the rest of the paper.

**Definition 3.** The forgery advantage $\text{Adv}_{\text{MAC}}(\mathcal{A})$ is the probability that the adversary succeeds in producing a forgery.

$$
\text{Adv}_{\text{MAC}}(\mathcal{A}) := 
\Pr[k \leftarrow \mathcal{K}; (m^*, t^*) \leftarrow \mathcal{A}^{\text{MAC}_k}; b \leftarrow \text{Verify}_k(m^*, t^*) : b = 1 \wedge m^* \notin \mathcal{L}_{\mathcal{A}}^{\text{MAC}_k}]
$$

where $\mathcal{L}_{\mathcal{A}}^{\text{MAC}_k}$ is the list of all queries made by $\mathcal{A}$ to its oracle $\text{MAC}_k$.

Formally, we say that a MAC scheme is secure when for any efficient adversary $\mathcal{A}$, $\text{Adv}_{\text{MAC}}^{\text{MAC}}(\mathcal{A})$ remains small.

**C. Pseudo-random Functions**

Another interesting property of keyed function families such as MAC schemes, is that of being pseudo-random. Intuitively, a function family is pseudo-random if a randomly sampled member of the family is computationally indistinguishable from a truly random function.

Formally, we consider the game in which the adversary $\mathcal{A}$ is given access to a tag generation oracle $O$ and is challenged to determine whether it is the MAC scheme $\text{MAC}_k$ with a randomly selected key $k \leftarrow \mathcal{K}$, or a random function $F \leftarrow \text{Rand}(\mathcal{K}, \mathbb{B})$ that has the same input/output spaces as the MAC scheme. In the game, the adversary makes adaptive queries to the oracle and receives its answers before returning a bit indicating its guess of the content of the oracle.

**Definition 4.** The PRF distinguishing advantage of an adversary $\mathcal{A}$, denoted $\text{Adv}_{\text{PRF}}(\mathcal{A})$, is defined as follows.

$$
\text{Adv}_{\text{PRF}}(\mathcal{A}) := |\Pr[k \leftarrow \mathcal{K}; b \leftarrow \mathcal{A}^{\text{MAC}_k}: b = 1] - \Pr[F \leftarrow \text{Rand}(\mathcal{K}, \mathbb{B}); b \leftarrow \mathcal{A}^{F}: b = 1]|$

For any adversary $\mathcal{A}$, we consider the game in which $\mathcal{A}$ is given oracle access to a permutation oracle $O$ and is challenged to determine whether it is the block cipher $E_k$ with a random selected key $k \leftarrow \mathcal{K}$, or a random permutation $\pi \leftarrow \text{Perm}(\mathbb{B})$. In the game, the adversary can adaptively make queries to $O$ and receives its responses before simply returning a bit that indicates its guess as to which version of the oracle it was interacting with.
Let us remark that PRF security is related to unforgeability.

**Lemma 1.** For any forging adversary $A$, there exists a distinguishing adversary $B$ that uses $A$ as a black box, and such that

$$\text{Adv}^{\text{mac}}_{\text{MAC}}(A) \leq \text{Adv}^{\text{prf}}_{\text{MAC}}(B(A)) + \frac{1}{|\mathcal{B}|}.$$ 

**Proof.** Given an adversary $A$ in the forgery game, we define $B(A)^0$ as the adversary that calls $A^0$ which outputs $(m^*, t^*)$, calls $O(m^*)$ and then return 1 if the output tag is the same as $t^*$, and $m^*$ has not been previously queried by $A$, otherwise $B$ returns 0. It is easy to see that $\text{Adv}^{\text{prf}}_{\text{MAC}}(B(A)) = \left| \text{Adv}^{\text{mac}}_{\text{MAC}}(A) - \frac{1}{|\mathcal{B}|} \right|$. In addition, it is easy to see that the PRF adversary $B(A)$ makes exactly as many oracle queries as the initial adversary $A$.

Therefore it is sufficient to show that a MAC scheme is pseudo-random to prove that it is unforgeable.

**On concrete security:** We note here that our claims, such as the one illustrated in Lemma 1 are neither asymptotic, nor concrete in the standard sense of accounting precisely for oracle calls and execution time. Our formal proofs account precisely for oracle calls and constructively exhibit the reductions, which could be used to analyse the reduction’s execution time. However, EasyCrypt itself does not formally support such an analysis, and we focus on presenting here the results as they are formalised. They are only semi-concrete, but can serve as support for a concrete analysis.

**IV. SECURITY PROOF**

Our security proofs for ECBC, FCBC, XCBC and CMAC are in fact proofs that they cannot be distinguished from a random function assuming that the underlying block cipher is secure. In the following, superscripts are used to denote oracles to which the adversary has access.

We provide a verified security proof for the following statements. (The first three statements follow those by Black and Rogaway [BR05].)

a) ECBC is a secure MAC;

b) FCBC is perfectly indistinguishable from ECBC;

c) XCBC is computationally indistinguishable from FCBC; and

d) CMAC is computationally indistinguishable from FCBC.

a) **Security of ECBC:** To prove the security of ECBC, we formalize and rely on a much more general lemma, which states that, if $H \subseteq \mathbb{B}^+ \rightarrow \mathbb{B}$ is a family of hash functions, $\pi_2, \pi_3$ are random permutations and pad is an injective padding function, then $H$ chosen uniformly at random, when $h$ is a member of $H$ chosen uniformly at random.

$$\text{EPAD}_{h}^{\pi_2, \pi_3}(M) = \begin{cases} \pi_2(h(M)) & \text{if } M \in \mathbb{B}^+ \\ \pi_3(h(\text{pad}(M))) & \text{otherwise} \end{cases}$$

is only slightly higher than the collision probability of $h$.

This probability is defined as a game-based notion, through the following collision-finding game, in which the adversary $A$ is asked to provide a list of messages of its choice, before the hash function $h$ is randomly selected from $H$. The adversary $A$ succeeds if the list of messages initially chosen contains two distinct messages that have the same image by $h$. This yields the following definition of an adversary $A$'s collision-finding advantage against $H$.

$$\Pr[l \leftarrow A; h \leftarrow H : \exists m, m' \in l. m \neq m' \land h(m) = h(m')]$$

In this paper, we say that a hash function is collision-resistant if this probability is small.$^4$

We also formalize the collision-resistance of CBC-MAC as a family of hash functions indexed by the block cipher key. This yields a concrete bound on the security of ECBC.

d) **Security of CMAC:** The proof that XCBC is indistinguishable from FCBC is based on a more general lemma from [BR05], which states that an adversary with oracle access to two independent random permutations $\pi_1(\cdot)$ and $\pi_2(\cdot)$ cannot distinguish them from oracles $\pi(\cdot)$ and $\pi(k, \cdot)$, when $\pi$ is a random permutation and $k$ is chosen uniformly at random and independently from $\pi$ (and remains hidden from the adversary).

c) **Security of XCBC:** The proof that XCBC is indistinguishable from FCBC is based on a more general lemma from [BR05], which states that an adversary with oracle access to two independent random permutations $\pi_1(\cdot)$ and $\pi_2(\cdot)$ cannot distinguish them from oracles $\pi(\cdot)$ and $\pi(k, \cdot)$, when $\pi$ is a random permutation and $k$ is chosen uniformly at random and independently from $\pi$ (and remains hidden from the adversary).

**A. Security of ECBC**

We recall that CBC-MAC, as a mode of operation, can be seen as a function family in $\mathbb{B}^+ \rightarrow \mathbb{B}$ indexed by the key space $K$. Sampling a key uniformly at random in $K$ induces a distribution $H = \text{CBC}_{K}$ over $\mathbb{B}^+ \rightarrow \mathbb{B}$. We define $\text{EPAD}_{H}^{B}$ as the function family (using permutations and indexed by $H$) containing functions of the form

$$\text{EPAD}_{h}^{\pi_2, \pi_3}(M) = \begin{cases} \pi_2(h(M)) & \text{if } M \in \mathbb{B}^+ \\ \pi_3(h(\text{pad}(M))) & \text{otherwise} \end{cases}$$

where $\pi_2, \pi_3$ are independent random permutations and $h \leftarrow H$. We now prove that the MAC security of $\text{EPAD}_{H}^{B}$ follows from the collision resistance of $H$ as a function family.

First, we replace the independent random permutations $\pi_2, \pi_3$ by independent random functions $f_2, f_3$ using the PRP/PRF switching lemma (Lemma 2) twice.

**Lemma 2** (PRP/PRF switching). For any natural number $c$, any adversary $A$ that can make at most $c$ queries to its oracle can only distinguish a random permutation in $\text{Perm}(\mathbb{B})$ from
a random function in \( B \rightarrow B \) with low probability. More formally, the following inequality holds.

\[
\Pr[\pi \leftarrow \text{Perm}(B) : A^\pi_{\sigma,q} = 1] - \Pr[f \leftarrow \text{Rand}(B) : A^f_{\sigma,q} = 1] \leq \frac{c \cdot (c-1)}{2 \cdot |B|}
\]

We apply twice the PRP/PRF switching lemma on \( \pi_2 \) and then on \( \pi_3 \). Following our oracle query accounting, the adversary could cause either of these to be called \( q \) times, yielding the following probability bound.

\[
\begin{align*}
\Pr\left[h \leftarrow H; \pi_2, \pi_3 &\leftarrow \text{Perm}(B)^2; b \leftarrow A^{\text{EPAD}_{\pi_2,\pi_3}}_{\sigma,q} : b = 1 \right] \\
- \Pr\left[h \leftarrow H; f_2, f_3 &\leftarrow \text{Rand}(B)^2; b \leftarrow A^{\text{EPAD}_{f_2,f_3}}_{\sigma,q} : b = 1 \right] \leq \frac{q(q-1)}{|B|}
\end{align*}
\]

From now on, we refer using EPAD\(_H\) to the function family that mirrors EPAD\(_H^p\) using functions instead of permutations, and thus contains functions of the form

\[\text{EPAD}_{h_{f_3,f_3}} = \left\{ \begin{array}{ll} f_2(h(M)) & \text{if } M \in B^* \\ f_3(h(\text{pad}(M))) & \text{otherwise} \end{array} \right.\]

when \( f_2, f_3 \) are independent random functions and \( h \leftarrow H \). As \( f_2, f_3 \) are independent random functions, the output of EPAD\(_{h_{f_3,f_3}} \) on fresh messages will be sampled at random unless \( h \) maps it to an output value it has already produced for another query, which is a collision in \( h \). Formalizing this argument, we prove that EPAD\(_{h_{f_3,f_3}} \) is indistinguishable from a random function unless a collision, as formally defined below, occurs in \( h \).

\[
\begin{align*}
\text{Coll}_h(M,M') &:= M \neq M' \wedge h(M) = h(M') \\
\text{Coll}_h(S) &:= \exists (M,M') \in S^2, \text{Coll}_h(m,M')
\end{align*}
\]

This proof is a standard cryptographic reduction, whereby, given a PRF adversary \( A \), we construct a collision-finding adversary \( B(A) \) against \( h \) that operates with similar time complexity. \( B \) is constructed as follows. \( B \) samples a random function \( f \leftarrow \text{Rand}(\ast, B) \) and runs \( A^f \). While doing so, \( B \) stores all the queries of \( A \) in a set \( \mathbb{P} \) and all the queries whose length is not a multiple of \( n \), then outputs the resulting set. It can then be shown that the following inequality holds, and it remains to bound the right-hand side, which is an instance of the collision-finding game.

\[
\begin{align*}
\text{Adv}_{\text{EPAD}_H}^\text{prf}(A) &\leq \Pr[S \leftarrow B(A)_{\sigma,q}; h \leftarrow H : \text{Coll}_h(S)] \\
\end{align*}
\]

We note that the choice of data structure for formalizing collisions does not keep track of query order or multiplicity (in particular, when padding maps an unpadded message to a padded message that is separately queried to \( h \)). This relaxation is done without loss of precision since CBC-f is deterministic and two consecutive calls to CBC-f can be swapped without effect on the random function—even if it is sampled lazily.

From here on, our proof for ECBC differs from that by Black and Rogaway \( \text{BR05} \), due to the impossibility of precisely formalizing their arguments in EasyCrypt. Using their notations, in the proof of their Lemma 3, they compute probabilities of events of the form \( \Pr[Y_{i-1} \oplus M_i = Y_{j-1} \oplus M_j] \), relying on their ability to compute the probability of sampling a particular value for \( Y_{i-1} \). However, this sampling occurs in a previous iteration of the loop, and may in fact be overwritten, losing its “randomness” for the next iteration where the events are tested. One may argue that every value it may be overwritten with in fact follows the same distribution. However, EasyCrypt’s logics—which indeed entire proof methodology relies on reasoning about values rather than distributions, and its logics cannot express the fact that some intermediate value follows a particular distribution. On the other hand, a standard way of dealing with similar issues would be to delay the random sampling until the value is used, allowing a precise probability computation. However, in this case, the value could in fact be overwritten between the point where it is initially sampled and the point where it is used. This introduces dependencies between random values and the adversary’s view of the system that make it impossible to delay sampling operations as desired. However, if we cannot formalize precisely their argument, we can formalize a simpler—less precise bound that does not discount internal collisions when they are caused by a common prefix.

In particular, instead of computing the collision probability for the full set \( S \) of messages, we guess which of the couples of messages may produce a collision and use standard arguments to bound the probability that any of them collide. We sample two of the messages from \( S \) and only compute their collision probability. Let \( C(B) \) be the adversary that calls the adversary \( B \) which outputs a set \( S \subset B^+ \), then samples two distinct messages \( M, M' \leftarrow S \) and outputs \( (M,M') \). There are at most \( \frac{|S||S|-1}{2} \) different pairs.

**Lemma 3.** For any function family \( H \in \{ B^+ \rightarrow B \} \), any adversary \( B \) that outputs a set of size at most \( c \), with \( 2 \leq c \), has a comparable collision probability to the adversary that tries to guess where the collision may happen and only test this.

\[
\Pr[S \leftarrow B_c; h \leftarrow H : \text{Coll}_h(S)] \leq \\
\frac{c(c-1)}{2} \cdot \Pr\left[(M, M') \leftarrow C(B)_c; h \leftarrow H : \text{Coll}_h(m,m') \right]
\]

Taking into account an application of Lemma 2 that allows us to consider ECBC applied to a random function rather than a random permutation, we have the following bound on the prf distinguishing advantage of any adversary \( A \) against ECBC.

\[
\begin{align*}
\text{Adv}_{\text{ECBC}}^\text{prf}(A) &\leq \Pr[S \leftarrow B_c; h \leftarrow H : \text{Coll}_h(S)] \\
&\leq \frac{q(q-1)}{2^n} + \Pr\left[(M, M') \leftarrow C(B)_c; h \leftarrow \text{Perm}(B) : \text{Coll}_h(M,M') \right] \\
&\leq \frac{q(q-1)}{2^n} + \frac{0.5\sigma(\sigma-1)}{2^n} + \frac{q(q-1)}{2^n} \\
&\leq \frac{2q(q-1)}{2^n} + \frac{0.5\sigma(\sigma-1)}{2^n} \\
\end{align*}
\]
We observe that the last term includes the probability-finding collision for CBC\(f\). It therefore remains to bound the probability of finding collisions in CBC-MAC.

**Theorem 1 (CBC collision probability).** For any natural number \(c\), an adversary \(A\) that outputs two bit-strings \((M, M')\) whose lengths are at most \(cn\), with \(0 < c\), has a low probability to produce a collision with CBC when parameterized by a random function.

\[
\Pr[(M, M') \leftarrow A; f \leftarrow \text{Rand}(\mathbb{B}) : \text{Coll}_{\text{CBC}_f}(M, M')] \leq \frac{2c(2c-1)}{2^n} + \frac{1}{2^n}
\]

**Proof.** Let \((M, M')\) be two distinct messages output by the adversary \(A\), and \(f\) the random function sampled by the experiment. If there is no collision in any of the inputs of \(f\) during the CBC chaining, \(\text{CBC}_f(M)\) will collide with \(\text{CBC}_f(M')\) only if the final call to \(f\) yields a collision. This occurs with probability at most \(\frac{1}{2^n}\).

It remains to bound the probability that a collision occurs somewhere along the chain of inputs to \(f\). The chaining for the longest common prefix of \(M\) and \(M'\) is computed only once, and collisions are only considered afterwards. We then bound the probability of a collision occurring in one of the inputs to \(f\) by the probability of a collision occurring when those 2c inputs are sampled.

Combining all results above allows us to conclude with a security bound for ECBC.

**Theorem 2 (Security of ECBC).** For any natural numbers \(q, l, \sigma, n\), an adversary \(A\) making at most \(q\) queries, each query of maximum size \(ln\) and of total size in the number of blocks at most \(\sigma\), has a low probability to distinguish ECBC from a random function, when parameterized by independent random permutations.

\[
\text{Adv}_{\text{ECBC}}^\text{prf}(A) \leq \frac{0.5\sigma^2 + 2n^2 + q^2}{2^n}
\]

**B. FCBC security**

We now relate the security of FCBC with that of ECBC. Indeed, we note that ECBC is an instance of FCBC with non-independent permutations. Given three permutations \(\pi_1, \pi_2, \pi_3\), we have

\[
\text{FCBC}_{\pi_1, \pi_2, \pi_3} = \text{FCBC}_{\pi_3 \circ \pi_1, \pi_2 \circ \pi_1}
\]

The security proof for FCBC then simply relies on the fact that the composition of two independent random permutations remains independent from the first one. In other words, given two independent random permutations \(\pi_1, \pi_2\), the distributions of \((\pi_1, \pi_2 \circ \pi_1)\) and \((\pi_1, \pi_2)\) are the same.

**Lemma 4.** An adversary \(A\) making an unbounded number of oracle queries cannot distinguish the composition of two independent random permutations.

\[
\Pr[\pi_1, \pi_2 \leftarrow \text{Perm}(\mathbb{B})^2 : A_{\pi_1, \pi_2} = 1] = \Pr[\pi_1, \pi_2 \leftarrow \text{Perm}(\mathbb{B})^2 : A_{\pi_1 \circ \pi_2, \pi_1} = 1]
\]

**Proof of Lemma [4]** It is possible to pre-sample outputs for all inputs of both \(\pi_1\) and \(\pi_2\). This makes it clear that answers to \(\pi_2 \circ \pi_1\) queries are independent from past queries to \(\pi_1\) and that, with \(\pi_1\) fixed, the distributions of \(\pi_2 \circ \pi_1\) and \(\pi_2\) are equal.

**Theorem 3 (Security of FCBC).** An adversary \(A\) cannot distinguish FCBC from ECBC, when parameterized by independent random permutations.

\[
\text{Adv}_{\text{FCBC}}^\text{prf}(A) = \text{Adv}_{\text{ECBC}}^\text{prf}(A)
\]

**Proof.** This is a direct application of Lemma [4] (applied twice).

**C. Security of X CBC**

We view X CBC as a particular instance of FCBC. Indeed, given a permutation \(\pi\) and two blocks \(k_2, k_3\), we have

\[
\text{X CBC}_{\pi, k_2, k_3} = \text{FCBC}_{\pi, (k_2 \oplus \cdot), \pi, (k_3 \oplus \cdot)}
\]

We thus prove that the security of X CBC is implied by that of FCBC. The proof crucially relies on the following lemma, which states that one can always (computationally) simulate two independent random permutations using a unique random permutation and a random constant.

**Lemma 5.** For any natural number \(c\), an adversary \(A\) making at most \(c\) oracle queries, with \(0 < c \leq \frac{2^n}{\sigma}\), has a low probability of distinguishing between two independent permutations \((\pi_1, \pi_2)\) and the pair of permutations \((\pi, \pi(k \oplus \cdot))\).

\[
\Pr[\pi_1, \pi_2 \leftarrow \text{Perm}(\mathbb{B})^2; b \leftarrow A_{\pi_1, \pi_2} : b = 1] - \Pr[\pi, k \leftarrow \text{Perm}(\mathbb{B}) \times \mathbb{B}; b \leftarrow A_{\pi, \pi(k \oplus \cdot)} : b = 1] \leq \frac{1.25c^2}{2^n}
\]

**Proof of Lemma 5** The proof closely follows that of Black and Rogaway [BR05]. Let \(A\) be an adversary that expects two permutations (as in the given game). The adversary’s goal here is to find which distribution the oracles themselves were given from. On one hand, there are two independent random permutations, and on the other hand there is a random permutation that simulates two permutations with a random constant.

We prove that the distributions are equal unless the adversary makes two queries \(x\) and \(y\) to \(O_1\) and \(O_2\) such that \(O_1(x) = O_2(y)\). When two independent permutations are used, this may happen with low probability for any pair \((x, y)\). On the other hand, when the second permutation is a masked version of the first, this can only occur when \(x \oplus y = k\).
Once such a pair of queries has been found, the adversary can decide with very high probability which oracles she is interacting with by simply checking, for some $z \neq x$ whether $O_1(z) = O_2(z \oplus x \oplus y)$, which is very unlikely if $O_1$ and $O_2$ are independent, but will hold with probability 1 otherwise.

We further prove that an adversary that makes such a pair of queries must have either: i. queried $x$ to $O_2$ and $x \oplus k$ to $O_2$ without knowing the value of $k$; or ii. queried $x$ to $O_1$ and $y \neq x \oplus k$ to $O_2$ and obtained $O_1(x) = O_2(y)$. We can then bound the probability of the first event by $\frac{0.25c^2}{2^n}$, and the probability of the second event by $\frac{c^2}{2^n}$.

**Lemma 6** (Security of XCBC). For any natural numbers $q, \sigma, n$, an adversary $A$ making at most $q$ queries, of total size in the number of blocks at most $\sigma$, has a low probability of distinguishing XCBC from FCBC, when XCBC is parameterized by a random permutation and two independent random constants, and FCBC is parameterized by three independent random permutations.

$$\text{Adv}_{\text{XCBC}}(A) \leq \text{Adv}_{\text{FCBC}}(A) + \frac{2.5\sigma^2}{2^n}$$

**Proof.** When an adversary succeeds in distinguishing XCBC from a random function, either it has distinguished XCBC from FCBC, or FCBC from a random function. To bound the distinguishing advantage of any adversary between FCBC and XCBC, let $\pi_1, \pi_2, \pi_3$ be three independent random permutations and $k_1, k_2$ two independent random constants. Lemma 5 is instantiated twice with the bound $\sigma$, making FCBC$_{\pi_1, \pi_2, \pi_3}$ indistinguishable from FCBC$_{\pi_1, \pi_1(k_1 \oplus \cdot), \pi_3}$, and indistinguishable from FCBC$_{\pi_1, \pi_1(k_1 \oplus \cdot), \pi_1(k_2 \oplus \cdot)}$, i.e. XCBC$_{\pi_1, k_1, k_2}$. 

\[ a) \text{ A small flaw: Note that our bound on the security of XCBC is different from Black and Rogaway’s [BR05]. They instantiate their lemma called } \text{Two Permutations From One (Lemma 5 in the present paper) with the wrong bound on the total number of oracle queries. Indeed, the bound } c \text{ on the number of queries in Lemma 5 is a bound on the total number of oracle queries. On the other hand, in both instantiations of Lemma 5 Black and Rogaway only count the number of MAC queries that do not need padding (accounting only for queries to the first oracle in Lemma 5). The flaw is subtle, and has no effect on the security bound (which we improve below), but is present nonetheless, adding to the body of evidence that cryptographic proofs are difficult both to write and to evaluate.} \]

\[ b) \text{ An improvement: Furthermore, to tighten the bound back, we extend Lemma 5 into the following Lemma 7 which states that a random permutation can simulate three independent random permutations using two independent random constants. Proving this lemma directly, rather than relying on Lemma 5 twice allows us to improve the bound slightly, by allowing us to count queries to the first permutation only once.} \]

**Lemma 7.** For any natural number $c$, an adversary $A$ making at most $c$ total oracle queries, with $0 < c \leq 2^n-1$, has a low probability to distinguish between three independent permutations $(\pi_1, \pi_2, \pi_3)$ and the tuple of permutations $(\pi, \pi(k_1 \oplus \cdot), \pi(k_2 \oplus \cdot))$.

\[ \text{Pr}\left[\pi_1, \pi_2, \pi_3 \leftarrow \text{Perm}(\mathcal{B})^3; b \leftarrow \mathcal{A}_{\pi_1, \pi_2, \pi_3}^b: b = 1\right] - \text{Pr}\left[\pi \leftarrow \text{Perm}(\mathcal{B}); (k_1, k_2) \leftarrow \mathcal{B}^2; b \leftarrow \mathcal{A}_{\pi, \pi(k_1 \oplus \cdot), \pi(k_2 \oplus \cdot)}^b: b = 1\right]\right] \leq \frac{1.75c^2}{2^n} \]

**Proof.** This is very similar to Lemma 5 and Lemma 8. The proof needs to bound the events coll$_{\text{rng}}$ (defined for Lemma 8) and another one. The bound of coll$_{\text{rng}}$ has been proved as a generic result and then instantiated in Lemmas 5 and 8. The probability of the other one is bounded by $\frac{0.75c^2}{2^n}$. 

**Theorem 4** (Security of XCBC). For any natural numbers $q, \sigma, n$, an adversary $A$ making at most $q$ queries, of total size in the number of blocks at most $\sigma$, has a low probability of distinguishing XCBC from FCBC, when XCBC is parameterized by a random permutation and two independent random constants, and FCBC is parameterized by three independent random permutations.

$$\text{Adv}_{\text{XCBC}}(A) \leq \text{Adv}_{\text{FCBC}}(A) + \frac{1.75\sigma^2}{2^n}$$

**Proof.** As for Lemma 5 this is a direct application of Lemma 7.

**D. Security of CMAC**

Our security proof generalises CMAC slightly in that we use abstract public functions $f_1, f_2 : \mathcal{B} \rightarrow \mathcal{B}$ to capture the derivation of $k_2$ and $k_3$ from $\pi(0^n)$. The security of CMAC follows by instantiating $f_1 = x \mapsto 2 \times x$ and $f_2 = x \mapsto 4 \times x$.

The security of this generalised CMAC (or indeed of concrete CMAC) does not immediately follow from that of XCBC, since its constants $k_2 = f_1(\pi(0^n))$ and $k_3 = f_2(\pi(0^n))$ are not independent between themselves, and furthermore not independent from $\pi$. However, the security of CMAC is easily implied by that of FCBC, of which it is an instance. Indeed, given $\pi$,

\[ \text{CMAC}_\pi = \text{FCBC}_{\pi, \pi(f_1(\pi(0^n)) \oplus \cdot), \pi(f_2(\pi(0^n)) \oplus \cdot)} \]

Here again, our security proof is close to that of Iwata and Kurosawa [IK03a], which relies on a more general construction, MOMAC, that generalises both CMAC and FCBC. We provide a game-based proof and go into more details.

1) **MOMAC:** The MOMAC construction [IK03a] is parameterised by 6 oracles $O_1, \ldots, O_6$, which are used as follows.

\[ \text{MOMAC}_{O_1, O_2, O_3, O_4, O_5, O_6}(m) := \]

\[ \begin{cases} O_5(\text{pad}(m)) & \text{if } 0 \leq |m| < n \\ O_3(m) & \text{if } |m| = n \\ \text{FCBC}_{O_1, O_4, O_6}(m) & \text{if } n < |m| \leq 2n \\ \text{FCBC}_{O_2, O_4, O_6}(m_0) & \text{if } 2n < |m| \land \lceil |m|/n \rceil = m \end{cases} \]
when $m_{O_1} = (O_1(m_1) \oplus m_2) \parallel \ldots \parallel m_m$.

The resulting construction is also illustrated in Figure 7.

2) CMAC and FCBC as instances of MOMAC: Given a random permutations $\pi$ and a random $n$-bit string $r$, the following six oracles $Q_{1 \leq i \leq 6}$, where $L^x = \pi(0^n)$, can be used with MOMAC to build CMAC.

\[
Q_1(x) := \pi(x) \oplus r \\
Q_2(x) := \pi(x \oplus r) \oplus r \\
Q_3(x) := \pi(x \oplus f_1(L^x)) \\
Q_4(x) := \pi(x \oplus r \oplus f_1(L^x)) \\
Q_5(x) := \pi(x \oplus f_2(L^x)) \\
Q_6(x) := \pi(x \oplus r \oplus f_2(L^x))
\]

Given three independent random permutations $\pi_1, \pi_2, \pi_3$ and a random $n$-bit string $r$, the following six oracles $R_{1 \leq i \leq 6}$ can be used with MOMAC to build FCBC.

\[
R_1(x) := \pi_1(x) \oplus r \\
R_2(x) := \pi_1(x \oplus r) \oplus r \\
R_3(x) := \pi_2(x) \\
R_4(x) := \pi_2(x \oplus r) \\
R_5(x) := \pi_3(x) \\
R_6(x) := \pi_3(x \oplus r)
\]

3) Security proof: For any value of $r$, the following functional equivalences follow from these definitions.

\[
\text{CMAC}_x \sim \text{MOMAC}_{Q_1, Q_2, Q_3, Q_4, Q_5, Q_6} \\
\text{FCBC}_{\pi_1, \pi_2, \pi_3} \sim \text{MOMAC}_{R_1, R_2, R_3, R_4, R_5, R_6}
\]

Therefore, distinguishing CMAC from FCBC can be reduced to distinguishing the $Q_i$ from the $R_i$. In the following, for any adversary $A$, expecting six oracles and making at most $q$ oracle queries to $O_3, O_4, O_5, O_6$ and at most $\sigma$ total oracle queries before returning a boolean, we name $Q(A)$ (resp. $R(A)$) the game that initializes the oracles $Q_{1 \leq i \leq 6}$ (resp. $R_{1 \leq i \leq 6}$), then calls the adversary $A^{Q_i}$ (resp. $A^{R_i}$).

\[
Q(A) := \left\{ \pi \leftarrow \text{Perm}(B), r \leftarrow \text{Perm}(B), b \leftarrow A^{Q_{1 \leq i \leq 6}} \right\} \\
R(A) := \left\{ \pi_1, \pi_2, \pi_3 \leftarrow \text{Perm}(B), r \leftarrow \text{Perm}(B), b \leftarrow A^{R_{1 \leq i \leq 6}} \right\}
\]

Lemma 8. For any bijective $f_1$ and $f_2$ such that $x \mapsto x \oplus f_1(x)$, $x \mapsto x \oplus f_2(x)$, $x \mapsto x \oplus f_1(x) \oplus f_2(x)$, $x \mapsto f_1(x) \oplus f_2(x)$, and $x \mapsto r \oplus f_1(x) \oplus f_2(x)$ are also bijective, an adversary $A$, making at most $q$ oracle queries to $O_3, O_4, O_5, O_6$ and at most $\sigma$ total oracle queries, has a low probability of distinguishing the game with the $R_i$ from the game with the $Q_i$.

\[
|\Pr[Q(A) : b = 1] - \Pr[R(A) : b = 1]| \leq \\
\sigma(\sigma + 1) \cdot \frac{1}{2^n} + \frac{1}{2^n} + \frac{3}{2^n} + \frac{3}{2^n}
\]

Proof sketch. We first give an overview of the proof, using names that are defined later. The rest of this section details individual steps.

We formally prove that, for any adversary $A$, the game $Q(A)$ is equivalent to $R(A)$ up to the event $\text{find}_L \lor \text{coll}_{ng}$. It is easy to bound the probability of $\text{coll}_{ng}$ occurring, but the probability of $\text{find}_L$ occurring in $R(A)$ requires additional work. We introduce two new games $S(A)$ and $T(A)$, represented in Figure 8. Game $S(A)$ is perfectly equivalent to $R(A)$, thus the probability of $\text{find}_L$ occurring is equal in both games. We then prove that $T(A)$ is equivalent to $S(A)$ up to a third event $\text{find}_r$.

The following sequence of inequalities shows an outline of our detailed proof, with the justification for each non-trivial step given in the paragraph whose heading is listed beside the step.

\[
|\Pr[Q(A) \cdot b = 1] - \Pr[R(A) \cdot b = 1]| \\
\leq \Pr[R(A) : \text{coll}_{ng}] + \Pr[R(A) : \text{find}_L] \\
\leq \Pr[R(A) : \text{coll}_{ng}] + \Pr[S(A) : \text{find}_L] + \Pr[T(A) : \text{find}_L] \\
\leq \Pr[R(A) : \text{coll}_{ng}] + \Pr[T(A) : \text{find}_L] + \Pr[T(A) : \text{find}_r]
\]

We finally bound the probability of $\text{coll}_{ng}$ and $\text{find}_r$ in $T(A)$ and conclude.

We now discuss individual steps in the proof, including definitions for the events. In Figure 8 and below, $L^x$ denotes the value $\pi(0^n)$ and $L^x$ denotes the value $f_i(L^x)$ for $i \in \{1, 2\}$.

\(a) Q(A) \sim R(A) \upsto \text{coll}_{ng} \lor \text{find}_L\): In a proof reminiscent of that of Lemma 5 we note that games $Q(A)$ and $R(A)$ are equivalent unless $A$ queries some $x$ to $O_i$ and some $y$ to $O_j$, with $(i, j) \in \{(1, 3), (1, 5), (3, 5)\}$ and such that $O_i(x) = O_j(y)$. If this event (which we simply call bad below) occurs, then $A$ can distinguish the two sets of oracles with high probability by testing, for some $z \neq x$ whether $O_i(z) = O_j(z \oplus x \oplus y)$. We now prove that event bad as defined above completely captures all cases in which the two games can be distinguished. To simplify bounding the probability of bad occurring, we consider instead a disjunction of two disjoint events $\text{find}_L$ and $\text{coll}_{ng}$, depending on the value of $x \oplus y$. Event $\text{find}_L$ occurs if $A$ queries, for some $x$:

- $O_1(x)$ and $O_3(x \oplus f_1(L^x))$; or
- $O_2(x)$ and $O_3(x \oplus f_2(L^x))$; or
- $O_3(x)$ and $O_3(x \oplus f_1(L^x) \oplus f_2(L^x))$.

Event $\text{coll}_{ng}$ captures the remainder of the cases in bad, and thus occurs when $A$ queries, for some $x$ and $y$:

- $O_1(x)$ and $O_3(y)$ such that $O_1(x) = O_3(y)$ and $y \neq x \oplus f_1(L^x)$; or
- $O_1(x)$ and $O_5(y)$ such that $O_1(x) = O_5(y)$ and $y \neq x \oplus f_2(L^x)$; or
- $O_2(x)$ and $O_3(y)$ such that $O_3(x) = O_5(y)$ and $y \neq x \oplus f_1(L^x) \oplus f_2(L^x)$.

We consider two games $X_1(A)$ and $X_2(A)$, which are respectively equivalent to $Q(A)$ and $R(A)$. $X_1(A)$ and $X_2(A)$ are shown in Figure 9 where code inside the dotted boxes appears only in $X_1(A)$. Figure 9 only shows definitions for $O_1, O_3$ and $O_5$, which are sufficient to define the entire games. Indeed, we note that, in both $Q(A)$ and $R(A)$, we
have \( O_2(x) = O_1(x + L_1^T) \) and that \( O_4 \) and \( O_3 \), and \( O_6 \) and \( O_5 \) obey the same relation.

Figure 7 shows very clearly that \( Q(A) \) (or \( X_1 \)) and \( R(A) \) (or \( X_2 \)) cease to be equivalent only when one of \( \text{find}_L \) or \( \text{coll}_\text{rng} \) becomes true. Thus, we have:

\[
\begin{align*}
\Pr[Q(A) : b = 1] - \Pr[R(A) : b = 1] &= |\Pr[X_1(A) : b = 1] - \Pr[X_2(A) : b = 1]| \\
&\leq \Pr[X_2(A) : \text{coll}_\text{rng} \lor \text{find}_L] \\
&\leq \Pr[X_2(A) : \text{coll}_\text{rng}] + \Pr[X_2(A) : \text{find}_L]
\end{align*}
\]

b) Bounding \( \Pr[X_2(A) : \text{coll}_\text{rng}] \): We note that \( \text{coll}_\text{rng} \) is essentially the probability of a freshly sampled variable already appearing in some set. This can easily be bound, knowing that the total number of oracle queries is at most \( \sigma \leq 2^{n-1} \).

For any adversary \( A \) that makes at most \( \sigma \) oracle queries, we have,

\[
\Pr[X_2(A) : \text{coll}_\text{rng}] \leq \frac{\sigma(\sigma + 1)}{2} \cdot \frac{1}{2^n - (\sigma + 1)} \leq \frac{\sigma(\sigma + 1)}{2^n}
\]

c) \( R(A) \sim S(A) \): Event \( \text{find}_L \) in game \( X_2(A) \) can also be expressed as follows.

\[
\text{find}_L \iff \big\{ L_1 \geq 1 \in \text{dom}(\pi_1) \oplus \text{dom}(\pi_2), \big\} \\
\big\{ L_2 \geq 1 \in \text{dom}(\pi_1) \oplus \text{dom}(\pi_3), \big\}
\]

Its probability cannot be computed directly in \( X_2(A) \), since the collision involves \( L_n \), which is not independent from the adversary’s view. We therefore need to modify \( X_2(A) \) somewhat into a game \( S(A) \) shown in Figure 8 to bound this probability. The objective of game \( S(A) \) is to extend the \( \text{find}_L \) event to include fresh and independent randomness \( r \) in its definition. This will then enable us to make use of it to bound the probability of \( \text{find}_L \), since it is independent from the oracles’ outputs. It is easy to see that for any adversary \( A \), \( S(A) \) is perfectly equivalent to \( X_2(A) \). We formally prove

\[
\Pr[X_2(A) : \text{find}_L] = \Pr[S(A) : \text{find}_L].
\]

d) Event \( \text{find}_L \) in game \( S(A) \): In game \( X_3(A) \), the value of \( L_1^3 \) as it appears in event \( \text{find}_L \) is equal to \( \pi_1(0^n) \). In game \( S(A) \), its value is related to \( r \) is equal to \( r \oplus \pi_1(0^n) \). Event \( \text{find}_L \) in game \( S(A) \) can now be expressed as follows.

\[
\text{find}_L \iff \big\{ f_1(L_1^3 \oplus r) \in \text{dom}(\pi_1) \oplus \text{dom}(\pi_2), \big\}
\big\{ f_2(L_2^3 \oplus r) \in \text{dom}(\pi_1) \oplus \text{dom}(\pi_3), \big\}
\big\{ f_3(L_3^3 \oplus r) \in \text{dom}(\pi_2) \oplus \text{dom}(\pi_3), \big\}
\]

e) \( S(A) \sim T(A) \) up to \( \text{find}_L \): As it stands in game \( S(A) \), the use of \( r \) in \( \text{find}_L \) is not sufficient to allow us to bound its probability of occurring. To do so, we wish to show that it is possible to delay sampling \( r \) until the end of the game. However, \( r \) is correlated to the output of oracles \( S_2, S_3 \) and \( S_6 \). Again, we observe that \( r \) is a random value, unknown to the adversary, and independent from the permutations. Rather than using this fact as in Lemma 5 to replace the three permutations and their re-randomised version with six truly independent permutations, we simply use it to replace the three permutations with six permutations that are simply independent from the value of \( r \).

In our formal proof, we use three pairs of incomplete functions \( (\pi_1, \pi'_1) \) that are guaranteed to never output the same result for any fresh input. We implement this by sampling each new fresh output from the uniform distribution over \( \mathbb{B} \setminus (\text{rng}(\pi_1) \cup \text{rng}(\pi'_1)) \). The games we use to formally prove that \( (\pi_1, \pi'_1) \) are equivalent to \( (\pi_1, \pi_1(\cdot \oplus r)) \) up to the event \( \text{find} \), are illustrated in Figure 8. We extend this definition to \( (\pi_2, \pi'_2) \) and \( (\pi_3, \pi'_3) \) and name \( T(A) \) the game that uses the corresponding definitions for \( O_1 \leq i \leq 6 \) (which can be seen in Figure 8).
\begin{align*}
X_{1}(A) \text{ or } X_{2}(A) & \quad O_{1}(m) \quad O_{2}(m) \quad O_{3}(m) \quad O_{5}(m) \\
\pi, \pi_{1}, \pi_{2}, \pi_{3} \leftarrow \text{Undefined} & \quad \text{if } (m \notin \text{dom}(\pi_{1})) \quad \text{return } \pi_{1}[m] \quad \text{if } (m \notin \text{dom}(\pi_{2})) \quad \text{return } \pi_{2}[m] & & \text{if } (m \notin \text{dom}(\pi_{3})) \quad \text{return } \pi_{3}[m] \\
L \leftarrow B & \quad \text{y} \leftarrow B \backslash (\text{rng}(\pi_{1}) \cup \text{rng}(\pi_{2})) \quad \text{y} \leftarrow B \backslash (\text{rng}(\pi_{1}) \cup \text{rng}(\pi_{2})) \quad \text{y} \leftarrow B \backslash (\text{rng}(\pi_{1}) \cup \text{rng}(\pi_{2})) \quad \text{y} \leftarrow B \backslash (\text{rng}(\pi_{1}) \cup \text{rng}(\pi_{2})) \\
\pi_{1}[m] \leftarrow y & \quad \pi_{2}[m] \leftarrow y \quad \pi_{2}[m] \leftarrow y \quad \pi_{3}[m] \leftarrow y & & \pi_{3}[m] \leftarrow y \\
\text{return } y & \quad \text{return } y & & \text{return } y \\
\end{align*}

Fig. 9. Games $X_{1}(A)$ (including dotted boxes) and $X_{2}(A)$ (excluding dotted boxes).

\begin{align*}
\text{O}(m) & \quad \text{O}(m) & \quad \text{O}(m) & \quad \text{O}(m) \\
\text{if } (m \notin \text{dom}(\pi_{1})) & \quad \text{if } (m \notin \text{dom}(\pi_{2})) & & \text{if } (m \notin \text{dom}(\pi_{3})) \\
y \leftarrow B \backslash (\text{rng}(\pi_{1}) \cup \text{rng}(\pi_{2})) & \quad \text{return } \pi_{2}[m] & & \text{return } \pi_{3}[m] \\
\end{align*}

Fig. 10. Games $S(A)$ (including dotted boxes) and $T(A)$ (excluding dotted boxes).

Thanks to this more flexible goal we need only consider a smaller event, \text{find}_L, whose occurrence allows the adversary to distinguish between the $S_{i}$ and the $T_{i}$. In essence, \text{find}_L corresponds in this setting to the \text{coll}_ng event from the first step. With this in mind, it is easy to prove that the behaviour of $S(A)$ and $T(A)$ can only diverge if \text{find}_L occurs. This allows us to prove the following inequality.

$$\Pr[S(A) : \text{find}_L] - \Pr[T(A) : \text{find}_L] \leq \Pr[T(A) : \text{find}_L]$$

\textit{g) Bounding $Pr[T(A) : \text{find}_L]$} As it now remains to bound the probability that \text{find}_L occurs in $T(A)$. As shown in Figure 8, game $T(A)$ no longer uses the value of $r$, and that variable can therefore be leveraged to bound the probability of \text{find}_L.

Therefore, we can use the randomness of $r$ to bound the probability of \text{find}_L in $T(A)$. The transformation from $S(A)$ to $T(A)$ have modified \text{find}_L, in the sense that every occurrence of $\text{dom}(\pi_{i})$ is now replaced by $\text{dom}(\pi_{i}) \cup \text{dom}(\pi_{i})$, for $i \in \{1, 2, 3\}$. To simplify all this, \text{find}_L is equivalent to a disjunction of six sub-events. Denoting $D_{i} := \text{dom}(\pi_{i})$ and $D'_{i} := \text{dom}(\pi_{i})$, \text{find}_L can be expressed, as it appears in $T(A)$ as follows.

$$\text{find}_L \Leftrightarrow \bigvee_{i} \left( f_{i}(L^{i} \oplus r) \oplus f_{2}(L^{i} \oplus r) \oplus f_{3}(L^{i} \oplus r) \oplus f_{4}(L^{i} \oplus r) \oplus f_{5}(L^{i} \oplus r) \oplus f_{6}(L^{i} \oplus r) \right)$$

Recall that $f_{1}$, $f_{2}$, $x \mapsto x \oplus f_{1}(x)$, $x \mapsto x \oplus f_{2}(x)$, and $x \mapsto x \oplus f_{1}(x) \oplus f_{2}(x)$ are bijective. Thus, for any adversary $A$ that makes at most $\sigma$ total queries to its oracles, we can prove that

$$\Pr[T(A) : \text{find}_L] \leq \frac{3}{4} (\sigma + 1)^{2}$$

This concludes the proof of Lemma 8 and we can now seek to apply it to the security of CMAC.

\textbf{Lemma 9} (Indistinguishability of CMAC and FCBC). \textit{For any natural numbers $q, \sigma, n$, an adversary $A$ making at most $q$ queries, of total size in the number of blocks of at most $\sigma$, has a low probability of distinguishing CMAC from FCBC, when}
CMAC is parameterized by a random permutation and FCBC is parameterized by three independent random permutations.

\[ \text{Adv}_{\text{CMAC}}^{\text{pf}}(A) \leq \text{Adv}_{\text{FCBC}}^{\text{pf}}(A) + \frac{2(\sigma + 1)^2}{2^n} + \frac{0.5q^2}{2^n} \]  

(5)

Proof. This is a direct application of the definition of MOMAC and Lemma 5. In CMAC, the assumptions involving bijections are reduced in GF($2^n$) to the fact that, for every \( p \in \{ 0, x, x \oplus 1, x^2, x^2 \oplus 1, x^2 \oplus x, x^2 \oplus x \oplus 1 \} \), the function \( q \mapsto p \times q \) is bijective.

Theorem 5 (Security of CMAC). For any natural numbers \( q, l, \sigma, n \), an adversary \( A \) making at most \( q \) queries, each query of maximum size \( l \)n and of total size in the number of blocks of at most \( n \), has a low probability of distinguishing CMAC from a random function, when parameterized by a random permutation.

\[ \text{Adv}_{\text{CMAC}}^{\text{pf}}(A) \leq \frac{2.5(\sigma + 1)^2 + 1.5q^2 + 2q^2l^2}{2^n} \]  

(6)

Proof. This is a direct application of Theorem 2, Theorem 3 and Lemma 9.

V. DISCUSSION AND RELATED WORK

We have formalized the security of CMAC in EasyCrypt, assuming only that the underlying block cipher is secure. Our proof relies on the computational indistinguishability of CMAC from FCBC. With this formalization, we also verify that all intermediate lemmas are correct and correctly instantiated, identifying and preventing minor flaws in previously published proofs [BR05]. We have already contributed some of these intermediate lemmas, in their general forms, to EasyCrypt’s standard library.

Formalizing Black and Rogaway’s bound on the probability of collisions in CBC-MAC [BR05] would tighten our verified bound, but requires changes to the EasyCrypt tool. In addition, Black and Rogaway’s proof does not yield the best known bounds. Bellare, Pietrzak and Rogaway [BPR05] provide improved bounds for CBC-MAC and ECBC using less generic arguments in their reduction. Our formalization effort can be used as a basis for a formalization of these specific arguments, and perhaps a further generalization, left as future work. Nandi [Nan09] describes an alternative proof strategy for XCBC and CMAC, which yields better bounds for these two constructions by relying on a general theorem—the Strong Interpolation Theorem. Using this theorem, Nandi obtains a much tighter asymptotic bound on the security of CMAC: \( O\left(\frac{q^2}{2^n}\right) \). However, our goal was not only to formalize a security proof for CMAC, but also to obtain generic results applicable to intermediate constructions and variants. Nandi’s direct approach would not have supported this dual goal. The formalization of this theorem, making it suitable for concrete security analysis, and formally applying it to the MAC schemes discussed here would certainly be an interesting lead for future work.

Beringer et al. [BPY15], [App15] verify the security and functional correctness of a restricted case of OpenSSL’s HMAC-SHA256 implementation of the HMAC scheme. Their verification is carried out entirely within the Coq proof assistant through the VST [App11] and FCF [PM15] libraries. Ye et al. [YGS17] further extend their proof to cover an HMAC-based random number generator. We do not push our proof to implementation level, but could leverage their techniques, and those of others [ABB16] to get similar implementation-level results, including considerations of side-channel security. In a similar direction of verifying implementations, Zinzindohouë et al. [ZBP17] present a verified low-level cryptographic library whose functional correctness and some aspects of side-channel security are verified. Their verification does not include cryptographic security considerations, but combining their approach with formal cryptographic proofs as performed in EasyCrypt or FCF is an interesting direction for future work.

Malozemoff et al. [MKG14] propose automated techniques for the analysis and synthesis of secure modes of operation for block cipher modes of operation, including CBC. Hoang, Katz and Malozemoff [HKM15] present an extended approach for the analysis and synthesis of block-cipher modes of operation for authenticated encryption, which combine confidentiality and authenticity guarantees. Their technique needs the mode of operation to operate on pairs of blocks, making it inapplicable to CBC-MAC. Automated analysis has also been implemented using EasyCrypt [BCG13], and has been used to synthesise and verify many public-key encryption schemes built from hash functions and trapdoor permutations. However, the approach is very focused and has only limited applicability to other cryptographic constructions. It would be interesting, based on the insights gained from this formal effort, to see whether either technique could be used to analyze and synthesize block cipher-based MAC schemes, including CMAC. Formalizing a primitive’s security proof is very different from proving security properties for larger systems, such as protocols. Indeed, if proofs for primitives often involve relatively complex probabilistic arguments, proofs for larger protocols are typically made complex by the presence of state and by their sheer scale. Others have succeeded in formalising security proofs for much larger constructions such as electronic voting [CDD17] multi-party computation [ABB17] or authenticated key exchange [BCLST15], including TLS [BFK13]. Again, our work is complementary to theirs in that these large proofs often stop short of formalising the security of their primitives.

CryptoVerif [Bla08] is another tool for finding sequences of games that constitute proofs in the computational model. This highly automated tool attempts to synthesize intermediate games to prove the security of primitives and protocols [BJST08] and has been used to produce a provably secure implementation of SSH [CB13]. Its automated nature makes some proofs very easy, but proofs for very low-level primitives such as CMAC are for now out of its reach. Studying interactions between automated techniques, such as those used in CryptoVerif, and finer-grained but more effort-intensive interactive techniques such as those used in EasyCrypt is also
an interesting direction for future work.
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