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Metamaterials, tunable artificial materials, are useful playgrounds to investigate magnetic systems. So far, artificial Ising spin systems have revealed unusual features like emergent magnetic monopoles[1,2] and charge fragmentation[3]. Here, we present a metasystem composed of a lattice of dipolarly-coupled nanomagnets. The magnetic spin of each nanomagnet is constrained to lie along a body diagonal, yielding four possible spin states. We show that the magnetic ordering of this metasystem (antiferromagnetic, ferromagnetic or spin-ice like) is determined by the spin states orientation relative to the underlying lattice. The dipolar four-state Potts model explains our experimental observations and sheds light on the role of symmetry, as well as short- and long-range dipolar magnetic interactions, in such non-Ising spin systems.

Dipolar interactions in magnetic systems have been heavily studied because of their exotic physics and strongly affect essential technologies such as permanent magnets or hard disk drives [4-6]. In addition, statistical physics covers a host of applications ranging from fundamental physics to business analysis. In both cases, Ising model holds a central role. This two-spin state model has been widely used to grasp the essence of a variety of effects belonging to the field of condensed matter physics, such as phase transitions, spin glasses, magnetism, spin chains and geometric frustration. In 2006, Zhang and collaborators conducted the first experiments on artificial Ising spin systems at a
mesoscopic scale. Their findings were based on the exact determination of the spin configurations. This was made possible by the use of nano-magnets having a uniaxial anisotropy mimicking the two spin state of the Ising model. This approach proved to be particularly fruitful, especially to study original spin ices phenomena [1-3,7-9].

So far, artificial spin systems have been restricted to the Ising variety, i.e., the two spin states being associated with the two possible magnetization states of a nanomagnet. However, beyond the Ising models, other spin lattice models, such as Potts, XY, Heisenberg or more generally n-vector models, have been theoretically studied and recognized to be of interest beyond the purely academic point of view. In particular, the Potts model [10] has found applications in many complex systems [11-13]. Here, we introduce a variant of the Potts model: the dipolar four-state Potts model. This model system is experimentally produced as an array of artificial Potts spins, i.e. an array of dipolar coupled nanomagnets having four equivalent states of magnetization.

Artificial spins must meet several specifications. An important specification is the mapping between the micromagnetic configurations and the desired spin model. The magnetic anisotropy of the nanostructure is the key ingredient to ensure a mostly uniform magnetization state within the nanostructure. This is important to prevent non-homogenous equilibrium magnetization configurations, as they can lead to the appearance of internal degrees of freedom [14,15]; this increases the complexity of the system under study, and thus deviates away from the ideal spin model. Up to now, artificial Ising spins have been implemented through uniaxial anisotropy induced either by the shape of the elements (in-plane magnetization [16-18]) or by the material anisotropy (out of plane magnetization [19-20]).

Our four-states Potts artificial spins are made of a magnetic thin film having an in-plane magnetization and a well-defined cubic anisotropy [21]. A 2 nm thin epitaxial iron film is shaped in 300 nm wide squares having their diagonals aligned with the [100] and [010] anisotropy directions,
the in-plane easy axes of the Fe layer (fig. 1). At this thickness, the demagnetizing energy (scaling as the square of the thickness) is reduced enough to avoid the existence of a non-uniform ground state [22-24]. This geometry ensures a quasi-uniform ground state without any internal degrees of freedom and two equivalent directions with four possible stable states [25] along the square diagonals. Moreover, in this thickness range, these artificial spins can be thermally excited (see SI1). This allows driving the system from a paramagnetic-like state toward the ground state by use of an external thermal bath as done in the case of artificial Ising spin systems [7,8,26].

We focus here on artificial Potts spins on square lattices. While the element diagonals remain aligned with the Fe crystal to ensure the aforementioned magnetic properties, the lattice orientation can be varied. This provides a particularly interesting tuning knob as shown in the following parts. Figures 1. d, e, f represent the different geometries studied, defined by $\alpha$, the angle between spins, and lattice direction; $\alpha$ taking values equal to 0°, 22.5° and 45°.

Fig. 1 | Presentation of the system and geometry definition. a, schematic diagram of the artificial spin system. b, Atomic Force Microscopy (AFM) image of a portion of the lattice. c, Corresponding Magnetic Force Microscopy (MFM) image. The zoom indicates the correspondence between the MFM contrast and the spin value. d-f, AFM images describing the three
The state of each four-state Potts artificial spin can be determined directly by Magnetic Force Microscopy (MFM) as exemplified in figure 1.c. The magnetic configurations are stable at room temperature and not affected by the MFM measurement (SI1). However, 350 °C annealing leads to switch of spins towards one of the four accessible directions (SI1).

Figures 2.(a,b,c) represent the magnetic configurations obtained after thermal treatment for the three lattice directions (\(\alpha = 0^\circ, 22.5^\circ\) and \(45^\circ\)) having an identical period of 500 nm and a 30x30 size. A usual approach to get insight into magnetic order consists in considering the magnetic structure factor as measured in neutron scattering experiments, which can be computed from the exact magnetization configurations [9]. The magnetic structure factors associated with the three presented magnetization configurations bring to light the existence of different magnetic order (SI2). Going back to the real space, it is indeed possible to ascribe a large part (from 87 to 94%) of the magnetic configurations to four different local orders: (i) Ferromagnetic order in which all the spins have the same values (red color in figure 2). (ii) Collinear antiferromagnetic order with alternation of lines of opposite spins (cyan color in figure 2). (iii) Spin-ice order that is identical to the type I vertex introduced by Wang et al. [16] for the square Ising spin ice (green color in figure 2), which corresponds to a vertex obeying the "ice rules" with two spins pointing in and two spins pointing out. Spin-ice domains can also be seen as crystals of spin loops with alternating chiralities. (iv) Zigzag order corresponds to lines of spins being perpendicular to one another in one direction and parallel in the other direction (magenta color in figure 2). It can be seen as a mixture of ferromagnetic and spin-ice orders.
As evident from figure 2, whereas both the lattice and the spins are unchanged, the magnetization configurations depend drastically on their relative orientation $\alpha$. For spin directions along the lattice directions ($\alpha = 0^\circ$), a large fraction of antiferromagnetic domain is observed (49% of the surface). The collinear antiferromagnetic order is easily understood by considering the dipolar interaction between the nearest neighbors and results from the anisotropic nature of the dipolar coupling. For spin oriented along the lattice diagonals ($\alpha = 45^\circ$), no antiferromagnetic domain is observed but spin ice domains are present (58% of the surface). Similar to the conventional square ice with Ising spins [16] this specific configuration is deduced from considerations of local interactions. For an intermediate angle, $\alpha = 22.5^\circ$, large ferromagnetic domains are observed. This local order cannot be explained considering nearest-neighbor interactions (which would promote the two previous states). This is
rather counter-intuitive as dipolar interactions in 2D and 3D systems generally destabilize ferromagnetism. A quantitative analysis of the dipolar four-state Potts model is thus necessary.

The dipolar four-state Potts model differs drastically from the usual Potts models (clock or standard [10]). Whereas the spin nature is the same within the dipolar four-state Potts model, the interactions between spins are anisotropic and cannot be described only by a function of spins values like \( \cos(\theta_i - \theta_j) \) or \( \delta_{\theta_i,\theta_j} \). The total Hamiltonian of the system can be expressed as:

\[
H = \frac{\mu_0}{N} m^2 \sum_{i<j}^{N} 3(S_i \cdot e_{ij})(S_j \cdot e_{ij}) - S_i \cdot S_j \frac{1}{r_{ij}^3}
\]

where \( e_{ij} \) is a unit vector between sites \( i \) and \( j \), \( m \) is the magnetic moment of the spins, and \( N \) is the number of spins. To emphasize the specificity of the dipolar Potts model and its angular dependence, it is interesting to consider the interaction between two spins. For two Ising spins, this interaction results in two energy levels (figure 3.a) and, depending on the angle between the spin direction and their relative position (\( \alpha = \cos^{-1} S_i \cdot e_{ij} \)), the coupling is either ferromagnetic (\( \alpha < 54.7^\circ \)) or antiferromagnetic (\( \alpha > 54.7^\circ \)). For a given value of \( \alpha \), it is possible to describe the interaction by a single scalar \( J_{ij} \) such that the energy writes \(-J_{ij} \sigma_i \sigma_j\) with \( \sigma_{i,j} = \pm 1 \). For the four-state dipolar Potts model, the 16 different possible configurations result in 6 different energy levels (figure 3.b) and the interaction cannot be described anymore by a single scalar. The lowest energy level is either parallel (\( \alpha < 29.3^\circ \)) or perpendicular (\( \alpha > 29.3^\circ \)) and can also be degenerate (\( \alpha = 29.3^\circ \)).
Fig. 3 | Energy angular dependence. a, b, Energy levels for two Ising spins as a function of the angle made between the spins and the direction between them, 2 possible configurations result in 2 energy levels (a) and two Potts spins, 16 possible configurations result in 6 energy levels (b). c, Energy per spin for ferromagnetic state (red), collinear antiferromagnetic state (blue), spin-ice state (green) and zig-zag state (magenta). Dotted lines correspond to first neighbor interactions and continuous lines to all interactions. All energies are normalized to $\mu_0$. $m^2/a^3$, $\mu_0$ being the vacuum permeability, $m$ the magnetic moment of an element and $a$ the closest distance between spins.

For the case of the square lattice, the discussion is focused on the four typical configurations experimentally observed. Figure 3.c represents with dotted lines the energy of these configurations considering only the nearest-neighbor interactions (short range, 8 closest neighbors) for an infinite lattice (periodic boundary conditions). The collinear antiferromagnetic and the spin ice configurations appears to be the lowest energy configuration for $\alpha$ inferior and superior to 22.5°, respectively. The ferromagnetic configuration (dotted red line of figure 3) observed predominantly at 22.5° is not the ground state of the short-range model. The same conclusions hold if only the 4 closest neighbors are considered, the difference between energy levels being larger. However, taking into account all long-range dipolar interactions (solid lines in figure 3.c.) leads to a reduction of the energy of the ferromagnetic state (solid red line of figure 3), which becomes the ground state for an angular range around 22.5°. On the other hand, taking into account all long-range dipolar interactions does not significantly affect the configurations with no net magnetization. Therefore, we find that the nature of the ground state depends strongly on the angle $\alpha$ between spins and lattice. For spin directions close to the lattice directions ($|\alpha| < 13.2^\circ$), the lowest energy state is the collinear antiferromagnetic
state. For spin directions close to 45° from the lattices directions (|α-45| < 13.2°), the lowest energy state is the ordered spin-ice state. For intermediate spin directions (13.2 < α < 31.8°), it is the ferromagnetic order that has the lowest energy state. Monte-Carlo simulations were used to confirm that these states are indeed the lowest energy ones for an infinite lattice. For finite lattice size, the same conclusions hold but there exist multi-domain configurations which further decreases the energy of ferromagnetic state. Note that the energy of the zigzag state is the average between the one of the ferromagnetic and spin-ice states, and the zig-zag state is the ordered state with energy just beyond the ground state for |α-45| < 22.6°. This theoretical analysis is based on the point dipole approximation. However, this approximation is questionable in our experimental case of nanomagnets with lateral extension not negligible compared to the lattice period (300 nm vs 500 nm). Therefore, we show in SI 3 with micromagnetic simulations that actually taking into account the magnetization distribution within the elements and their spatial extension, does not affect the previous conclusions.

From these main features of the dipolar four-state Potts model, it is possible to quantitatively analyze the experimental data. For the configurations represented in figure 2, the proportion of antiferromagnetic domains in the sampled area is 44% for α = 0°, the proportion of ferromagnetic domains is 73% for α = 22.5°, and the proportion of spin-ice domains is 64% for α = 45°. These proportions are significant and well above the statistical noise level (which is below 8% for the sample size investigated here) and correspond to large ground-state domains. These experimental results are in agreement with our theoretical predictions.

The general behavior of the presented breed of artificial spin system is, therefore, well-explained within our theoretical framework. Beyond this analysis, as in many systems, the domain (or crystallite) structure reveals underlying mechanisms. It appears that the thermal procedure we used did not drive all the spins into a superparamagnetic state, as reminiscence of the initial state (saturated) are clearly observed for α = 0 and 22.5°. This reminiscence is due to the low energy of
this ferromagnetic configuration and not to properties of individual spins. For instance, in the case of \( \alpha = 22.5^\circ \), the proportion of ferromagnetic domains drops from 73% to 20% when the period of the lattice is increased from 500 to 700 nm, which corresponds to the reduction of the dipolar interactions by a factor of 2.7 (see SI4). The high temperature dynamics is also revealed by the orientation of the configurations. For \( \alpha = 0^\circ \) (figure 2.a), the antiferromagnetic domains are mostly aligned perpendicularly to the initial saturation direction. For \( \alpha = 45^\circ \), the size of the spin-ice domains is limited by the number of spins opposite to the initial saturation direction, which is quite small at 12%. This indicates that the reversal of spins proceeds by a 90° rather than 180° rotation. The presented thermal procedure is therefore not fully efficient. The system does not explore the entire energy landscape and is trapped in a local energy minimum. Nevertheless, the system can be driven in domains of the expected low energy configurations. It is interesting to compare the energy scales of the four-state dipolar Potts model at 45° from a square lattice and the most studied square Ising ice. The ground state is identical for both systems (type I vertices). It can be reached almost perfectly in the square Ising ice via a superparamagnetic regime [26]. But the energy difference between the two lowest energy states (type I and type II vertexes) is about 10 times the one between the two lowest energy states of the Potts system (considering a dipolar approximation). Achieving a perfect thermalization of the dipolar Potts system remains a challenge.

In conclusion, the dipolar four-state Potts square lattice is a versatile system; since a relative rotation between spin and lattice directions gives rise to very different properties and particularly different ground states. Interestingly, at \( \alpha = 22.5^\circ \), a ferromagnetic phase originates only from dipolar interactions. This is a striking result since ferromagnetism is generally associated with short-range exchange interactions in a 2- or 3-dimensional systems, whereas long range dipolar interactions tend to decrease the net magnetic moment. The four state dipolar Potts model, therefore, adds up to the short list of 2D systems exhibiting dipolar ferromagnetism [27,28]. The spin-ice phase is an alternative realization of artificial spin ice. Its ground state is identical to the square ice proposed by
Wang et al. [16], following a two in / two out ice rule (type 1 vertex), but the number of different vertex type is much higher, being 15 instead of 4. More generally, the four-state dipolar Potts model offers an opportunity to precisely tune (via a geometrical parameter) the energy levels of the system. At $\alpha = 31.8^\circ$ the ground state is degenerated with several ordered phases having the same energy. The work presented here can be viewed as the first experimental realization of the dipolar four-state Potts model with artificial spins made of nanomagnets, which shows that main features of the theoretical model can be probed experimentally. We believe that this concept can be applied more generally to a host of other lattice types.

Beyond these fundamental aspects, we have shown that the system behaves like a magnetic metamaterial having an easily tunable magnetic order. Our experimental model system is based on thin epitaxial films but the concept can be extended with other nano-objects exhibiting a cubic anisotropy. Nano-objects with shape-driven anisotropy defined by lithography are interesting but bottom-up approaches relying on chemical synthesis are very promising [29,30].
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Methods

Sample fabrication

The MgO//V(50 nm)/Fe (2 nm)/V(4 nm)/Au(4 nm) multilayer were grown by Molecular Beam Epitaxy as described in [21]. The magnetic elements were patterned by ebeam lithography (P(MAA-MMA)/PMMA bilayer resist) and lift-off of an aluminum film (60 nm). The pattern was transferred by Ion Beam Etching down to the vanadium buffer layer. To reduce the interaction between the MFM tip and the magnetic elements, a 10 nm aluminum film was deposited over the entire surface by sputtering.

Thermal treatment and Magnetic Force Microscopy

The sample was heated at 350°C for 5 hours in vacuum. The MFM measurements were done with a lift height of about 25 nm on a Dimension 3100 nano-scope equipped with Quadrex module for phase detection. Asylum low-moment tips were used to minimize the sample-tip magnetic interactions.