The spectral analysis of the interior transmission eigenvalue problem for Maxwell’s equations
Houssem Haddar, Shixu Meng

To cite this version:
Houssem Haddar, Shixu Meng. The spectral analysis of the interior transmission eigenvalue problem for Maxwell’s equations. Journal de Mathématiques Pures et Appliquées, Elsevier, 2018, 120, pp.1-32. <hal-01945650>

HAL Id: hal-01945650
https://hal.archives-ouvertes.fr/hal-01945650
Submitted on 5 Dec 2018

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
The Spectral Analysis of the Interior Transmission Eigenvalue Problem for Maxwell’s Equations

Houssem Haddar, Shixu Meng

INRIA, Ecole Polytechnique (CMAP) and Université Paris Saclay, Route de Saclay, 91128 Palaiseau Cedex, France

Abstract

In this paper we consider the transmission eigenvalue problem for Maxwell’s equations corresponding to non-magnetic inhomogeneities with contrast in electric permittivity that has fixed sign (only) in a neighborhood of the boundary. Following the analysis made by Robbiano in the scalar case we study this problem in the framework of semiclassical analysis and relate the transmission eigenvalues to the spectrum of a Hilbert-Schmidt operator. Under the additional assumption that the contrast is constant in a neighborhood of the boundary, we prove that the set of transmission eigenvalues is discrete, infinite and without finite accumulation points. A notion of generalized eigenfunctions is introduced and a denseness result is obtained in an appropriate solution space.
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1. Introduction

The transmission eigenvalue problem is related to the scattering problem for an inhomogeneous media. In the current paper the underlying scattering problem is the scattering of electromagnetic waves by a non-magnetic material of bounded support $D$ situated in homogenous background, which in terms of the electric field reads:

\[
\begin{align*}
\text{curl curl } \mathbf{E}^s - k^2 \mathbf{E}^s &= 0 \quad \text{in } \mathbb{R}^3 \setminus \overline{D} \\
\text{curl curl } \mathbf{E} - \mathbf{k}^2 \mathbf{E} &= 0 \quad \text{in } D \\
\nu \times \mathbf{E} &= \nu \times \mathbf{E}^s + \nu \times \mathbf{E}^i \quad \text{on } \partial D \\
\nu \times \text{curl } \mathbf{E} &= \nu \times \text{curl } \mathbf{E}^s + \nu \times \text{curl } \mathbf{E}^i \quad \text{on } \partial D \\
\lim_{r \to \infty} (\text{curl } \mathbf{E}^s \times x - ikr \mathbf{E}^s) &= 0
\end{align*}
\]

where $\mathbf{E}^i$ is the incident electric field, $\mathbf{E}^s$ is the scattered electric field, $n(x)$ is the index of refraction, $k$ is the wave number and the Silver-Müller radiation condition is satisfied uniformly with respect to $\hat{x} = x/r$, $r = |x|$. The difference $n - 1$ is referred to as the contrast in the media. In scattering theory, transmission eigenvalues can be seen as the extension of the notion of resonant frequencies for impenetrable objects to the case of penetrable media. The transmission eigenvalue problem is related to non-scattering incident fields [5, 6, 15]. Indeed, if $\mathbf{E}^i$ is such that $\mathbf{E}^s = 0$ then $\mathbf{E}^i|_D$ and $\mathbf{E}_0 = \mathbf{E}^i|_D$ satisfy the following homogenous problem

\[
\begin{align*}
\text{curl curl } \mathbf{E} - \mathbf{k}^2 \mathbf{E} &= 0 \quad \text{in } D \\
\text{curl curl } \mathbf{E}_0 - \mathbf{k}^2 \mathbf{E}_0 &= 0 \quad \text{in } D \\
\nu \times \mathbf{E} &= \nu \times \mathbf{E}_0 \quad \text{on } \Gamma \\
\nu \times \text{curl } \mathbf{E} &= \nu \times \text{curl } \mathbf{E}_0 \quad \text{on } \Gamma
\end{align*}
\]
with \( \Gamma := \partial D \) and \( \nu \) the inward unit normal vector on \( \Gamma \), which is referred to as the transmission eigenvalue problem. If the above problem has a non trivial solution then \( k \) is called a transmission eigenvalue. Conversely, if the above equations have a nontrivial solution \( \mathbf{E} \) and \( \mathbf{E}_0 \), and \( \mathbf{E}_0 \) can be extended outside \( D \) as a solution to \( \text{curl} \, \text{curl} \, \mathbf{E}_0 - k^2 \mathbf{E}_0 = 0 \) in \( \mathbb{R}^3 \), then if this extended \( \mathbf{E}_0 \) is considered as the incident field the corresponding scattered field is \( \mathbf{E}^s = 0 \). In this case, the associated transmission eigenvalues are referred to as non scattering frequencies. Let us mention that the latter notion is much more restrictive and it is for instance proven that non scattering frequencies do not exist in special cases of geometries \[4\]. The notion of transmission eigenvalues is relevant to inverse (spectral) problems as it is shown that these frequencies can be determined from time-dependent measurements of scattered waves \[11, 25\].

The transmission eigenvalue problem is a non-selfadjoint eigenvalue problem that is not covered by the standard theory of eigenvalue problems for elliptic equations. For an introduction we refer to the survey paper \[9\] and the Special Issue of Inverse Problems on Transmission Eigenvalues, Volume 29, Number 10, October 2013 \[10\]. The discreteness and existence of real transmission eigenvalues is well understood under the assumption that the contrast does not change sign in all of \( D \) \[7\]. Recently, regarding the transmission eigenvalue problem for the Helmholtz equation, several papers have appeared that address both the question of discreteness and existence of transmission eigenvalues in the complex plane assuming that the contrast is of one sign only in a neighborhood of the boundary \( \partial D \) \[17, 23, 24, 29, 32\]. The Weyl asymptotic and distribution of transmission eigenvalues are studied in \[18, 27, 30, 33\].

The picture is not the same for the transmission eigenvalue problem for the Maxwell’s equations. The transmission eigenvalues for Maxwell’s equations is important in application \[19\]. Some results in this direction are the proof of discreteness of transmission eigenvalues in \[12, 13\] where the magnetic and electric permittivity doesn’t change sign near the boundary. It is known \[7, 8, 16, 22\] that, if \( \text{Re}(n - I) \) has one sign in \( D \) the transmission eigenvalues form at most a discrete set without finite accumulation point, and if in addition \( \text{Im}(n) = 0 \), there exists an infinite set of real transmission eigenvalues. The existence of transmission eigenvalues for Maxwell’s equations for which the electric permittivity changes sign is an open problem. It is our concern to study the existence of transmission eigenvalues in the complex plane under the assumption that the electric permittivity is constant near the boundary. Although the index of refraction may be a complex valued function, our analysis does not cover the case with absorption where the imaginary part of \( n \) is proportional to \( 1/k \). For the case with absorption, some non-linear eigenvalue techniques would be more relevant \[14, 20, 31\]. We also remark that, similarly to the scalar case in \[29\], our analysis does not yield information on the existence of real transmission eigenvalues.

Now we give an outline of this article with main results.

In section 2 we give an appropriate formulation of the transmission eigenvalue problem and relate transmission eigenvalues to the eigenvalues of an unbounded linear operator \( \mathbf{B}_\lambda \).

This motivates us to derive desired regularity results in Section 3 that are needed to show the invertibility of \( \mathbf{B}_\lambda \) and prove the main theorem. The derivation of these results mainly uses the semiclassical pseudo-differential calculus introduced in \[29\] for the scalar case with appropriate adaptations to Maxwell’s system. The assumption that the electric permittivity is constant near the boundary considerably eases the technicality of this section and allows us to use results from the scalar problem that are summarized in the Appendix. The main technical difficulty related to non constant electric permittivity is that the divergence free condition is different for \( \mathbf{E} \) and \( \mathbf{E}_0 \) near the boundary. One therefore cannot impose a “simple” control of the divergence of the difference which is needed to establish regularity results.

Using the regularity results obtained in Section 3, we show that \( \mathbf{B}_\lambda \) has a bounded inverse for certain \( \lambda \) in Section 4.

Section 5 is dedicated to proving the main results on transmission eigenvalues following the approach in \[29\] which is based on Agmon’s theory for the spectrum of non self-adjoint PDE \[1\]. We prove for instance that the inverse \( \mathbf{B}_\lambda^{-1} \) composed with a projection operator is a Hilbert-Schmidt operator with desired growth properties for its resolvent. This allows us to prove that the set of transmission eigenvalues is discrete, infinite and without finite accumulation points. Moreover, a notion of generalized eigenfunctions is introduced and a denseness result is obtained in an appropriate solution space. The main result is summarized in Theorem 1.

Throughout this article we denote \( m := n - 1 \) and shall make the following assumption on the index of refraction \( n \).
Assumption 1. We assume that the complex valued function \( n \in C^\infty(D) \) and that \( \Re(n) > 0 \) in \( D \). Moreover we assume the existence of a neighborhood \( N \) of \( \Gamma \) such that \( n \) is constant in \( N \) and that this constant is different from 1 (which means that \( m \) is constant and different from zero in \( N \)).

For a complex number \( z = |z|e^{i\theta} \), \( \theta \in [0,2\pi] \) we define \( \arg z := \theta \) and
\[
C(m) := \{ \arg \frac{1}{n(x)} \colon x \in \overline{D} \}.
\]

Theorem 1. Assume that Assumption 1 holds and assume that \( C(m) \) is contained in an interval of length \(< \frac{\pi}{4} \). Then there exist infinitely many transmission eigenvalues in the complex plane and they form a discrete set \( T \) without finite accumulation points. Moreover, if \( z \) is such in Theorem 5, then the set \( \{ \mu = (k^2 - z)^{-1}, k \in T \} \) form the set of eigenvalues of the operator \( S_z \) and the associated eigenvectors are dense in \( \{ u \in U(D); \text{div} \ ((1 + m)u) = 0 \} \times \{ v \in V(D); \text{div} v = 0 \} \).

2. Formulation of the transmission eigenvalue problem

In the following \( D \subset \mathbb{R}^3 \) denotes a bounded open and connected region with \( C^\infty \)-smooth boundary \( \partial D := \Gamma \) and \( \nu \) denotes the inward unit normal vector on \( \Gamma \) (see Figure 1 for an example of the geometry). We set \( L^2(D) := L^2(D)^3, H^m(D) := H^m(D)^3 \) and define
\[
H(\text{curl}^2, D) := \{ u \in L^2(D); \text{curl} u \in L^2(D) \text{ and } \text{curl curl} u \in L^2(D) \}
\]
\[
L(\text{curl}^2, D) := \{ u \in L^2(D); \text{curl curl} u \in L^2(D) \}
\]
endowed with the graph norm and define
\[
H_0(\text{curl}^2, D) := \{ u \in H(\text{curl}^2, D); \gamma_t u = 0 \text{ and } \gamma_t \text{curl} u = 0 \text{ on } \Gamma \}
\]
where \( \gamma_t u := \nu \times u \big|_{\Gamma} \).

Definition 1. Values of \( k \in \mathbb{C} \) for which (1)-(4) has a nontrivial solution \( E, E_0 \in L(\text{curl}^2, D) \) and \( E - E_0 \in H_0(\text{curl}^2, D) \) are called transmission eigenvalues.

Following the approach in [29, 32] for the scalar case, we rewrite the transmission eigenvalue problem in an equivalent form in terms of \( u := E - E_0 \in H_0(\text{curl}^2, D) \) and \( v := k^2 E_0 \in L(\text{curl}^2, D) \)
\[
\begin{align*}
\text{curl curl } u - k^2 (1 + m)u - mv &= 0 \quad \text{in } D \quad (5) \\
\text{curl curl } v - k^2 v &= 0 \quad \text{in } D \quad (6)
\end{align*}
\]

Definition 2. Normalized non-trivial solutions \( u \in H_0(\text{curl}^2, D) \) and \( v \in L(\text{curl}^2, D) \) to equations (5)-(6) are called transmission eigenvectors corresponding to \( k \).

2.1. Function spaces for the transmission eigenvectors

To study the PDEs (5)-(6) and formulate the transmission eigenvalue problem, we first investigate the function spaces that transmission eigenvectors \( u \) and \( v \) belong to. This is the motivation of the next lemma.

Figure 1: Example of the geometry of the problem
Lemma 1. Assume that assumption 1 holds and \( u \in H_0(\text{curl}^2, D) \) and \( v \in \mathbb{L}(\text{curl}^2, D) \) are transmission eigenvectors corresponding to \( k \). Then \( \text{div} \ u \in H^1(D) \), \( \text{div} \ v \in H^1(D) \) and in particular \( \text{div} \ v = 0 \).

Proof. Taking the divergence of (6) implies \( \text{div} \ v = 0 \) and therefore \( \text{div} \ v \in H^1(D) \). Taking the divergence of equation (5) yields

\[
(1 + m)\text{div} \ u + \nabla \cdot u = -k^{-2}(\nabla m \cdot v + m \text{div} v).
\]

Since \( \nabla m \) has compact support in \( D \) and \( v \) satisfies a vectorial Helmholtz equation in \( D \), then standard regularity results give \( \nabla m \cdot v \in H^1(D) \). Since \( \text{div} \ v \in H^1(D) \) and \( u \in \mathbb{L}^2(D) \), we deduce from (7) that \( \text{div} \ u \in L^2(D) \). Since \( \text{curl} \ u \in \mathbb{L}^2(D) \) and \( \gamma \ u = 0 \), \( u \in H^1(D) \) (c.f. [3]). Hence, using again (7), \( \text{div} \ u \in H^1(D) \) and we have proved the lemma.

We now define the following spaces:

\[
\mathbf{U}(D) := \{ u \in \mathbb{L}^2(D); \text{curl} \ u \in \mathbb{L}^2(D) \ \text{curl} \ \text{curl} \ u \in \mathbb{L}^2(D) \ \text{and} \ \text{div} \ u \in H^1(D) \}
\]

and

\[
\mathbf{V}(D) := \{ v \in \mathbb{L}^2(D); \text{curl} \ \text{curl} \ v \in \mathbb{L}^2(D) \ \text{and} \ \text{div} \ v \in H^1(D) \}.
\]

2.2. Relating the transmission eigenvalues to the spectrum of an operator

Having studied the function spaces that transmission eigenvectors belong to, we are ready to introduce an operator which plays an important role in our analysis. We introduce the operator \( B_\lambda \) defined on \( \mathbf{U}(D) \times \mathbf{V}(D) \) by

\[
B_\lambda(u, v) = (f, g)
\]

where

\[
\begin{align*}
\text{curl} \ \text{curl} \ u - \lambda(1 + m)u - mv &= (1 + m)f & \text{in} & & D, \\
\text{curl} \ \text{curl} \ v - \lambda v &= g & \text{in} & & D,
\end{align*}
\]

and \( \lambda \in \mathbb{C} \) is a fixed parameter (we will choose \( \lambda \) later). We can now relate the transmission eigenvalue with the eigenvalues of \( B_\lambda \). In fact, one observes that \( k \) is a transmission eigenvalue if and only if \( k^2 - \lambda \) is an eigenvalue of \( B_\lambda \) (this also explains the motivation to define the operator \( B_\lambda \)).

To study the invertibility of the operator \( B_\lambda \), we first investigate the range of \( B_\lambda \).

Lemma 2. Assume \( B_\lambda(u, v) = (f, g) \) and \( (u, v) \in \mathbf{U}(D) \times \mathbf{V}(D) \). Then \( f \in \mathbb{L}^2(D) \), \( \text{div} \ ((1 + m) f) \in H^1(D) \), \( g \in \mathbb{L}^2(D) \) and \( \text{div} g \in H^1(D) \).

Proof. Noting that \( v \in \mathbf{V} \) and \( \text{curl}^2 = \nabla \text{div} - \Delta \), we have that

\[
\Delta v = \nabla \text{div} v - \text{curl}^2 v \in \mathbb{L}^2(D).
\]

Since \( \nabla m \) has compact support in \( D \), standard elliptic regularity results yield \( \nabla m \cdot v \in H^2(D) \). Since

\[
\text{div} (mv) = \nabla m \cdot v + m \text{div} v,
\]

we have that

\[
\text{div} (mv) \in H^1(D).
\]

Since \( u \in \mathbf{U} \), \( u \in H^2(D) \) (c.f. [3]). Therefore

\[
\text{div} ((1 + m) f) = -\lambda \text{div} ((1 + m) u) - \text{div} (mv) \in H^1(D).
\]

\( \text{div} g \in H^1(D) \) follows directly from \( \text{div} v \in H^1(D) \). This proves our lemma.

We now define the following spaces:

\[
\mathbf{F}(D) := \{ f \in \mathbb{L}^2(D); \text{div} ((1 + m) f) \in H^1(D) \}
\]

and

\[
\mathbf{G}(D) := \{ g \in \mathbb{L}^2(D); \text{div} g \in H^1(D) \}.
\]
3. Regularity results for transmission eigenvectors

As is seen from Section 2, the analysis of transmission eigenvalues will be obtained from the analysis of the spectrum of the operator \( B_\lambda \) or more precisely of its inverse \( R_\lambda \). To show the existence of \( R_\lambda \) for well chosen \( \lambda \), we need certain regularity results and this is the purpose of this section. Moreover, the regularity results in this section (in particular Theorem 3) is important to apply the spectral theory of Hilbert-Schmidt operator in section 5. The reader may proceed to read section 4 and section 5 by assuming Theorem 2 and 3 and come back to the technical details in this section after that.

In this section we will derive a detailed study of equations (8)-(9). Roughly speaking we will show that, for appropriate \( \lambda \) the solutions \( u \) and \( v \) are bounded by \( f \) and \( g \) in appropriate norms. The idea is based on applying the semiclassical pseudo-differential calculus used in [29] for the scalar problem. The analysis for Maxwell’s equations requires non trivial adaptations since the normal component of the trace of \( u \) does not necessarily vanish, the curl curl operator is not strongly elliptic and the compact embedding for Maxwell’s equations are more complicated. Restricting ourselves to the case \( m \) is constant near the boundary simplifies the analysis since one can first derive a semiclassical estimate for the normal component of the trace of \( v \). This allows us to then derive estimates for \( u \) and \( v \). In order to write the equation for the normal trace of \( v \) and apply the analysis in [29] we first need to rewrite (8)-(9) as a problem in \( \mathbb{R}^3 \).

3.1. Extending solutions to \( \mathbb{R}^3 \)

To begin with, we introduce a tubular neighborhood \( D_\epsilon \) of \( \Gamma \), where

\[
D_\epsilon = \{ x : y = s \nu(y), y \in \Gamma, 0 \leq s < \epsilon \}.
\]

We define

\[
\Gamma_s = \{ x : y = s \nu(y), y \in \Gamma \}.
\]

The boundary \( \Gamma \) corresponds to \( \Gamma_s \) with \( s = 0 \).

To deal with the boundary conditions on \( \Gamma \), we follow the idea in [29] and extend the transmission eigenvectors by 0 outside \( D \). To begin with, let us introduce

\[
\begin{aligned}
\bar{u} &= \begin{cases} 
  u(x) & \text{in } D \\
  0 & \text{in } \mathbb{R}^3 \setminus D.
\end{cases}
\end{aligned}
\]

Lemma 3. Assume \((f, g) = B_\lambda (u, v)\) as defined by equations (8) and (9). Then \( \bar{u} \) and \( \bar{v} \) satisfy the following

\[
-\Delta \bar{u} - \lambda (1 + m) \bar{u} - m \bar{v} = (1 + m) f - \nabla \text{div } \bar{u} - \nabla \Gamma (u_N \cdot \nu) \otimes \delta_{s=0} - u_N \otimes D_s \delta_{s=0} \quad (10)
\]

\[
-\Delta \bar{v} - \lambda \bar{v} = g + \lambda^{-1} \nabla \text{div } g - (2Hv_T + \frac{\partial v_T}{\partial \nu} - \nu \text{div } v_T) \otimes \delta_{s=0} - v \otimes D_s \delta_{s=0} \quad (11)
\]

where \( \gamma_u := u|_\Gamma, \ u_T := \gamma_T u := \nu \times (u \times \nu)|_\Gamma \) and \( u_N := \gamma_N u = \nu (u \cdot \nu)|_\Gamma \). Here \( \delta_{s=0} \) is the delta distribution on \( \Gamma \) and \( D_s \) is the normal derivative.

Proof. From \( \Delta \) in geodesic coordinates (c.f. [29] and [26]), we have that

\[
\Delta \bar{u} = \Delta \bar{u} + (2Hu_T + \frac{\partial u_T}{\partial \nu}) \otimes \delta_{s=0} + (u_T + u_N) \otimes D_s \delta_{s=0}
\]

where \( H \) is a smooth function on \( \Gamma \) (see Appendix). From \( \text{curl}^2 = \nabla \text{div} - \Delta \) we are able to rewrite the equations (8)-(9) as follows

\[
-\Delta \bar{u} - \lambda (1 + m) \bar{u} - m \bar{v} = (1 + m) f - \nabla \text{div } \bar{u} - (u_T + u_N) \otimes D_s \delta_{s=0} - (2Hu_T + \frac{\partial u_T}{\partial \nu} + 2Hu_N + \frac{\partial u_N}{\partial \nu}) \otimes \delta_{s=0} \quad (12)
\]

and

\[
-\Delta \bar{v} - \lambda \bar{v} = g - \nabla \text{div } \bar{v} - (2Hv_T + \frac{\partial v_T}{\partial \nu} + 2Hv_N + \frac{\partial v_N}{\partial \nu}) \otimes \delta_{s=0} - (v_T + v_N) \otimes D_s \delta_{s=0} \quad (13)
\]
We now use the fact that (c.f. [26])
\[ \nabla \text{div } u = \nabla \text{div } u + (\nu \text{div } u) \otimes \delta_{s=0} \]
\[ \nu \text{div } u = \nu \text{div}_{T} u + 2H u_{N} + \frac{\partial u_{N}}{\partial \nu} \text{ on } \Gamma \]
with the same equations hold for \( v \). Using above two equations to simplify equations (12)-(13) we get
\[ -\Delta u - \lambda (1 + m) u - m v = (1 + m) F - \nabla \text{div } u - (u_{T} + u_{N}) \otimes D_{s} \delta_{s=0} \]
\[ - (2H u_{T} + \frac{\partial u_{T}}{\partial \nu} - \nu \text{div}_{T} u_{T}) \otimes \delta_{s=0} \]
and
\[ -\Delta v - \lambda v = g - \nabla \text{div } v - (2H v_{T} + \frac{\partial v_{T}}{\partial \nu} - \nu \text{div}_{T} v_{T}) \otimes \delta_{s=0} \]
\[ - (v_{T} + v_{N}) \otimes D_{s} \delta_{s=0}. \]
We now use (c.f. [26])
\[ \nu \times \text{curl } u = \nabla_{\Gamma} (u_{N} \cdot \nu) + \nu \times \left( R(u \times \nu) - 2H u_{T} - \frac{\partial u_{T}}{\partial \nu} \right) \text{ on } \Gamma. \]
Then \( u_{T} = 0 \) and \( \text{curl } u \) is 0 yields
\[ \frac{\partial u_{T}}{\partial \nu} = \nabla_{\Gamma} (u_{N} \cdot \nu) \text{ on } \Gamma \]
and therefore we get (10). From equation (9)
\[ -\lambda \text{div } v = \text{div } g. \]
This yields equation (11).

The following lemma is important in our analysis as it allows us in subsection 3.2 to derive an estimate only involving \( v_{N} \).

**Lemma 4.** Assume \((f, g) = B_{\lambda}(u, v)\) as defined by equations (8) and (9). Then
\[ \lambda u_{N} = -\frac{m}{1 + m} v_{N} - f_{N}. \]
In particular for \( \lambda = h^{-2} \mu \) where \( h > 0 \) and \( \mu \neq 0 \in \mathbb{C}, \) we have
\[ u_{N} = -h^{2} \frac{m}{\mu(1 + m)} v_{N} - h^{2} \frac{1}{\mu} f_{N}. \]  
(14)

**Proof.** Equation (8) yields
\[ \lambda(1 + m) u_{N} = -m v_{N} - (1 + m) f_{N} + \text{curl } \text{curl } u \cdot \nu. \]
Since \text{curl } u \times \nu = 0, then \text{curl } \text{curl } u \cdot \nu = -\text{div}_{\Gamma}(\text{curl } u \times \nu) = 0. \] Then we can prove the lemma.

3.2. A first regularity result

We prove in this subsection a first explicit continuity result for \((u, v) \in U(D) \times V(D)\) satisfying
\[ B_{\lambda}(u, v) = (f, g) \]
for certain large values of \( \lambda \). We refer to the Appendix for notations related to pseudo-differential calculus and some key results from [29]. Readers may need to read the Appendix first to be able to understand the proof.
Throughout this section, we let $h := \frac{1}{|\lambda|^2}$ and $\mu := h^2 \lambda$. Multiplying equations (10) and (11) by $h^2$ yields
\[ -h^2 \Delta u - \mu(1 + m)u - h^2 m \mathbf{v} = h^2(1 + m)f + \frac{h}{i} \nabla_h \text{div} u \]
\[ + \frac{h}{i} \nabla_h^2 (u_N \cdot \nu) \otimes \delta_{s=0} + \frac{h}{i} u_N \otimes D^h \delta_{s=0} \quad (15) \]
and
\[ -h^2 \Delta \mathbf{v} - \mu \mathbf{v} = h^2 \mathbf{g} - \frac{h^3}{i\mu} \nabla_h \text{div} \mathbf{g} \]
\[ + \frac{h}{i} \left( 2H \mathbf{v}_T + \frac{\partial h \mathbf{v}_T}{\partial \nu} - \nu \text{div}^h \mathbf{v}_T \right) \otimes \delta_{s=0} + \frac{h}{i} \nu \otimes D^h \delta_{s=0} \quad (16) \]
(see Appendix for notations of $D^h_{\mathbf{x}_f}, \nabla_h, \frac{\partial h}{\partial \nu}$). We define $J(\mathbf{v}_T)$ by
\[ J(\mathbf{v}_T) := 2\frac{h}{i} H \mathbf{v}_T + \frac{\partial h \mathbf{v}_T}{\partial \nu} - \nu \text{div}^h \mathbf{v}_T. \]
Based on these two equations, we will derive the desired regularity results.

Before digging into the technical estimates, we first explain the ideas and what we are doing in each Lemma and Theorem. The general idea is to get first an estimate for $\mathbf{v}_N$ and $u_N$. This will allow us to derive estimates for $\mathbf{v}$ and $J(\mathbf{v}_T)$ and consequently estimates for $\mathbf{v}$ and $u$. More specifically, it will be seen in Theorem 2 that the estimates of $u$ and $\mathbf{v}$ stems from the estimates of $\mathbf{v}_N$ in $\mathbf{H}^\frac{3}{2}(\Gamma)$ and of $J(\mathbf{v}_T)$ in $\mathbf{H}^\frac{3}{2}(\Gamma)$ evidenced from (31) and (32). To get an estimate for $v_N$ in $\mathbf{H}^\frac{3}{2}(\Gamma)$ we will need to get an estimate for $g_5$ in $\mathbf{H}^\frac{1}{2}(\Gamma)$ as is seen from (29). The estimate for $g_5$ is obtained by establishing an equation for $u_N$ that allows us to control the $\mathbf{H}^\frac{3}{2}(\Gamma)$ norm of this boundary term. This is the first main additional technical difference between the scalar problem treated in [29] and the present one. For the scalar case this step in not needed since the solution has vanishing traces on the boundary.

Therefore, Lemma 5, Lemma 6, Lemma 7 and Lemma 8 serve to derive the desired estimate for $u_N$ in $\mathbf{H}^\frac{3}{2}(\Gamma)$. In Lemma 8, we derive an estimate for $u_N$ that only involves $\mathbf{v}$, $f$ and $g$. This will serve to obtain an estimate for $\mathbf{v}$ in Theorem 2. The estimate of $u_N$ in $\mathbf{H}^\frac{3}{2}(\Gamma)$ stems from estimate of $\mathbf{v}_N$ in $\mathbf{H}^\frac{3}{2}(\Gamma)$. This is the motivation of Lemma 7: an a priori estimate on $\mathbf{v}_N$ independent of $u$. To fullfill this, we derive an a priori estimate for $\mathbf{v}_N$ (involving $u$) in Lemma 6 and an a priori estimate on $\mathbf{v}$ involving $\mathbf{v}_N$ in Lemma 5 (such that we can eliminate $u$ in Lemma 7).

Now we begin with the following lemma.

**Lemma 5.** Assume that assumption 1 holds. Assume in addition that $|\xi|^2 - \mu \neq 0$, $|\xi|^2 - (1 + m)\mu \neq 0$ for any $\xi$ and $x \in \bar{D}$. Then for sufficiently small $h$
\[ \|u\|_{L^2(D)} \lesssim h^2 \|v\|_{L^2(D)} + h^2 \|f\|_{L^2(D)} + h^5 \|g\|_{L^2(D)} + h^5 \|\text{div} g\|_{L^2(D)} \]
\[ + h^2 \|\text{div} f\|_{L^2(D)} + h^2 \|v_N\|_{\mathbf{H}^\frac{1}{2}((\Gamma))}. \quad (17) \]

**Proof.** From the Appendix, $Q$ is a parametrix of $-h^2 \Delta - \mu(1 + m)$, then applying $Q$ to equation (15)
\[ u = hK_{-M} u + h^2 Q(m \mathbf{v}) + h^2 Q((1 + m)f) + \frac{h}{i} Q(\nabla_h \text{div} u) \]
\[ + Q(\frac{h}{i} \nabla_h^2 (u_N \cdot \nu) \otimes \delta_{s=0}) + Q(\frac{h}{i} u_N \otimes D^h \delta_{s=0}) \quad (18) \]
where $K_{-M}$ denotes a semiclassical pseudo-differential operator of order $-M$ with $M$ positive and sufficiently large. From equation (18), estimate (5) and Lemma 13
\[ \|u\|_{L^2(D)} \lesssim h^2 \|v\|_{L^2(D)} + h^2 \|f\|_{L^2(D)} + h \|\text{div} u\|_{L^2(D)} + h^\frac{1}{2} \|u_N\|_{\mathbf{H}^\frac{3}{2}(\Gamma)} \]
\[ + h^\frac{1}{2} \|\nabla_h^2 (u_N \cdot \nu)\|_{\mathbf{H}^\frac{1}{2}(\Gamma)}. \quad (19) \]
Then a direct calculation (see the Calculation subsection 3.3) yields the lemma.

With reference to Appendix 1 on the definition of $R_0(x, \xi')$, we begin with the following lemma.

**Lemma 6.** Assume that assumption 1 holds. Assume in addition that $|\xi|^2 - \mu \neq 0$, $|\xi|^2 - (1 + m)\mu \neq 0$ for any $\xi$ and $x \in \mathcal{D}$ and $R_0(x, \xi') - \frac{1 + m}{2 + m}\mu \neq 0$ for any $\xi'$ and $x \in \Gamma$. Then for sufficiently small $h$

$$|v_N|_{H^{\frac{1}{2}}(\Gamma)} \lesssim h^2 \|g\|_{L^2(D)} + h^2 \|\text{div} g\|_{L^2(D)} + h^2 \|f\|_{L^2(D)} + h \|\text{div} f\|_{L^2(D)}$$

$$+ \|v\|_{L^2(D)} + h^2 \|u\|_{L^2(D)} + h^2 \|\text{div} u\|_{L^2(D)}$$

$$+ h|J(v_T)|_{H^{\frac{1}{2}}(\Gamma)} + h|v|_{H^{\frac{1}{2}}(\Gamma)}.$$  \hfill (20)

**Proof.** The idea is to derive an equation for $v_N$, which we will do in Steps 1, 2, and 3. In Step 4, we then derive an a priori estimate for $v_N$.

**Step 1:** Relating $v_N$ to $\text{div}^h v_T$.

From the Appendix, $\tilde{Q}$ is a parametrix of $-h^2 \Delta - \mu$. Then applying $\tilde{Q}$ to equation (16) we have that

$$v = hK_{-M}v + h^2 \tilde{Q}g - h^3 \tilde{Q} \left( \frac{1}{i\mu} \nabla_h \text{div} g \right)$$

$$+ \tilde{Q} \left( \frac{h}{i} J(v_T) \otimes \delta_{s=0} \right) + \tilde{Q} \left( \frac{h}{i} v \otimes D^h \delta_{s=0} \right).$$  \hfill (21)

Taking the traces on the boundary $\Gamma$ and a direct calculation (see the Calculation subsection 3.3) yields

$$-\nu \text{div}^h v_T + \text{op}(\rho_2)v_N = \text{op}(r_1) \left( h\gamma_N K_{-M}v + h^2\gamma_N \tilde{Q}g - h^3\gamma_N \tilde{Q} \left( \frac{1}{i\mu} \nabla_h \text{div} g \right) \right)$$

$$+ \text{hop}(r_{-1})J(v_T) + \text{hop}(r_0)v$$

$$+ \text{hop}(r_{-1})(-\nu \text{div}^h v_T) + \text{hop}(r_0)v_N$$

$$:= g_1.$$  \hfill (22)

where we denote the right hand side as $g_1$.

**Step 2:** Relating $u_N$ to $v_N$.

Using a similar argument as in Step 1 (see the Calculation subsection 3.3) yields

$$u_N = h\gamma_N K_{-M}u + h^3\gamma_N Q(mK_{-M}v) + h^4\gamma_N Qm\tilde{Q}g - h^5\gamma_N Qm\tilde{Q} \left( \frac{1}{i\mu} \nabla_h \text{div} g \right)$$

$$+ h^2\gamma_N Q(1 + m)\frac{h}{i} - \gamma_N Q(\nabla_h \text{div} u)$$

$$+ h^2 \text{op} \left( \frac{m(p_2 - p_1 + \lambda_2 - \lambda_1)}{(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)} \right) (-\nu \text{div}^h v_T)$$

$$+ h^2 \text{op} \left( \frac{m(p_2 + \lambda_2 - \lambda_1)}{(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)} \right) v_N + \text{op} \left( \frac{\lambda_1}{\lambda_1 - \lambda_2} \right) u_N$$

$$+ h^3 \text{op}(r_{-1})J(v_T) + h^3 \text{op}(r_{-3})v + \text{hop}(r_{-1})u_N + \text{hop}(r_{-2})\nabla^h(u_N \cdot v)$$

$$:= \text{hop}(\frac{\lambda_1}{\lambda_1 - \lambda_2})u_N + g_2.$$  \hfill (23)

**Step 3:** Derive an equation for $v_N$.

From equation (14) $u_N = -h^2 \frac{m}{\mu(1 + m)} v_N - h^2 \frac{1}{\mu} f_N$. Then, combining this with equations (22) and (23) yields

$$-h^2 \frac{m}{\mu(1 + m)} v_N - h^2 \frac{1}{\mu} f_N$$

$$= h^2 \text{op} \left( \frac{m(p_2 + \lambda_2 - \lambda_1)}{(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)} \right) v_N + \text{op} \left( \frac{\lambda_1}{\lambda_1 - \lambda_2} \right) (-h^2 \frac{m}{\mu(1 + m)} v_N - h^2 \frac{1}{\mu} f_N)$$

$$+ h^2 \text{op} \left( \frac{m(p_2 - p_1 + \lambda_2 - \lambda_1)}{(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2)} \right) (-\nu \text{div}^h v_T) + g_1 + g_2.$$
Hence
\[ h^2 \text{op} \left( -\frac{m}{\mu(1+m)} - \frac{m(\rho_2 \lambda_2 - \rho_1 \lambda_1) - m(p_2 - p_1 + \lambda_2 - \lambda_1)}{\lambda_1 - \lambda_2} \right) v_N = h^2 \text{op}(r_0) f_N + g_2 + h^2 \text{op}(r_{-3}) g_1 := g_3. \]

Step 4. Getting an a priori estimate for $v_N$.

From equations (2.2) and (3.2) we have $\lambda_1 = -\lambda_2$, $\rho_1 = -\rho_2$, $-\lambda_2^2 = R -\mu(1+m)$ and $-\rho_2^2 = R - \mu$. Then a direct calculation yields
\[ -\frac{m}{\mu(1+m)} - \frac{m(\rho_2 \lambda_2 - \rho_1 \lambda_1) - m(p_2 - p_1 + \lambda_2 - \lambda_1)}{\lambda_1 - \lambda_2} = -\frac{1}{2(1+m)\mu} \frac{\lambda_2 - (1+m)\rho_2}{\lambda_2}. \]

Then
\[ \text{op}(\lambda_2^2 - (1+m)^2 \rho_2^2)v_N = h^{-2}\text{op}(2(1+m)\mu \lambda_2(\lambda_2 + (1+m)\rho_2))g_3 + \text{hop}(r_1)v_N, \]

which implies that
\[ \text{op}(m((m+2)R - (1+m)\mu))v_N = h^{-2}\text{op}(r_2)g_3 + \text{hop}(r_1)v_N. \]

Let $R_0(x, \xi')$ be the principal symbol of $R(x, \xi')$, see also Appendix 1. Then
\[ \text{op}(m((m+2)R_0 - (1+m)\mu))v_N = h^{-2}\text{op}(r_2)g_3 + \text{hop}(r_1)v_N. \]

Note that
\[ (m+2)R_0 - (1+m)\mu \neq 0 \tag{24} \]

for any $\xi'$ and $x \in \Gamma$. Then there exists a parametrix of $(m+2)R_0 - (1+m)\mu$ and consequently
\[ \left| v_N \right|_{H^{\frac{1}{2}}_0(\Gamma)} \lesssim h^{-2}|g_3|_{H^{\frac{1}{2}}_0(\Gamma)} + h|v_N|_{H^{\frac{1}{2}}_0(\Gamma)} \]
\[ \lesssim |f_N|_{H^{\frac{1}{2}}(\Gamma)} + h^{-2}|g_2|_{H^{-\frac{1}{2}}(\Gamma)} + |g_1|_{H^{-\frac{1}{2}}(\Gamma)} + h|v_N|_{H^{-\frac{1}{2}}(\Gamma)}. \]

A direct calculation (see the Calculation subsection 3.3) yields the lemma. \qed

Now Lemma 5 and Lemma 6 now yield the following.

**Lemma 7.** Assume that assumption 1 holds. Assume in addition that $|\xi|^2 - \mu \neq 0$, $|\xi|^2 - (1+m)\mu \neq 0$ for any $\xi$ and $x \in \overline{D}$, and $R_0(x, \xi') = \frac{1+m}{2}\mu \neq 0$ for any $\xi'$ and $x \in \Gamma$. Then for sufficiently small $h$
\[ \left| v_N \right|_{H^{\frac{1}{2}}_0(\Gamma)} \lesssim h^\frac{1}{2}|g|_{L^2(D)} + h^\frac{1}{2}|\text{div} g|_{L^2(D)} + h^{-\frac{1}{2}}|f|_{L^2(D)} \]
\[ + h^\frac{1}{2}|v|_{L^2(D)} + h^{-\frac{1}{2}}|\text{div} f|_{L^2(D)} + h|\mathbf{J}(\mathbf{v}_T)|_{H^{\frac{1}{2}}_0(\Gamma)} + h|\gamma\mathbf{v}|_{H^{\frac{1}{2}}_0(\Gamma)}. \tag{25} \]

and
\[ \| u \|_{L^2(D)} \lesssim h^\frac{1}{2}|v|_{L^2(D)} + h^2|f|_{L^2(D)} + h^4|g|_{L^2(D)} + h^\frac{3}{2}|\text{div} g|_{L^2(D)} + h^\frac{3}{2}|\text{div} f|_{L^2(D)} + h^\frac{3}{2}|\mathbf{J}(\mathbf{v}_T)|_{H^{\frac{1}{2}}_0(\Gamma)} + h^\frac{3}{2}|\gamma\mathbf{v}|_{H^{\frac{1}{2}}_0(\Gamma)}. \tag{26} \]

**Proof.** The assumptions in Lemma 5 and Lemma 6 are satisfied. Therefore we substitute estimates (17) and (36) into estimate (20) to get
\[ \left| v_N \right|_{H^{\frac{1}{2}}_0(\Gamma)} \lesssim h^\frac{1}{2}|g|_{L^2(D)} + h^\frac{1}{2}|\text{div} g|_{L^2(D)} + h^{-\frac{1}{2}}|f|_{L^2(D)} + h^\frac{3}{2}|v|_{L^2(D)} \]
\[ + h^{-\frac{1}{2}}|\text{div} f|_{L^2(D)} + h|v_N|_{H^{\frac{1}{2}}_0(\Gamma)} + h|\mathbf{J}(\mathbf{v}_T)|_{H^{\frac{1}{2}}_0(\Gamma)} + h|\gamma\mathbf{v}|_{H^{\frac{1}{2}}_0(\Gamma)}. \]

Since $v_N \in H^{\frac{1}{2}}_0(\Gamma)$, for $h$ small enough we get estimate (25). Inequality (17) then yields estimate (26). This proves the lemma. \qed
Lemma 8. Assume that assumption 1 holds. Assume in addition that $|\xi|^2 - \mu \neq 0$, $|\xi|^2 - (1 + m)\mu \neq 0$ for any $\xi$ and $x \in \overline{D}$, and $R_0(x, \xi') - \frac{1 + m}{2 + m}\mu \neq 0$ for any $\xi'$ and $x \in \Gamma$. Then for sufficiently small $h$

\[
|u_N|_{H^2(D)} \lesssim h^2 \|g\|_{L^2(D)} + h^2 \|\nabla g\|_{H^2(D)} + h^2 \|f\|_{L^2(D)} + h^2 \|v\|_{L^2(D)} + h^2 \|\|D\|\|_{L^2(D)} + h^2 \|D\|_{L^2(D)} + h^2 \|\|u\|\|_{L^2(D)} + h^2 \|\|u\|\|_{L^2(D)}.
\]

\[\text{Proof.}\] From equation (39) we have that

\[\text{Then a direct calculation (see the Calculation subsection 3.3) yields the lemma.}\]

Proof. From equation (23) we have

\[\text{Then a direct calculation (see the Calculation subsection 3.3) yields the lemma.}\]

Theorem 2. Assume that assumption 1 holds. Assume in addition that $|\xi|^2 - \mu \neq 0$, $|\xi|^2 - (1 + m)\mu \neq 0$ for any $\xi$ and $x \in \overline{D}$ and $R_0(x, \xi') - \frac{1 + m}{2 + m}\mu \neq 0$ for any $\xi'$ and $x \in \Gamma$. Then for sufficiently small $h$

\[
\|v\|_{L^2(D)} \lesssim h^2 \|g\|_{L^2(D)} + h^2 \|\nabla g\|_{H^2(D)} + h^2 \|f\|_{L^2(D)} + h^2 \|\|D\|\|_{L^2(D)} + h^2 \|\|u\|\|_{L^2(D)} + h^2 \|\|u\|\|_{L^2(D)}.
\]

\[\text{Proof.}\] From (39) we have that

\[\text{Then a direct calculation (see the Calculation subsection 3.3) yields the lemma.}\]

From (40) we have that

\[u_N = h^2(1 + m)f + h^2 \gamma Q \nabla g - h^2 \gamma (\frac{1}{i\mu}) \nabla h \div g + \frac{h}{\lambda_1 - \lambda_2} \gamma \nabla h \div g + \frac{h}{\rho_1 - \rho_2} \gamma \nabla h \div g + \frac{h}{\lambda_1 - \lambda_2} \gamma \nabla h \div g + \frac{h}{\rho_1 - \rho_2} \gamma \nabla h \div g + \frac{h}{\lambda_1 - \lambda_2} \gamma \nabla h \div g + \frac{h}{\rho_1 - \rho_2} \gamma \nabla h \div g.
\]

\[\text{From (40) we have that}\]

\[u_N = h^2(1 + m)f + h^2 \gamma Q \nabla g - h^2 \gamma (\frac{1}{i\mu}) \nabla h \div g + \frac{h}{\lambda_1 - \lambda_2} \gamma \nabla h \div g + \frac{h}{\rho_1 - \rho_2} \gamma \nabla h \div g + \frac{h}{\lambda_1 - \lambda_2} \gamma \nabla h \div g + \frac{h}{\rho_1 - \rho_2} \gamma \nabla h \div g + \frac{h}{\lambda_1 - \lambda_2} \gamma \nabla h \div g + \frac{h}{\rho_1 - \rho_2} \gamma \nabla h \div g.
\]

\[\text{From (40) we have that}\]

\[u_N = h^2(1 + m)f + h^2 \gamma Q \nabla g - h^2 \gamma (\frac{1}{i\mu}) \nabla h \div g + \frac{h}{\lambda_1 - \lambda_2} \gamma \nabla h \div g + \frac{h}{\rho_1 - \rho_2} \gamma \nabla h \div g + \frac{h}{\lambda_1 - \lambda_2} \gamma \nabla h \div g + \frac{h}{\rho_1 - \rho_2} \gamma \nabla h \div g + \frac{h}{\lambda_1 - \lambda_2} \gamma \nabla h \div g + \frac{h}{\rho_1 - \rho_2} \gamma \nabla h \div g.
\]
Combining the above with equation (28) yields
\[
\begin{align*}
&\text{op}(-\frac{m\rho_2(\rho_2 - \rho_1 + \lambda_2 - \lambda_1)}{(\lambda_1 - \lambda_2)(\lambda_1 - \rho_2)(\rho_1 - \rho_2)} + \frac{m(\rho_2\lambda_2 - \rho_1\lambda_1)}{(\lambda_1 - \lambda_2)(\rho_1 - \rho_2)})v \\
&= -h^{-2}\left(h\gamma\left(\frac{1}{\mu}G + h^\beta QmK\frac{1}{\mu}G + h^\beta Qm\frac{1}{\mu}G + h^\beta Q\mathcal{M}G\right)\right) \\
&- h^{-2}
\end{align*}
\]
Equation (30) follows from this.

In [29], the symbol is not zero and we can apply its parametrix to the above equation. Then
\[
|v|_{H^{\frac{3}{2}}(\Gamma)} \lesssim |\mathcal{S}_v|_{H^{\frac{3}{2}}(\Gamma)}.
\] (29)

Estimates (28) and (47) yields
\[
|J(v_T)|_{H^{\frac{3}{2}}(\Gamma)} \lesssim |v|_{H^{\frac{3}{2}}(\Gamma)} + |g_4|_{H^{\frac{3}{2}}(\Gamma)} = \lesssim h^{\frac{3}{2}}|v|_{L^2(D)} + h^{\frac{3}{2}}\|g_1\|_{L^2(D)} + h^{\frac{3}{2}}\|\text{div } g\|_{H^{\frac{1}{2}}(\Gamma)} + h|J(v_T)|_{H^{\frac{3}{2}}(\Gamma)} + |v|_{H^{\frac{3}{2}}(\Gamma)}.
\] (30)

Similarly, we have that
\[
\|v\|_{L^2(D)} \lesssim h^\frac{3}{2}\|g\|_{L^2(D)} + h^3\|\text{div } g\|_{H^{\frac{3}{2}}(\Gamma)} + \|f\|_{L^2(D)} + \|\text{div } ((1 + m)f)\|_{H^{\frac{1}{2}}(\Gamma)}.
\] (32)

From equation (18) we have that
\[
\|u\|_{H^{\frac{3}{2}}(\Gamma)} \lesssim h^\frac{3}{2}\|v\|_{L^2(D)} + h^3\|\text{div } g\|_{H^{\frac{3}{2}}(\Gamma)} + \|f\|_{L^2(D)} + \|\text{div } ((1 + m)f)\|_{H^{\frac{1}{2}}(\Gamma)}.
\]

From estimates (44) (27) (31) and (32) we have
\[
\|u\|_{H^{\frac{3}{2}}(\Gamma)} \lesssim h^\frac{3}{2}\|f\|_{L^2(D)} + h^3\|g\|_{L^2(D)} + h^3\|\text{div } g\|_{H^{\frac{3}{2}}(\Gamma)} + \|\text{div } ((1 + m)f)\|_{H^{\frac{1}{2}}(\Gamma)}.
\]

This completes the proof. \qed

### 3.3. Calculation

In this subsection, we will show the necessary calculations for subsection 3.2.

1. Calculation for Lemma 5

Taking the divergence of equation (8) and noticing that \( \lambda = \mu h^{-2} \) yields
\[
-\mu((1 + m)\text{div } u + \nabla m \cdot u) - h^2(\nabla m \cdot v + m\text{div } v) = h^2\text{div } ((1 + m)f).
\] (33)

Since \( \nabla m \) has compact support in \( D \) and \( |\xi|^2 - \mu \neq 0 \), estimate (6) yields
\[
\|\nabla m \cdot v\|_{L^2(D)} \lesssim h\|v\|_{L^2(D)} + h^2\|g\|_{L^2(D)} + h^3\|\text{div } g\|_{L^2(D)}.
\]
Therefore
\[
\|\text{div } u\|_{L^2(D)} \lesssim \|u\|_{L^2(D)} + h^3\|v\|_{L^2(D)} + h^2\|\text{div } v\|_{L^2(D)} + h^4\|g\|_{L^2(D)} + h^5\|\text{div } g\|_{L^2(D)}.
\] (34)

Since \(-\lambda \text{div } v = \text{div } g\), we have that
\[
\mu \text{div } v = -h^2 \text{div } g
\]
and therefore
\[
\|\text{div } v\|_{\text{H}^1(\Gamma)} \lesssim h^2\|\text{div } g\|_{\text{H}^1(\Gamma)}.\] (35)

Substituting (35) (with s=0) into (34) yields
\[
\|\text{div } u\|_{L^2(D)} \lesssim \|u\|_{L^2(D)} + h^3\|v\|_{L^2(D)} + h^4\|g\|_{L^2(D)} + h^5\|\text{div } g\|_{L^2(D)}
+ h^2\|\text{div } ((1 + m)r)\|_{L^2(D)}.
\] (36)

Notice that since \(\|f_N\|_{\text{H}^{-\frac{1}{2}}(\Gamma)} \lesssim \|f\|_{L^2(D)} + \|\text{div } f\|_{L^2(D)}\), then
\[
\|f_N\|_{\text{H}^{-\frac{1}{2}}(\Gamma)} \lesssim h^{-\frac{1}{2}} (\|f\|_{L^2(D)} + \|\text{div } f\|_{L^2(D)}).
\] (37)

From equation (14) and estimate (37) we have that
\[
\|u_N\|_{\text{H}^{\frac{1}{2}}(\Gamma)} \lesssim h^2\|v_N\|_{\text{H}^{\frac{1}{2}}(\Gamma)} + h^2\|f_N\|_{\text{H}^{\frac{1}{2}}(\Gamma)}
\lesssim h^2\|v_N\|_{\text{H}^{\frac{1}{2}}(\Gamma)} + h^2 \left(\|f\|_{L^2(D)} + \|\text{div } f\|_{L^2(D)}\right).
\] (38)

Plugging estimates (36) and (38) into (19) yields for \(h\) small enough
\[
\|u\|_{L^2(D)} \lesssim h^2\|v\|_{L^2(D)} + h^2\|f\|_{L^2(D)} + h^5\|g\|_{L^2(D)} + h^5\|\text{div } g\|_{L^2(D)}
+ h^2\|\text{div } f\|_{L^2(D)} + h^2\|v_N\|_{\text{H}^{\frac{1}{2}}(\Gamma)}.
\]

2. Calculation for Lemma 6

Calculation for Step 1

Taking the traces on the boundary \(\Gamma\) and using equations (.7)-(8) we have
\[
\gamma v = h^2\gamma K_{-M} v + h^2\gamma Q\frac{1}{i\mu} \nabla_h \text{div } g
+ \text{op}(\frac{1}{\rho_1 - \rho_2}) J(v_T) + \text{op}(\rho_1 \mu) \text{div } v + \text{hop}(r_2) J(v_T) + \text{hop}(r_1) v \tag{39}
\]
where \(\gamma\) is the trace operator on \(\Gamma\). Furthermore taking the normal component yields
\[
v_N = h^2\gamma N K_{-M} v + h^2\gamma N Q\frac{1}{i\mu} \nabla_h \text{div } g
+ \text{op}(\frac{1}{\rho_1 - \rho_2})(-\nu \text{div}_h v_T) + \text{op}(\rho_1 \mu) v_N + \text{hop}(r_2) J(v_T) + \text{hop}(r_1) v.
\]

Applying \(\text{op}(\rho_2 - \rho_1)\) to both sides yields equation (22).

Calculation for Step 2

Substituting equation (21) into equation (18) yields
\[
u = hK_{-M} u + h^3Q(mK_{-M} v) + h^4QmQ\frac{1}{i\mu} \nabla_h \text{div } g
+ h^2Q((1 + m)r) + \frac{h}{i}\text{op}(\nabla_h \text{div } u)
+ h^2Qm\frac{1}{i} J(v_T) \otimes \delta_{s=0} + \frac{h}{i} \nu \otimes D^h_s \delta_{s=0}
+ Q\left(\frac{h}{i} \nabla_{\Gamma}(u_N \cdot v) \otimes \delta_{s=0}\right) + Q\left(\frac{h}{i} u_N \otimes D^h_s \delta_{s=0}\right).
\]
Taking the traces on $\Gamma$ and using equations (9), (10) yields

$$
\mathbf{u}\big|_{\Gamma} = h\gamma K - M \mathbf{u} + h^3 \gamma Q (mK - M \mathbf{v}) + h^4 \gamma Q m \mathbf{g} - h^5 \gamma Q m \mathbf{g} \left( \frac{1}{\mu} \nabla_h \text{div} \mathbf{g} \right) \\
+ \ h^2 \gamma Q (1 + m) \mathbf{f} + \ h^1 \gamma Q (\nabla_h \text{div} \mathbf{u}) \\
+ \ h^2 \text{op} \left( \frac{m(\rho_2 - \rho_1 + \lambda_2 - \lambda_1)}{(\lambda_1 - \lambda_2)(\rho_1 - \rho_2)(\rho_1 - \rho_2)} \right) \mathbf{J} \big|_{\Gamma} \\
+ \ h^2 \text{op} \left( \frac{m(\rho_2 \lambda_2 - \rho_1 \lambda_1)}{(\lambda_1 - \lambda_2)(\rho_1 - \rho_2)(\rho_1 - \rho_2)} \right) \mathbf{v} \\
+ \ \text{op} \left( \frac{1}{\lambda_1 - \lambda_2} \nabla_h^2 (\mathbf{u}_N \cdot \nu) \right) + \ \text{op} \left( \frac{1}{\lambda_1 - \lambda_2} \mathbf{u}_N \right) \\
+ \ h^3 \text{op}(\nu) \mathbf{J} \big|_{\Gamma} + h^3 \text{op}(\nu) \mathbf{v} + \ h^3 \text{op}(\nu) \nabla_h^2 (\mathbf{u}_N \cdot \nu) + \ h^3 \text{op}(\nu) \mathbf{u}_N .
$$

(40)

Taking the normal component and noticing that $\nu \cdot \nabla_h^2 (\mathbf{u}_N \cdot \nu) = 0$ yields equation (23).

**Calculation for Step 4**

Applying estimates (4) and (11) gives

$$
|g_2|_{H^{1/2}_0(\Gamma)} \lesssim \ h^{1/2} \mathbf{u} \mathbf{L}^2(D) + \ h^{3/2} \mathbf{g} \mathbf{L}^2(D) + \ h^{5/2} \text{div} \mathbf{g} \mathbf{L}^2(D) + \ h^{1} \mathbf{f} \mathbf{L}^2(D) \\
+ \ h^{1} \text{div} \mathbf{u} \mathbf{L}^2(D) + \ h^{3} \mathbf{J} \big|_{\Gamma} \mathbf{H}^{1/2}_0(\Gamma) + \ h^{3} \mathbf{v} \mathbf{H}^{1/2}_0(\Gamma) + \ h |\mathbf{u}_N| \mathbf{H}^{-1/2}_0(\Gamma).
$$

From equation (14) $\mathbf{u}_N = -h^2 \frac{m}{\mu(1+m)} \mathbf{v}_N - h^2 \frac{\mu}{\mu} \mathbf{f}_N$, and therefore

$$
|g_2|_{H^{1/2}_0(\Gamma)} \lesssim \ h^{1/2} \mathbf{u} \mathbf{L}^2(D) + \ h^{3/2} \mathbf{g} \mathbf{L}^2(D) + \ h^{5/2} \text{div} \mathbf{g} \mathbf{L}^2(D) + \ h^{1} \mathbf{f} \mathbf{L}^2(D) \\
+ \ h^{1} \text{div} \mathbf{u} \mathbf{L}^2(D) + \ h^{3} \mathbf{J} \big|_{\Gamma} \mathbf{H}^{1/2}_0(\Gamma) + \ h^{3} \mathbf{v} \mathbf{H}^{1/2}_0(\Gamma) \\
+ \ h^{3} |\mathbf{v}_N| \mathbf{H}^{1/2}_0(\Gamma) + \ h^{3} |\mathbf{f}_N| \mathbf{H}^{1/2}_0(\Gamma).
$$

(41)

Applying estimates (4) and (11) yield

$$
|g_1|_{H^{1/2}_0(\Gamma)} \lesssim \ h^{1/2} \mathbf{v} \mathbf{L}^2(D) + \ h^{3/2} \mathbf{g} \mathbf{L}^2(D) + \ h^{5/2} \text{div} \mathbf{g} \mathbf{L}^2(D) \\
+ \ h |\mathbf{J} \big|_{\Gamma} \mathbf{H}^{1/2}_0(\Gamma) + \ h |\mathbf{v} \mathbf{H}^{1/2}_0(\Gamma) + \ h |\mathbf{v}_N| \mathbf{H}^{1/2}_0(\Gamma) + \ h \text{div} \mathbf{g} \mathbf{H}^{1/2}_0(\Gamma).
$$

Since $\mathbf{v}_N$ and $-\nu \text{div} \mathbf{g} \mathbf{v}_T$ are the normal components of $\mathbf{v}$ and $\mathbf{J}(\mathbf{v}_T)$ respectively, then

$$
|g_1|_{H^{1/2}_0(\Gamma)} \lesssim \ h^{1/2} \mathbf{v} \mathbf{L}^2(D) + \ h^{3/2} \mathbf{g} \mathbf{L}^2(D) + \ h^{5/2} \text{div} \mathbf{g} \mathbf{L}^2(D) \\
+ \ h |\mathbf{J} \big|_{\Gamma} \mathbf{H}^{1/2}_0(\Gamma) + \ h |\mathbf{v} \mathbf{H}^{1/2}_0(\Gamma).
$$

(42)

Then estimates (37), (41) and (42) yield for small enough $h$ that

$$
|\mathbf{v}_N|_{H^{1/2}_0(\Gamma)} \lesssim \ h^{1/2} |\mathbf{g}|_{L^2(D)} + \ h^{3/2} |\text{div} \mathbf{g}|_{L^2(D)} + \ h^{5/2} |\mathbf{f}|_{L^2(D)} + \ h^{1/2} |\mathbf{f}|_{L^2(D)} \\
+ \ h^{1/2} |\mathbf{v}|_{L^2(D)} + \ h^{3/2} |\mathbf{u}|_{L^2(D)} + \ h^{5/2} |\text{div} \mathbf{u}|_{L^2(D)} \\
+ \ h |\mathbf{J} \big|_{\Gamma} | \mathbf{H}^{1/2}_0(\Gamma) + \ h \gamma |\mathbf{v} | \mathbf{H}^{1/2}_0(\Gamma).
$$

3. Calculation for Lemma 8

From inequalities (4) and (11) one get

$$
|g_2|_{H^{1/2}_0(\Gamma)} \lesssim \ h^{1/2} |\mathbf{u}|_{L^2(D)} + \ h^{3/2} |\mathbf{v}|_{L^2(D)} + \ h^{3/2} |\mathbf{g}|_{L^2(D)} + \ h^{5/2} |\text{div} \mathbf{g}|_{L^2(D)} + \ h^{5/2} |\mathbf{f}|_{L^2(D)} \\
+ \ h \gamma Q \text{div} \mathbf{u} \mathbf{H}^{1/2}_0(\Gamma) + \ h^{3} |\mathbf{J} \big|_{\Gamma} | \mathbf{H}^{1/2}_0(\Gamma) + \ h^{3} |\mathbf{v} | \mathbf{H}^{1/2}_0(\Gamma) + \ h |\mathbf{u}_N| \mathbf{H}^{1/2}_0(\Gamma).
$$

(43)
This motivates us to derive an estimate for $|\gamma N Q \nabla_h \text{div} \mathbf{u}|_{H_{v,2}(\Gamma)}$. Since $\nabla m$ has compact support in $D$, then estimate (6) yields
\[
\|\nabla m \cdot \mathbf{v}\|_{\mathbf{H}_{v,2}(D)} \lesssim h \|\mathbf{v}\|_{L^2(D)} + h^2 \|\mathbf{g}\|_{L^2(D)} + h^3 \|\text{div} \mathbf{g}\|_{L^2(D)}
\]
and
\[
\|\nabla m \cdot \mathbf{u}\|_{\mathbf{H}_{v,2}(D)} \lesssim h \|\mathbf{u}\|_{L^2(D)} + h^2 \|\mathbf{v}\|_{L^2(D)} + h^2 \|\mathbf{f}\|_{L^2(D)} + h \|\text{div} \mathbf{u}\|_{L^2(D)}.
\]
From equation (33) and estimate (35) (with $s=1$) we have that for small $h$
\[
\|\text{div} \mathbf{u}\|_{\mathbf{H}_{v,2}(D)} \lesssim \|\nabla m \cdot \mathbf{u}\|_{\mathbf{H}_{v,2}(D)} + h^2 \|\nabla m \cdot \mathbf{v}\|_{\mathbf{H}_{v,2}(D)} + h^2 \|\text{div} \mathbf{v}\|_{\mathbf{H}_{v,2}(D)} + h^2 \|\text{div} ((1 + m) \mathbf{f})\|_{\mathbf{H}_{v,2}(D)} \lesssim h^2 \|\mathbf{v}\|_{L^2(D)} + h^4 \|\mathbf{g}\|_{L^2(D)} + h^4 \|\text{div} \mathbf{g}\|_{\mathbf{H}_{v,2}(D)} + h \|\mathbf{u}\|_{L^2(D)} + h^2 \|\text{div} ((1 + m) \mathbf{f})\|_{\mathbf{H}_{v,2}(D)} + h^2 \|\mathbf{f}\|_{L^2(D)}.
\]
From Lemma 13 and estimate (11) we have
\[
|\gamma N Q \nabla_h \text{div} \mathbf{u}|_{H_{v,2}^\frac{3}{2}(\Gamma)} \lesssim h^{-\frac{1}{2}} \|Q \nabla_h \text{div} \mathbf{u}\|_{\mathbf{H}_{v,2}(D)} \lesssim h^{-\frac{1}{2}} \|\text{div} \mathbf{u}\|_{\mathbf{H}_{v,2}(D)}.
\]
Combined with (44), this inequality gives
\[
|\gamma N Q \nabla_h \text{div} \mathbf{u}|_{H_{v,2}^\frac{3}{2}(\Gamma)} \lesssim h^2 \|\mathbf{v}\|_{L^2(D)} + h^2 \|\mathbf{g}\|_{L^2(D)} + h^2 \|\text{div} \mathbf{g}\|_{\mathbf{H}_{v,2}(D)} + h^2 \|\mathbf{u}\|_{L^2(D)} + h^2 \|\text{div} ((1 + m) \mathbf{f})\|_{\mathbf{H}_{v,2}(D)} + h^2 \|\mathbf{f}\|_{L^2(D)}.
\]
Substituting estimates (26) and (45) into (43) yields
\[
|g_2|_{H_{v,2}^\frac{3}{2}(\Gamma)} \lesssim h^2 \|\mathbf{u}\|_{L^2(D)} + h^2 \|\mathbf{v}\|_{L^2(D)} + h^2 \|\mathbf{g}\|_{L^2(D)} + h^2 \|\text{div} \mathbf{g}\|_{\mathbf{H}_{v,2}(D)} + h^2 \|\mathbf{f}\|_{L^2(D)} + h^2 \|\text{div} ((1 + m) \mathbf{f})\|_{\mathbf{H}_{v,2}(D)} + h \|\mathbf{u}_N\|_{H_{v,2}^\frac{1}{2}(\Gamma)}
\]
\[
\lesssim h^2 \|\mathbf{g}\|_{L^2(D)} + h^2 \|\text{div} \mathbf{g}\|_{\mathbf{H}_{v,2}(D)} + h^2 \|\mathbf{f}\|_{L^2(D)} + h^2 \|\text{div} ((1 + m) \mathbf{f})\|_{\mathbf{H}_{v,2}(D)} + h \|\mathbf{u}_N\|_{H_{v,2}^\frac{1}{2}(\Gamma)}.
\]
Combining estimates (42) (25) and (46) implies that
\[
|u_N|_{H_{v,2}^\frac{3}{2}(\Gamma)} \lesssim h^2 \|\mathbf{v}_N\|_{H_{v,2}^\frac{1}{2}(\Gamma)} + h^2 |g_1|_{H_{v,2}^\frac{1}{2}(\Gamma)} + |g_2|_{H_{v,2}^\frac{3}{2}(\Gamma)} \lesssim h^2 \|\mathbf{g}\|_{L^2(D)} + h^2 \|\text{div} \mathbf{g}\|_{\mathbf{H}_{v,2}(D)} + h^2 \|\mathbf{f}\|_{L^2(D)} + h^2 \|\mathbf{v}\|_{L^2(D)} + h^2 \|\mathbf{f}\|_{L^2(D)} + h^2 |\mathbf{v}_N|_{H_{v,2}^\frac{1}{2}(\Gamma)}.
\]
4. Calculation for Theorem 2
Applying estimates (4) and (11) gives
\[
|g_5|_{H_{v,2}^\frac{3}{2}(\Gamma)} \lesssim h^{-\frac{1}{2}} \|\mathbf{u}\|_{L^2(D)} + h^2 \|\mathbf{v}\|_{L^2(D)} + h^2 \|\mathbf{g}\|_{L^2(D)} + h^2 \|\text{div} \mathbf{g}\|_{L^2(D)} + h^{-\frac{1}{2}} \|\mathbf{f}\|_{L^2(D)}
\]
\[
+ h^{-1} |\gamma N Q \nabla_h \text{div} \mathbf{u}|_{H_{v,2}^\frac{3}{2}(\Gamma)} + h^{-2} |u_N|_{H_{v,2}^\frac{3}{2}(\Gamma)} + h |\mathbf{v}_N|_{H_{v,2}^\frac{3}{2}(\Gamma)} + h |\mathbf{v}_N|_{H_{v,2}^\frac{3}{2}(\Gamma)} + |g_4|_{H_{v,2}^\frac{3}{2}(\Gamma)}.
\]
Applying estimates (4) and (11) gives
\[
|g_4|_{H_{v,2}^\frac{3}{2}(\Gamma)} \lesssim h^2 \|\mathbf{v}\|_{L^2(D)} + h^2 \|\mathbf{g}\|_{L^2(D)} + h^2 \|\text{div} \mathbf{g}\|_{L^2(D)} + h^2 |\mathbf{v}_N|_{H_{v,2}^\frac{3}{2}(\Gamma)} + h |\mathbf{v}_N|_{H_{v,2}^\frac{3}{2}(\Gamma)} + h |\mathbf{v}_N|_{H_{v,2}^\frac{3}{2}(\Gamma)}.
\]
Combining estimates (26) (27) (29) (45) and (47) yields
\[
|v|_{H^s_{sc}(\Gamma)} \lesssim |g|_{H^s_{sc}(\Gamma)} \lesssim h^2 \|v\|_{L^2(D)} + \|g\|_{L^2(D)} + h^2 \|\text{div } g\|_{H^s_{sc}(D)} + h^{-\frac{s}{2}} \|f\|_{L^2(D)} + h^{-\frac{s}{2}} \|\text{div } f\|_{L^2(D)}
\]
\[
+ h^{-\frac{s}{2}} \|\text{div } (1 + m) f\|_{H^s_{sc}(D)} + h|J(\nu T)|_{H^s_{sc}(\Gamma)} + h|v|_{H^s_{sc}(\Gamma)}.
\]
Combining estimates (30) and (49) yields
\[
|v|_{H^s_{sc}(\Gamma)} + |J(\nu T)|_{H^s_{sc}(\Gamma)} \lesssim h^2 \|v\|_{L^2(D)} + \|g\|_{L^2(D)} + h^2 \|\text{div } g\|_{H^s_{sc}(D)} + h^{-\frac{s}{2}} \|f\|_{L^2(D)} + h^{-\frac{s}{2}} \|\text{div } f\|_{L^2(D)} + h^{-\frac{s}{2}} \|\text{div } (1 + m) f\|_{H^s_{sc}(D)} + h|J(\nu T)|_{H^s_{sc}(\Gamma)} + h|v|_{H^s_{sc}(\Gamma)}.
\]
Then for small enough \(h\) we have estimate (31).

3.4. A Second Regularity Result

In this section we study the regularity under the restriction that \(\text{div } ((1 + m) f) = 0\) and \(\text{div } g = 0\). The reason to consider this case is to obtain a regularizing effect of the operator \(R_z\). In particular, from equation (33), we see that \(\text{div } u\) has the same regularity as \(\text{div } ((1 + m) f)\) (with a similar situation for \(v\)) and therefore the regularizing effect does not hold in general. On the other hand, if the right hand side of equation (33) vanishes, then the regularity of \(\text{div } u\) is controlled by \(u\) and \(\nabla m \cdot v\). This allows us to obtain the desired regularity of \(u\).

**Theorem 3.** Assume that the hypothesis of Theorem 2 hold. If \(f \in H^1_{sc}(D)\), \(\text{div } ((1 + m) f) = 0\) and \(\text{div } g = 0\), then for sufficiently small \(h := \frac{1}{|\lambda|^2}\)
\[
|v|_{H^s_{sc}(D)} \lesssim h^2 \|g\|_{L^2(D)} + \|f\|_{H^s_{sc}(D)}\]
\[
|u|_{H^s_{sc}(D)} \lesssim h^4 \|g\|_{L^2(D)} + h^2 \|f\|_{H^s_{sc}(D)}\]
Moreover if \(f \in H^4_{sc}(D)\) and \(g \in H^2_{sc}(D)\), then for sufficiently small \(h := \frac{1}{|\lambda|^2}\)
\[
|v|_{H^s_{sc}(D)} \lesssim h^2 \|g\|_{H^s_{sc}(D)} + \|f\|_{H^s_{sc}(D)}\]
\[
|u|_{H^s_{sc}(D)} \lesssim h^4 \|g\|_{H^s_{sc}(D)} + h^2 \|f\|_{H^s_{sc}(D)}\]

**Proof.** We use similar arguments as in Section 3.2 and we shall only highlight here the differences. We first prove that \(v \in H^1_{sc}(D)\) and \(u \in H^2_{sc}(D)\) if \(v \in L^2(D)\) and \(u \in H^1_{sc}(D)\) for \(g \in L^2(D)\) and \(f \in H^1_{sc}(D)\), then we can prove \(v \in H^1_{sc}(D)\) and \(u \in H^1_{sc}(D)\).

1. (Similarly to Lemma 5) An a priori estimate for \(u\).
Since \(\text{div } ((1 + m) f) = 0\) and \(\text{div } g = 0\), Theorem 2 yields
\[
|u|_{H^2_{sc}(D)} \lesssim h^2 \|f\|_{L^2(D)} + h^4 \|g\|_{L^2(D)}.
\]
2. (Similarly to Lemma 6 and Lemma 7) An a priori estimate for \(v_N\).
The argument can also be divided into four steps. Steps 1, 2 and 3 follow exactly the same way as in Section 3.2. We shall only indicate the changes in step 4.

**Step 4.** From Step 4 of Lemma 6 we have that
\[
\text{op}(m((m + 2)R - (1 + m)\mu)) v_N = h^{-2}\text{op}(r_2)g_3 + \text{op}(r_1)v_N.
\]
Then
\[
|v_N|_{H^1_{sc}(\Gamma)} \lesssim h^{-2} |g_3|_{H^\frac{1}{2}(\Gamma)} + h |v_N|_{H^\frac{1}{2}(\Gamma)}
\]
and for $h$ small enough
\[ |v_N|_{H^{2,1} \cap H^1_{loc}(\Omega)} \lesssim h^{-2} |g_1|_{H^{2,1} \cap H^1_{loc}(\Omega)}. \]

Following the arguments in the proof of Lemma 6, the only difference is to replace estimate (37) by
\[ |f_N|_{H^{2,1} \cap H^1_{loc}(\Omega)} \lesssim h^{-2} \|f\|_{\mathcal{H}_{sc}^1(D)}. \]

Notice from (31) and Theorem 2 that
\[ |v|_{H^{2,1} \cap H^1_{loc}(\Omega)} \lesssim h^2 \|g\|_{L^2(D)} + h^{-2} \|f\|_{L^2(D)}. \]

This gives the following estimate (corresponding to estimate (20) in Section 3.2)
\[ |v_N|_{H^{2,1} \cap H^1_{loc}(\Omega)} \lesssim h^2 \|g\|_{L^2(D)} + h^{-2} \|f\|_{\mathcal{H}_{sc}^1(D)} + h^2 \|v\|_{L^2(D)} + h^{-2} \|u\|_{\mathcal{H}_{sc}^1(D)}. \]

Then Theorem 2 yields
\[ |v_N|_{H^{2,1} \cap H^1_{loc}(\Omega)} \lesssim h^2 \|g\|_{L^2(D)} + h^{-2} \|f\|_{\mathcal{H}_{sc}^1(D)}. \] (51)

3. (Similarly to Lemma 8) A priori estimate for $u_N$.

From Lemma 8 of Section 3.2
\[ \text{op}(\lambda_2) u_N = h^2 \text{op}(r_{-2}) (\text{op}(\rho_2) v_N + g_1) + h^2 \text{op}(r_{-1}) v_N + \text{op}(r_1) g_2 + \text{hop}(r_0) u_N. \]

Then for small enough $h$
\[ |u_N|_{H^{2,1} \cap H^1_{loc}(\Omega)} \lesssim h^2 |v_N|_{H^{2,1} \cap H^1_{loc}(\Omega)} + h^2 |g_1|_{H^{2,1} \cap H^1_{loc}(\Omega)} + |g_2|_{H^{2,1} \cap H^1_{loc}(\Omega)}. \]

As in estimate (43), we need to estimate $|\gamma_N \nabla h \text{div} u|_{H^{2,1} \cap H^1_{loc}(\Omega)}$. The argument here is different, since $\|\text{div} u\|_{\mathcal{H}_{sc}^1}$ can only be bounded by $\|v\|_{\mathcal{H}_{sc}^1}$ from equation (33). But $v$ is only in $L^2(D)$. However, from Lemma 14,
\[ |\gamma_N \nabla h \text{div} u|_{H^{2,1} \cap H^1_{loc}(\Omega)} \lesssim h^2 \|\text{div} u\|_{\mathcal{H}_{sc}^1(D)}. \]

Using estimate (51) and Theorem 2, direct calculations yield
\[ |u_N|_{H^{2,1} \cap H^1_{loc}(\Omega)} \lesssim h^2 \|g\|_{L^2(D)} + h^2 \|f\|_{\mathcal{H}_{sc}^1(D)} + h^2 \|v\|_{L^2(D)}. \]

From Theorem 2 and estimate (50) we now have that
\[ |u_N|_{H^{2,1} \cap H^1_{loc}(\Omega)} \lesssim h^2 \|g\|_{L^2(D)} + h^2 \|f\|_{\mathcal{H}_{sc}^1(D)}. \] (52)

4. New a priori estimates for $v$ and $u$.

As in Section 3.2, we have the following equation for $v$:
\[
\text{op}(\lambda_2 \rho_2 - \rho_1 + \lambda_2 - \lambda_1) + \text{op}(\lambda_1 - \lambda_2)(\lambda_1 - \rho_2)\rho_2 - \rho_1 - \rho_2) \nabla v = -h^{-2} \left( h\gamma K_{-M} u + h^3 \gamma Q(mK_{-M} v) + h^3 \gamma Q m \tilde{Q} g + h^2 \gamma Q (1 + m) f + \frac{h}{\gamma} Q \nabla h \text{div} u \right)
+ h^{-2} \text{op}(r_{-1}) \nabla v(u_N \cdot v) + h^{-2} \text{op}(r_0) u_N + \text{op}(r_{-3}) g_4 + \text{hop}(r_{-3}) f \text{div} v + \text{hop}(r_{-3}) v
:= g_5.
\]

Then, using estimate (52), we obtain
\[ |v|_{H^{2,1} \cap H^1_{loc}(\Omega)} + |J(v_T)|_{H^{2,1} \cap H^1_{loc}(\Omega)} \lesssim h^2 \|g\|_{L^2(D)} + h^{-2} \|f\|_{\mathcal{H}_{sc}^1(D)} + h^2 \|v\|_{L^2(D)}. \]
Therefore from equation (21) we can obtain
\[
\|v\|_{\mathcal{P}_{m}(D)} \lesssim h^2 \|g\|_{L^2(D)} + \|f\|_{\mathcal{P}_{m}(D)}.
\] (53)

Then from equation (18) we can obtain
\[
\|u\|_{\mathcal{P}_{m}(D)} \lesssim h^2 \|v\|_{\mathcal{P}_{m}(D)} + h^2 \|f\|_{\mathcal{P}_{m}(D)} + h \|\text{div} u\|_{\mathcal{P}_{m}(D)} + h^{\frac{1}{2}} |u_N|_{H^1(D)}.
\]

Since \(\nabla m\) has compact support in \(D\) and \(\text{div} ((1 + m)f) = 0\), then from equation (33) we have that
\[
\|\text{div} u\|_{\mathcal{P}_{m}(D)} \lesssim \|u\|_{\mathcal{P}_{m}(D)} + h^3 \|v\|_{\mathcal{P}_{m}(D)} + h^4 \|g\|_{L^2(D)}.
\]

Combining this inequality with (52) and (53) yields for small enough \(h\) that
\[
\|u\|_{\mathcal{P}_{m}(D)} \lesssim h^2 \|f\|_{\mathcal{P}_{m}(D)} + h^4 \|g\|_{L^2(D)}.
\]

We finally arrive at the following estimates
\[
\|v\|_{\mathcal{P}_{m}(D)} \lesssim h^2 \|g\|_{L^2(D)} + \|f\|_{\mathcal{P}_{m}(D)},
\]
\[
\|u\|_{\mathcal{P}_{m}(D)} \lesssim h^4 \|g\|_{L^2(D)} + h^2 \|f\|_{\mathcal{P}_{m}(D)}.
\]

5. We use a bootstrap argument to prove the results of the theorem by repeating the above arguments line by line. \(\square\)

4. The inverse of \(B_z\)

In this section we will show that \(B_z\) has a bounded inverse for some \(z\) with sufficiently large \(|z|\). We begin with the following. Recall that
\[
C(m) := \{\arg \frac{1}{n(x)} : x \in \Omega\}.
\]

Before we prove the main results in this section, we first make a connection between the set \(C(m)\) and the assumptions made in Theorem 2.

**Lemma 9.** If there exists \(\theta\) such that \(\theta \notin C(m) \cup \{0\} \cup \{\arg \left(\frac{n(x)+1}{n(x)}\right) : x \in \Gamma\}\), then \(\mu = e^{i\theta}\) satisfies the assumptions in Theorem 2, i.e. \(|\xi|^2 - \mu \neq 0\), \(|\xi|^2 - n(x)\mu \neq 0\) for any \(\xi\) and \(x \in \Omega\) and \(R_0(x, \xi') - \frac{n(x)}{1+n(x)} \mu \neq 0\) for any \(\xi'\) and \(x \in \Gamma\).

**Proof.** Assume on the contrary that there exists \(\xi \in \mathbb{R}^d\) such that
\[
\frac{1}{n(x)}|\xi|^2 - \mu = 0 \quad \text{or} \quad |\xi|^2 - \mu = 0 \quad \text{for some} \quad x \in \Omega
\]
or
\[
R_0(x, \xi') - \frac{n(x)}{1+n(x)} \mu = 0 \quad \text{for some} \quad x \in \Gamma.
\]

This implies \(\theta = \arg \mu \in C(m) \cup \{0\} \cup \{\arg \left(\frac{n(x)+1}{n(x)}\right) : x \in \Gamma\}\). This contradicts the assumption. Hence we have proved the lemma. \(\square\)

Now we are ready to prove the following.

**Theorem 4.** Assume that assumption 1 holds and that \(C(m) \cup \{0\} \cup \{\arg \left(\frac{n(x)+1}{n(x)}\right) : x \in \Gamma\} \neq [0, 2\pi[\).

Then there exists \(z\) with sufficiently large \(|z| > 0\) such that \(B_z\) has a bounded inverse \(R_z : F(D) \times G(D) \to U(D) \times V(D)\).
Proof. Since $C(m) \cup \{0\} \cup \{\arg \left( \frac{n(x)+1}{n(x)} \right) : x \in \Gamma \} \neq \{0,2\pi\}$, then from Lemma 9 there exists $\mu = e^{i\theta}$ satisfying the assumption of Theorem 2. Let $h > 0$ and define $z := \mu h^{-2}$. Let $B_\nu(u, v) = (f, g)$ where $(u, v) \in U(D) \times V(D)$. From Theorem 2, for a sufficiently small $h$, we have that

$$
||v||_{L^2(D)} \lesssim |z|^{-1}||g||_{L^2(D)} + |z|^{-\frac{3}{2}}||\text{div } g||_{L^2(D)} + ||f||_{L^2(D)} + ||\text{div } (1 + m) f||_{L^2(D)}
$$

and

$$
||u||_{L^2(D)} + |z|^{-\frac{1}{2}}||u||_{H^1(D)} + |z|^{-\frac{1}{2}}||u||_{H^1(D)} \lesssim |z|^{-1} \left( ||f||_{L^2(D)} + ||\text{div } (1 + m) f||_{L^2(D)} \right) + |z|^{-2}||g||_{L^2(D)} + |z|^{-\frac{5}{2}}||\text{div } g||_{L^2(D)}
$$

From (35) (with $s=1$), we have that

$$
||\text{div } v||_{H^1(D)} \lesssim |z|^{-1}||\text{div } g||_{H^1(D)}.
$$

Therefore $B_\nu$ is injective and has closed range in $F(D) \times G(D)$ (the latter follows from a Cauchy sequence argument).

Now we prove that $B_\nu$ has dense range. The argument will be divided into three steps.

Step 1: First we show that for any $(p^d, q^d) \in F(D) \times G(D)$ with $\text{div } (1 + m) p^d = 0$ and $\text{div } q^d = 0$, there exists $(u_1, v_1, t_1) \in U(D) \times V(D)$ such that

$$
B_\nu(u_1, v_1, t_1) \rightarrow (p^d, q^d) \quad \text{in} \quad F(D) \times G(D).
$$

Indeed assume that $(p^d, q^d) \in F(D) \times G(D)$ with $\text{div } (1 + m) p^d = 0$ and $\text{div } q^d = 0$ and that

$$(B_\nu(u, v), (p^d, q^d)) = 0, \quad \forall (u, v) \in U(D) \times V(D)$$

where $\langle \cdot, \cdot \rangle$ denotes the natural $F(D) \times G(D)$ inner product. It is sufficient to show that $p^d = 0$ and $q^d = 0$ to conclude the proof in this step. As $(p^d, q^d)$ satisfies $\text{div } (1 + m) p^d = 0$ and $\text{div } q^d = 0$, then the inner product reduces to the $L^2$ inner product. Letting $(u, v) \in C^\infty_0(D) \times C^\infty_0(D)$, one gets, with $\tilde{p} := p^d/(1 + m)$,

$$
\text{curl } \text{curl } \bar{q}^d - z \bar{q}^d - m \tilde{p} = 0 \quad \text{in } \ D
$$

$$
\text{curl } \text{curl } \tilde{p} - z(1 + m) \tilde{p} = 0 \quad \text{in } \ D
$$

in the distributional sense. We observe that $\text{curl } \text{curl } \bar{q}^d \in L^2(D)$ and therefore the tangential traces $\nu \times \text{curl } \bar{q}^d$ and $\nu \times \bar{q}^d$ are well defined in $H^{\frac{3}{2}}(\Gamma)$ and $H^{\frac{1}{2}}(\Gamma)$ respectively. Since $u \times \nu = 0$ and $\text{curl } u \times \nu = 0$ on $\Gamma$, then for all $\nu \in C^\infty(D)$ we have that

$$
\int_{\Gamma} (\nu \times \text{curl } \bar{q}^d) \cdot v \, ds = \int_{\Gamma} (\nu \times \text{curl } \tilde{q}^d) \cdot \tilde{q}^d \, ds = 0
$$

where the integrals are understood as duality products. Hence

$$
\nu \times \bar{q}^d = 0 \quad \text{and} \quad \nu \times \text{curl } \bar{q}^d = 0 \quad \text{on} \quad \Gamma
$$

(see for instance [19, Lemma 3.1]). Now let $p_1 = z \bar{q}^d - \tilde{p}$. Then one gets

$$
\text{curl } \text{curl } \bar{q}^d - z(1 + m) \bar{q}^d + m p_1 = 0 \quad \text{in } \ D
$$

$$
\text{curl } \text{curl } p_1 - z p_1 = 0 \quad \text{in } \ D.
$$

Now we want to apply Theorem 2 (one can check that we can relax the condition $\text{curl } q^d \in L^2(D)$ from the proof of Theorem 2) to $B_\nu(p_1, p_1)$. Since $z = \mu h^{-2}$ and $\mu$ satisfies the assumption in Theorem 2, we obtain $\bar{q}^d = 0$, $p_1 = 0$ which implies $p^d = 0$, $q^d = 0$. This proves the first part.

Step 2: We show that for any given $(p^e, q^e) \in F(D) \times G(D)$ with $\text{curl } p^e = 0$, $p^e \times \nu|_{\Gamma} = 0$ and $\text{curl } q^e = 0$, $q^e \times \nu|_{\Gamma} = 0$, there exists $(u_2, v_2, t_2)$ such that

$$
B_\nu(u_2, v_2, t_2) \rightarrow (p^e, q^e) \quad \text{in} \quad F(D) \times G(D).
$$
Assume
\[
\langle B_z(u, v), (p^e, q^e) \rangle = 0, \quad \forall (u, v) \in U(D) \times V(D).
\]
It is sufficient to show \( p^e = 0 \) and \( q^e = 0 \) to conclude the proof in this step. Indeed from \( \text{curl} \, p^c = 0 \), \( \text{div} \, ((1 + m)p^e) \in H^1(D) \) and \( p^e \times \nu|_\Gamma = 0 \), one gets \( p^c \in H^2(D) \) (see \cite{3}), then \( \text{curl} \, p^e = 0 \) implies \( p^c \in U(D) \). We obviously have \( q^c \in V(D) \). Then, letting \( u = p^c \) and \( v = 0 \), one gets
\[
\|p^c\|_{F(D)} = 0.
\]
This implies \( p^e = 0 \). Second, let \( v = q^c \) which implies
\[
\|q^c\|_{G(D)} = 0
\]
and therefore \( q^e = 0 \).

Step 3: Now we are ready to prove that \( B_z \) has dense range in \( F(D) \times G(D) \). Indeed let \( (p, q) \in F(D) \times G(D) \). By the Helmholtz decomposition (see for instance \cite{21}), there exist unique \( p^d \in L^2(D) \), \( p^c \in L^2(D) \) and \( q^d \in L^2(D) \), \( q^c \in L^2(D) \) such that
\[
p = p^d + p^c, \quad q = q^d + q^c.
\]
where
\[
\text{div} \, ((1 + m)p^d) = 0, \quad \text{curl} \, p^c = 0, \quad p^c \times \nu|_\Gamma = 0.
\]
\[
\text{div} \, q^d = 0, \quad \text{curl} \, q^c = 0, \quad q^c \times \nu|_\Gamma = 0.
\]
The existence of \( (p^d, p^c) \) is guaranteed by the strict positiveness of \( \Re(1 + m) \). As shown above, there exists \( (u_{1, \ell}, v_{1, \ell}) \in U(D) \times V(D) \) and \( (u_{2, \ell}, v_{2, \ell}) \in U(D) \times V(D) \) such that
\[
B_z(u_{1, \ell}, v_{1, \ell}) \rightarrow (p^d, q^d) \quad \text{in} \quad F(D) \times G(D)
\]
and
\[
B_z(u_{2, \ell}, v_{2, \ell}) \rightarrow (p^c, q^c) \quad \text{in} \quad F(D) \times G(D).
\]
Now let \( u_\ell = u_{1, \ell} + u_{2, \ell} \) and \( v_\ell = v_{1, \ell} + v_{2, \ell} \). Then
\[
B_z(u_\ell, v_\ell) \rightarrow (p^d + p^c, q^d + q^c) = (p, q)
\]
in \( F(D) \times G(D) \). Now we have proved that \( B_z \) has dense range in \( F(D) \times G(D) \). Since \( B_z \) is injective and has closed dense range in \( F(D) \times G(D) \), \( R_z := B_z^{-1} \) is well-defined. \( \square \)

5. Main results on transmission eigenvalues

We shall state and prove here the main results of our paper on the existence of transmission eigenvalues and the completeness of associated eigenvectors. The results of this section heavily rely on the regularity results obtained in section 3.

Let us first introduce the Helmholtz decomposition. The motivation for introducing Helmholtz decomposition is to get the desired compact imbedding (which will be proved to be a Hilbert-Schmidt operator) for Maxwell’s equations. For any \( u \in L^2(D) \) there exists a unique \( u^d \in L^2(D) \) and \( u^c \in L^2(D) \) such that
\[
u = u^d + u^c
\]
and
\[
\text{div} \, ((1 + m) u^d) = 0, \quad \text{curl} \, u^c = 0, \quad u^c \times \nu|_\Gamma = 0.
\]
This is guaranteed by the strict positiveness of \( \Re(1 + m) \) (see for instance \cite{21}). We now define \( P^d \) as the projection operator in \( L^2(D) \times L^2(D) \) defined by
\[
P^d(u, v) = \langle u^d, v \rangle
\]
where $u^d$ is defined by (60).

For $z$ chosen as in Theorem 4, we now consider the operator

$$S_z := P^d R_z : H(D) \to H(D)$$

with

$$H(D) := \{ u \in U(D); \text{div}\ ((1 + m) u) = 0 \} \times \{ v \in L^2(D); \text{div}\ v = 0 \}.$$

Since $H(D)$ is a subspace of $H^2(D) \times G$, we also get from Theorem 3 that $S_z^2$ continuously map $H(D)$ into $H^2(D) \times H^4(D)$. Observing that the $H^2(D) \times L^2(D)$ norm is an equivalent norm in $H(D)$, we have from [29, Lemma 4.1] (see also [1]) that $S_z^2 : H(D) \to H(D)$ is a Hilbert-Schmidt operator.

We shall now apply Agmon’s theory on the spectrum of Hilbert-Schmidt operators in [1] to get the desired main results. More specifically we shall apply the result of the following lemma that is a direct consequence of Proposition 4.2 and the proof of Theorem 5 in [29].

**Lemma 10.** Let $H$ be a Hilbert space and $S$ be a bounded linear operator from $H$ to $H$. If $\lambda^{-1}$ is in the resolvent of $S$, define

$$(S)_{\lambda} = S(I - \lambda S)^{-1}.$$

Assume $S^p : H \to H$ is a Hilbert-Schmidt operator for some $p \geq 2$. For the operator $S$, assume there exists $N$ rays with bounded growth where the angle between any two adjacent rays is less that $\frac{\pi}{N}$; more precisely assume there exist $0 \leq \theta_1 < \theta_2 < \cdots < \theta_N < 2\pi$ such that $\theta_k - \theta_{k-1} < \frac{\pi}{N}$ for $k = 2, \ldots, N$ and $2\pi - \theta_N + \theta_1 < \frac{\pi}{N}$ satisfying the condition that there exists $r_0 > 0, c > 0$ such that $\sup_{r \geq r_0} \| (S)_{r\theta_k} \| \leq c$ for $k = 1, \ldots, N$. Then the space spanned by the nonzero generalized eigenfunctions of $S$ is dense in the closure of the range of $S^p$.

We shall first apply this lemma to the operator $S_z$, then deduce the spectral decomposition of the operator $B_z$ and the main result on transmission eigenvalues. In order to prove the existence of rays with bounded growth we need the following two lemmas on $(R_z)_{\lambda}$ which will be used in the proof of Theorem 5.

**Lemma 11.** Let $z \in \mathbb{C}$ such $R_z = B_z^{-1}$ is well defined as in Theorem 4. Then one has the following identities:

$$P^d R_z P^d B_z = I, \quad P^d B_z P^d R_z = I,$$

where $I$ is the identity operator on $H(D)$.

**Proof.** On one hand, for any $(f^d, g) \in H(D)$, let $(u, v) = R_z (f^d, g)$, then

$$\begin{align*}
\text{curl} \text{curl} u - z(1 + m) u - m v &= (1 + m) f^d \quad \text{in } D \\
\text{curl} \text{curl} v - z v &= g \quad \text{in } D
\end{align*}$$

Let $(u^d, v) = P^d (u, v)$, then

$$\begin{align*}
\text{curl} \text{curl} u^d - z(1 + m) u^d - m v &= (1 + m) f^d + z(1 + m) u^c \quad \text{in } D \\
\text{curl} \text{curl} v - z v &= g \quad \text{in } D
\end{align*}$$

This implies that

$$P^d B_z P^d R_z (f^d, g) = P^d B_z P^d (u, v) = P^d B_z (u^d, v) = P^d (f^d + z u^c, g) = (f^d, g).$$

On the other hand, for any $(u^d, v) \in H(D)$, let $(f, g) = B_z (u^d, v)$, then

$$\begin{align*}
\text{curl} \text{curl} u^d - z(1 + m) u^d - m v &= (1 + m) f \quad \text{in } D \\
\text{curl} \text{curl} v - z v &= g \quad \text{in } D
\end{align*}$$

This implies that

$$\begin{align*}
\text{curl} \text{curl} (u^d + \frac{1}{2} f^c) - z(1 + m)(u^d + \frac{1}{2} f^c) - m v &= (1 + m) f^d \quad \text{in } D \\
\text{curl} \text{curl} v - z v &= g \quad \text{in } D
\end{align*}$$
Therefore
\[ P^d R_z P^d B_z(u^d, v) = P^d R_z (f^d, g) = P^d (u^d + \frac{1}{z} f^d, v) = (u^d, v). \]

Hence we have proved the lemma. \(\square\)

We now have the following expression for \((S_z)_\lambda\).

**Lemma 12.** Let \(\lambda \in \mathbb{C}\) and assume that \(R_{z+\lambda} = B^{-1}_{z+\lambda}\) is well defined. Then \((S_z)_\lambda = P^d R_{z+\lambda}\).

**Proof.** By definition, \((S_z)_\lambda = P^d R_z (I - \lambda P^d R_z)^{-1}\). From Lemma 11 and the fact that \(P^d I = I\) where \(I\) is the identity operator on \(H(D)\), we have that
\[
(S_z)_\lambda = P^d R_z (I - \lambda P^d R_z)^{-1} = P^d R_z (P^d B_z P^d R_z - \lambda P^d R_z)^{-1} = P^d R_z (P^d B_z - \lambda I) P^d R_z)^{-1} = P^d R_z (P^d B_{z+\lambda} P^d R_z)^{-1} = P^d R_{z+\lambda}.
\]

where for the last equality we used that \(P^d R_{z+\lambda} P^d B_{z+\lambda} = I\). \(\square\)

We are now in position to prove the following result on the spectral decomposition of \(S_z\).

**Theorem 5.** Assume that Assumption 1 holds and assume that \(C(m)\) is contained in an interval of length \(\frac{\pi}{4}\). Then there are infinitely many eigenvalues of \(S_z\) and the associated generalized eigenfunctions are dense in \(\{u \in U(D) : \text{div} ((1 + m) u) = 0\} \times \{v \in V(D) : \text{div} v = 0\}\).

**Proof.** We prove the theorem in two steps.

**Step 1.** We shall apply Lemma 10 with \(S = S_z\), \(H = H(D)\) and \(p = 2\). Since \(C(m)\) is contained in an interval of length \(\frac{\pi}{4}\), then we can choose \(0 \leq \theta_1 < \theta_2 < \cdots < \theta_N < 2\pi\) such that (recall that since \(n\) is a constant on \(\Gamma\), then \(\{\arg\left(\frac{n(x) + 1}{n(x)}\right) : x \in \Gamma\}\) is a fixed angle)
\[
\theta_k - \theta_{k-1} < \frac{\pi}{4}\]

for \(k = 2, \cdots, N\) and \(2\pi - \theta_N + \theta_1 < \frac{\pi}{4}\) satisfying
\[
\theta_j \notin C(m) \cup \{0\} \cup \{\arg\left(\frac{n(x) + 1}{n(x)}\right) : x \in \Gamma\}.
\]

From Lemma 9 and Theorem 4, \(R_{r e^{i \theta_k}}\) is well-defined as the bounded inverse of \(B_{r e^{i \theta_k}}\). Moreover \(R_{r e^{i \theta_k}}\) is uniformly bounded with respect to \(r\) because of the estimates (54), (55) and (56). Now for sufficiently large \(r > 0\), the angle of \(z + r e^{i \theta_k}\) is sufficiently close to \(r e^{i \theta_k}\). Therefore \(R_{z + r e^{i \theta_k}}\) is also uniformly bounded with respect to \(r\). Hence there exist \(r_0\) such that
\[
\sup_{r \geq r_0} \|R_{z + r e^{i \theta_k}}\| \leq c.
\]

From Lemma 12 we have that
\[
S_{r e^{i \theta_k}} = (S_z)_{r e^{i \theta_k}} = P^d R_{z + r e^{i \theta_k}}.
\]

Therefore
\[
\sup_{r \geq r_0} \|S_{r e^{i \theta_k}}\| \leq c.
\]

Now we have found directions \(\theta_j\) as required in Lemma 10 for which the bounded growth conditions are satisfied.

**Step 2.** It only remains to prove that the closure of the range of \(S_z^2\) is dense in \(\{u \in U : \text{div} ((1 + m) u) = 0\} \times \{v \in V : \text{div} v = 0\}\). By a denseness argument, it is sufficient to show that the closure of the range of \(S_z\) is \(\{u \in U(D) : \text{div} ((1 + m) u) = 0\} \times \{v \in V(D) : \text{div} v = 0\}\). Indeed for
\((u, v) \in \{u \in U(D) : \text{div } ((1 + m)u) = 0\} \times \{v \in V(D) : \text{div } v = 0\}\), we define \(p \in H_0^1(D)\) such that
\[
-z\text{div } [(1 + m)\nabla p] = \nabla m \cdot v
\]
Since \(\text{curl } \nabla p = 0\), \(\text{div } \nabla p \in L^2(D)\) and \(v \times \nabla p = 0\) then \(\nabla p \in H^1(D)\) (see for instance [3]), the same argument yields again \(\nabla p \in H^2(D)\) since \(\text{div } [(1 + m)\nabla p] \in H^1(D)\) (this come from the fact that \(\nabla m\) has compact support in \(D\) and \(v\) is regular on that support by elliptic regularity).

Let \(u^* = u + \nabla p\). Then we have \((u^*, v) \in U(D) \times V(D)\) and \(P^d(u^*, v) = (u, v)\). Moreover by a direct calculation we have that
\[
\text{div } (-z(1 + m)u^* - mv) = 0.
\]
Now define \((f, g) = B_z(u^*, v)\). Then
\[
(f, g) \in \{f \in F(D) : \text{div } ((1 + m)f) = 0\} \times \{g \in G(D) : \text{div } g = 0\}.
\]
Let \((f_\ell, g_\ell) \in F(D) \times G(D)\) be a Cauchy sequence such that
\[
(f_\ell, g_\ell) \to (f, g)
\]
in the space \(F(D) \times G(D)\). Since \(R_z\) is bounded, we have that
\[
R_z(f_\ell, g_\ell) \to R_z(f, g) = (u^*, v) \quad \text{in } U(D) \times V(D).
\]
Therefore
\[
S_z(f_\ell, g_\ell) = P^dR_z(f_\ell, g_\ell) \to P^d(u^*, v) = (u, v)
\]
in \(\{u \in U(D) : \text{div } ((1 + m)u) = 0\} \times \{v \in V(D) : \text{div } v = 0\}\). This proves the theorem.

Now we relate the transmission eigenvalues to the operator \(B_z\).

**Theorem 6.** The number \(k\) and \((u, v) \in U(D) \times \{v \in V(D) : \text{div } v = 0\}\) are a transmission eigenvalue and a non trivial solution of (5)-(6) respectively if and only if \(\mu^{-1} = k^2 - z\) and \(P^d(u, v)\) are respectively an eigenvalue and an eigenvector of \(S_z\).

**Proof.** First we show that for each eigenvalue \(\mu^{-1}\) of \(S_z\) we can find a transmission eigenvalue \(k\) and non trivial solution of (5)-(6). Indeed, suppose \((u^d, v) \in H(D)\) is such that
\[
P^dB_z^{-1}(u^d, v) = \mu^{-1}(u^d, v).
\]
Since \(B_z^{-1}\) is well-defined, \((\tilde{u}, \tilde{v}) := \mu B_z^{-1}(u^d, v)\) satisfies
\[
\text{curl } \text{curl } \tilde{u} - z(1 + m)\tilde{u} - mv = \mu(1 + m)u^d \quad \text{in } D
\]
\[
\text{curl } \text{curl } \tilde{v} - z\tilde{v} = \mu v \quad \text{in } D.
\]
Define \(\tilde{u}^d\) such that \((\tilde{u}^d, \tilde{v}) = P^d(\tilde{u}, \tilde{v})\). Then, equation (61) yields
\[
\tilde{u}^d = u^d, \quad \tilde{v} = v.
\]
Now set
\[
u = \tilde{u}^d + \frac{z}{\mu + z}) \tilde{u}^d + \frac{z}{\mu + z}\tilde{u}^d,
\]
where \(\tilde{u}^d = \tilde{u} - \tilde{u}^d\). Then a direct calculation yields
\[
\text{curl } \text{curl } u - (z + \mu)(1 + m)u - mv = 0 \quad \text{in } D
\]
\[
\text{curl } \text{curl } v - (z + \mu)v = 0 \quad \text{in } D.
\]
The definition of \(u\) and (60) ensures that \(\gamma_u u = 0\) and \(\gamma_v \text{curl } u = 0\) on \(\Gamma\) and that \((u, v)\) are non trivial solutions of (5)-(6) with \(k := \sqrt{z + \mu}\) (with appropriate branch).

The converse is easily seen by reversing the above arguments and defining \((u^d, v) = P^d(u, v)\). This completes the proof.

Note that since \(S_z^2\) is a Hilbert-Schmidt operator then the reciprocal of the eigenvalues form a discrete set without finite accumulation points. We therefore can summarize the results on transmission eigenvalues in Theorem 1.
Let $\alpha$ denote the commutator of two semiclassical pseudo-differential operators as $\sum \parallel \cdot \parallel$ with the norm $\parallel \cdot \parallel$. For an open bounded manifold $\mathcal{M}$ we think that the (simpler) approach in [32] would be feasible.

### 6. Appendix

We introduce a small parameter $h$. We define $D_{xj}^h = \frac{h}{i} \frac{\partial}{\partial x_j}$. Similar notations hold for $\nabla_h, \frac{\partial}{\partial x_j}$. For an open bounded manifold $\mathcal{M}$ in $\mathbb{R}^3$ we introduce the semiclassical Sobolev spaces $\mathbb{H}_{\text{sc}}^s(\mathcal{M})$ equipped with the norm $\parallel \cdot \parallel$. We refer to [2] and [34] for details. By $a \lesssim b$ we mean that $a \leq Cb$ for some independent constant $C$.

**Definition 3.** Let $a(x, \xi)$ be in $C^\infty(\mathbb{R}^{2d})$, we say $a$ is a symbol of order $m$, denoted as $a \in S^m$, if

$$|\partial_x^\alpha \partial_\xi^\beta a(x, \xi)| \leq C_{\alpha\beta}(\xi)^{m-|\beta|}$$

for all $\alpha$ and $\beta$ where $(\xi) := (1 + |\xi|^2)^{\frac{1}{2}}$. For $a \in S^m$ we define the semiclassical operator $Op_{h}(a)$ by $Op_{h}(a)u = \frac{1}{(2\pi)^d} \int e^{i\xi \cdot x} a(x, h\xi) \tilde{u}(\xi) d\xi$ and we define the class of such operators as $Op_{h}S^m$.

In particular we need the following results from [29]. Let $x = (x', x_n)$ and $\xi = (\xi', \xi_n)$ where $(x, \xi)$ is the local coordinate in the cotangent bundle $T^*(\Gamma \times (0, \varepsilon))$ and $(x', \xi')$ is the local coordinate in the cotangent bundle $T\Gamma$.

For the case that $-h^2 \Delta - \mu$ is elliptic with the symbol $|\xi|^2 - \mu \neq 0$ for any $\xi$ and $x \in \overline{\mathcal{D}}$, we have in the tubular neighborhood of $\Gamma$ the semiclassical symbol of $-h^2 \Delta - \mu$

$$\xi_n^2 + 2hH(x)\frac{1}{i}\xi_n + R(x, \xi') - \mu$$

where $H(x)$ is a smooth function depending on $x$. We denote by $R_0(x, \xi')$ the principal semiclassical symbol of $R(x, \xi')$. Moreover we can have

$$\xi_n^2 + R(x, \xi') - \mu = (\xi_n - \rho_1(x, \xi'))(\xi_n - \rho_2(x, \xi'))$$

where $\rho_1$ and $\rho_2$ are symbols of order 1 with $\Im(\rho_1) > 0$ and $\Im(\rho_2) < 0$.

For the case that $-h^2 \Delta - \mu(1 + m)$ is elliptic with the symbol $|\xi|^2 - \mu(1 + m) \neq 0$ for any $\xi$ and $x \in \overline{\mathcal{D}}$ we have similarly

$$\xi_n^2 + R(x, \xi') - \mu(1 + m) = (\xi_n - \lambda_1(x, \xi'))(\xi_n - \lambda_2(x, \xi'))$$

where $\lambda_1$ and $\lambda_2$ are symbols of order 1 with $\Im(\lambda_1) > 0$ and $\Im(\lambda_2) < 0$.

Also we will use frequently that if the symbol $|\xi|^2 - \mu(1 + m) \neq 0$ for all $\xi$ and $x \in \overline{\mathcal{D}}$, then the parametrix $Q$ of $-h^2 \Delta - \mu(1 + m)$ exists where $Q(-h^2 \Delta - \mu(1 + m)) = I$.  

### 5.1. Discussion

The assumption that the refraction index $n$ is constant near the boundary (Assumption 1) is in fact only needed in Section 3 to establish desired regularity results. The arguments of Section 4 and Section 5 are still valid for non constant $n$ if the regularity result holds. Relaxing Assumption 1 is part of an ongoing project where we think that the (simpler) approach in [32] would be feasible.
modulo a smoothing operator. The following holds
\[ \| (Qf)_{1D} \|_{\mathcal{P}^{s+2}(D)} \lesssim \| f \|_{\mathcal{P}^s(D)} \] (4.4)
for any \( f \in \mathcal{P}^s(D) \) with \( s \geq 0 \). The same holds true for the parametrix \( \tilde{Q} \) of \(-h^2 \Delta - \mu\). Also we have
\[ \| (Q(\psi \circ (D^h_\nu)^k \delta_{s=0}))_{1D} \|_{\mathcal{P}^{s+k+\frac{2}{\gamma}}(D)} \lesssim h^{-\frac{1}{2}} \| \psi \|_{\mathcal{P}^s(\gamma)} \] (5.5)
where \( s - k + \frac{2}{\gamma} \geq 0 \).
Moreover if \(-h^2 \Delta \nu - \mu \nu = h^2 g\) in \( D \) and \( |\xi|^2 - \mu \neq 0 \) then
\[ \| v \|_{\mathcal{P}^{s+1}(D,N)} \lesssim h \| v \|_{\mathcal{P}^s(D)} + h^2 \| g \|_{\mathcal{P}^{max(s-1,0)}(D)} \] (6.6)
for \( s \geq 0 \) when the right hand side makes sense.

Next we introduce \( \text{op}(r_M) \) as the semiclassical pseudo-differential operator of order \( M \) on \( \Gamma \). We have that
\[ \gamma Q_{\Gamma}^{h \psi \circ D^h_\nu \delta_{s=0}} = \text{op}(\frac{\rho_1}{\rho_1 - \rho_2}) \psi + \text{hop}(r_{-1}) \psi \] (7.7)
\[ \gamma Q_{\Gamma}^{h \psi \circ \delta_{s=0}} = \text{op}(\frac{1}{\rho_1 - \rho_2}) \psi + \text{hop}(r_{-2}) \psi \] (8.8)
\[ \gamma Q_{\Gamma}^{h \psi \circ D^h_\nu \delta_{s=0}} = \text{op}(\frac{m(\rho_2 - \rho_1 + \lambda_2 - \lambda_1)}{(\lambda_1 - \lambda_2)(\lambda_1 - \rho_2)(\rho_1 - \lambda_2)(\rho_1 - \rho_2)}) \psi + \text{hop}(r_{-3}) \psi \] (9.9)
\[ \gamma Q_{\Gamma}^{h \psi \circ \delta_{s=0}} = \text{op}(\frac{m(\rho_2 \lambda_2 - \rho_1 \lambda_1)}{(\lambda_1 - \lambda_2)(\lambda_1 - \rho_2)(\rho_1 - \lambda_2)(\rho_1 - \rho_2)}) \psi + \text{hop}(r_{-4}) \psi \] (10.10)
where \( \psi \) is a distribution on the boundary.

In the framework of semiclassical norms, the trace formula reads
\[ |\gamma u|_{H^{-\frac{1}{2}}_sc(\Gamma)} \lesssim h^{-\frac{1}{2}} \| u \|_{\mathcal{P}^s(D)} \] (11.11)
for \( s > \frac{1}{2} \).

Moreover we need the following two lemmas.

**Lemma 13.** Assume \( u \in H^s(D) \). Then for \( s \geq 0 \)
\[ \| \nabla h u \|_{\mathcal{P}^{s+1}(D)} \lesssim \| u \|_{\mathcal{P}^s(D)}. \]

**Proof.** If \( s = 0 \), then this is a consequence of the mapping properties of semiclassical pseudo-differential operators on \( L^2(\mathbb{R}^d) \). Now assume \( s \geq 1 \). From classical jump relations (c.f. [26])
\[ \nabla h u = \nabla h u + (\nu - u) \delta_{s=0}. \]
Then
\[ \| \nabla h u \|_{\mathcal{P}^{s+1}(D)} \lesssim \| \nabla h u \|_{\mathcal{P}^{s+1}(D)} + \| \nabla (\frac{h}{\nu} u \circ \delta_{s=0}) \|_{\mathcal{P}^{s+1}(D)}. \]
From the estimates (5.5) and (11.11) we have that
\[ \| \nabla (\frac{h}{\nu} u \circ \delta_{s=0}) \|_{\mathcal{P}^{s+1}(D)} \lesssim \| u \|_{\mathcal{P}^s(D)}. \]
Noting that \( s \geq 1 \), we can proceed to have
\[ \| \nabla h u \|_{\mathcal{P}^{s+1}(D)} \lesssim \| \nabla h u \|_{\mathcal{P}^s(D)} \lesssim \| u \|_{\mathcal{P}^s(D)}. \]
This completes our proof. \( \square \)
Lemma 14. Assume $f \in H^1(D)$ and $f = 0$ in the neighborhood $N$ of the boundary $\Gamma$. Then for $f \in \overline{H}^1(D)$ and small enough $h$

$$|\gamma Q \nabla_h f|_{H^{\frac{1}{2}}(\Gamma)} \lesssim h^\frac{1}{2} \| f \|_{\Pi^+_c(D)}.$$  \hfill (1.12)

Proof. Note that if $f = 0$ in $N$, then $f \in H^1_{sc}(\mathbb{R}^3)$ and $f \in H^1(\mathbb{R}^3)$. Let $u \in H^1_{sc}(\mathbb{R}^3)$ satisfy

$$-h^2 \Delta u - \mu(1 + m) u = \nabla_h f.$$  

Then $u = Q \nabla_h f + hK_{-M} u$ for sufficiently large $M > 0$. Let $\chi \in C^\infty(\mathbb{R}^3)$ be supported in $N = \{ x : x = y + su(y), y \in \Gamma, -\epsilon \leq s < \epsilon \}$ with sufficiently small $\epsilon > 0$ such that $\chi \nabla_h f = 0$, and $\chi = 1$ on $\Gamma$. Then we have

$$\| \chi \nabla_h f \|_{H^{\frac{1}{2}}(\mathbb{R}^3)} \leq \| \chi u \|_{H^{\frac{1}{2}}(\mathbb{R}^3)} + h \| u \|_{H^{\frac{1}{2}}(\mathbb{R}^3)}.$$  \hfill (1.13)

Since $\chi \nabla_h f = 0$ then

$$-h^2 \Delta (\chi u) - \mu(1 + m) u = \chi \nabla_h f - hK_1 u = -hK_1 u$$

where $K_1$ is a differential operator of order 1. Therefore

$$\| \chi u \|_{H^{\frac{1}{2}}(\mathbb{R}^3)} \lesssim h \| u \|_{H^{\frac{1}{2}}(\mathbb{R}^3)}.$$  

Then estimate (1.13) yields

$$\| \chi \nabla_h f \|_{H^{\frac{1}{2}}(\mathbb{R}^3)} \lesssim h \| f \|_{\Pi^+_c(D)}.$$  

Recall that $u = Q \nabla_h f + hK_{-M} u$. Then for $h$ small enough

$$\| u \|_{H^{\frac{1}{2}}(\mathbb{R}^3)} \lesssim \| f \|_{\Pi^+_c(D)};$$

and therefore

$$\| \chi \nabla_h f \|_{H^{\frac{1}{2}}(\mathbb{R}^3)} \lesssim h \| f \|_{\Pi^+_c(D)}.$$  

From the inequality (1.11) we have that

$$|\gamma Q \nabla_h f|_{H^{\frac{1}{2}}(\Gamma)} = |\gamma (\chi Q \nabla_h f)|_{H^{\frac{1}{2}}(\Gamma)} \lesssim h^\frac{1}{2} \| f \|_{\Pi^+_c(D)}.$$  

This completes the proof. \hfill \Box
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