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Abstract
Quantifying links between ecological processes and adaptation dynamics in natura remains a crucial challenge. Many studies have documented the strength, form and direction of selection, and its variations in space and time, but only a few managed to link these variations to their proximal causes. This step is, however, crucial, if we are to understand how the variation in selective pressure affects adaptive allele dynamics in natural settings. We used data from a long-term survey (about 30 years) monitoring the adaptation to insecticides of Culex pipiens mosquitoes in Montpellier area (France), focusing on three resistance alleles of the Ester locus. We used a population genetics model taking temporal and spatial variations in selective pressure into account, to assess the quantitative relationships between variations in the proximal agent of selection (amounts of insecticide sprayed) and the fitness of resistance alleles. The response to variations in selective pressure was fast, and the alleles displayed different fitness-to-environment relationships: the analyses revealed that even slight changes in insecticide doses could induce changes in the strength and direction of selection, thus changing the fitness ranking of the adaptive alleles. They also revealed that selective pressures other than the insecticides used for mosquito control affected the resistance allele dynamics. These fitness-to-environment relationships, fast responses and continuous evolution limit our ability to predict the outcome of adaptive allele dynamics in a changing environment, but they clearly contribute to the maintenance of polymorphism in natural populations. Our study also emphasizes the necessity of long-term surveys in evolutionary ecology.
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Introduction
Determining how selective pressures shape the adaptive response of organisms in natura has been a crucial challenge for 150 years and remains so today (Lewontin 1974; Endler 1986; Siepielski et al. 2009; Barrett & Hoekstra 2011). One of the principal difficulties involved is the measurement of fitness in the field. Natural selection has been thoroughly investigated at phenotypic level, particularly since the development of multivariate methods (Lande & Arnold 1983). Many studies have documented the strength, form and direction of selection (Conner 2001; Kingsolver et al. 2001; Hereford et al. 2004) and its variation over space (reviewed in Kawecki & Ebert 2004; Siepielski et al. 2013) and time (reviewed in Siepielski et al. 2009, 2011; Bell 2010; but see also Morissey & Hadfield 2012). The interpretation of these variations is hindered by a series of well-known issues (Mitchell-Olds & Shaw 1987; Rausher...
1992; Bell 2008; Millstein 2008; Gallet et al. 2012; Lenormand et al. 2015), including the impact of drift, measurement error and trait plasticity. Another major problem is that natural selection can vary at different spatial and temporal scales. However, not all variations are relevant: for example, variations in selection over periods shorter than the generation time (e.g. between life stages, Schluter et al. 1991; seasons, Benkman & Miller 1996; or years for longer lived species, Schemske & Horvitz 1989; Grant & Grant 1995) and distances of less than the dispersal distance are not necessarily relevant for adaptation, as they can miss important trade-offs. Finally, natural selection may favour phenotypes that can cope with rare (relative to the scale of observation) and extreme events that are difficult to sample properly (Gutschick & BassiriRad 2003). Many of these events are central to the functioning of the ecosystem (fire, flood, storms, etc.) and must be understood if we are to understand adaptation (Karlin & Lieberman 1974; Grant & Grant 1993). Repeated sampling, over sufficiently large geographical areas and time periods, is therefore required to ensure that these events are picked up.

Over and above these issues inherent to the measurement of fitness in the field, there is another major problem: it is generally more difficult to link selection to its causes than to quantify it (Wade & Kalisz 1990; Caruso et al. 2003; Siepielski et al. 2009). Like finding a needle in a haystack, it is indeed often extremely difficult to identify the agent of selection precisely, let alone determine its quantitative relationship to fitness, as phenotypic and environmental variations are both complex and multidimensional (Barrett & Hoekstra 2011). The agent of selection affecting the variation in a particular adaptive trait must be identified from a large number of correlated and interdependent variables acting on a similarly complex multivariate phenotype. Nevertheless, in many cases, the agent of selection can be reasonably inferred from field data (Bishop et al. 1975; Grant & Grant 1995; Losos et al. 1997; Carlson & Quinn 2007 see also references in Endler 1986) and further investigated by experimentation (Bishop 1972; Reznick & Bryga 1987; Losos et al. 1997; Rundle et al. 2003; Bradshaw et al. 2004).

However, the data required to assess the quantitative link between environmental and fitness variations, that is fine-scale measurements of well-identified agents of selection over time and space, are not generally available (but see, e.g., Bishop et al. 1975; Grant & Grant 1995; Carlson & Quinn 2007). Adaptations to environmental variation caused by humans (e.g. insecticide resistance, Whalon et al. 2008; Norris et al. 2015; antibiotic resistance, Nsanzabana et al. 2010; Gonzales-Candels et al. 2011; heavy metal tolerance, Janssens et al. 2009) constitute a useful system for investigating the fitness response to changes in the environment. In such cases, the agent of selection is easier to identify and could, in principle, be quantified. Furthermore, the adaptive responses described so far to these anthropogenic selective pressures have a simple genetic determinism and can thus be traced in natural populations. However, even in these cases, the link between environmental variation and fitness remains mostly qualitative, semiquantitative at best: even in the best known examples, environmental variation is usually described in a binary fashion (e.g. mine vs pasture for Holcus lanatus, Macnair 1987; treated vs nontreated areas for insecticide resistance studies Lenormand et al. 1999), ignoring the continuous nature of the quantitative variation in selection pressure (e.g. concentration of particles in coal smoke, heavy metals or pesticides). In this study, we aimed to go beyond this simplified description, providing a quantitative explanation of the relationship between environmental variation (the agent of selection) and fitness in a natural setting.

We used insecticide resistance in Culex pipiens mosquitoes as a case study. Organophosphate (OP) insecticides were used in the Montpellier area (South of France) to control mosquito populations until 2007, when they were replaced by Bacillus thuringiensis var. israelensis (Bti) toxins in line with new EU regulations (European Commission 2007/393/EC 2007). The resistance of Culex pipiens mosquitoes to OPs in this area has been monitored for more than 40 years, providing one of the best-documented examples of adaption to environmental modifications in nature.

Three different resistance alleles at the carboxyl esterase encoding Ester locus (Ester1, Ester2 and Ester4, Guillemaud et al. 1998) have been reported to segregate in natural populations since the beginning of OP treatments. Like most new adaptations, these alleles are associated with pleiotropic deleterious effects, a selective cost (Carrière et al. 1994; Chevillon et al. 1997; Berticat et al. 2002; Bourguet et al. 2004; Duron et al. 2006). Only the southern coastal strip of the Montpellier area was treated (Fig. 1). This resulted in antagonistic selective pressures: resistance alleles were selected for in the southern treated area (hereafter referred to as the TA), as they allowed survival, and selected against in the northern untreated area (hereafter referred to as the UTA), due to their selective costs. Along a south–north transect, this results in the clinal distribution of their frequencies, making it possible to quantify the key parameters driving the long-term dynamics of Ester resistance alleles (e.g. migration, fitness coefficients, dominance Guillemaud et al. 1998; Lenormand et al. 1998, 1999; Labbé et al. 2009), and their within-year variations in relation to seasons and OP usage Lenormand
described the strong correlations between variations in OP quantity and variations in allele frequencies. We then used a deterministic (*i.e.* no genetic drift) population genetics model to infer the specific fitness-to-environment response of each Ester resistance allele by explicitly and quantitatively linking environmental variation (*i.e.* the OP quantity, measuring the selective pressure variations) and fitness variation over the 1986–2012 period. It showed that even slight variations in insecticide doses induced changes in the strength and direction of selection acting on the various resistance alleles, thus changing the outcome of their dynamics.

**Materials and methods**

**Ester resistance alleles in the Montpellier area**

Carboxyl esterases (COEs) catalyse cleavage of the ester bond of many molecules, including OPs (Oakeshott *et al.* 2005; Labbé *et al.* 2011). In *Culex pipiens*, COE-mediated resistance is achieved by the overproduction of these enzymes due to upregulation or amplification of the genes encoding them (Rooker *et al.* 1996; Guillemaud *et al.* 1998). In the Montpellier area, three different Ester resistance alleles have been described: Ester\(^3\) (upregulation), and Ester\(^2\) and Ester\(^4\) (gene amplification).

As the various alleles are easy to identify by protein electrophoresis, their dynamics have been monitored since 1986 in the Montpellier area, by sampling a similar transect in late June or early July each year (Guillemaud *et al.* 1998; Lenormand *et al.* 1999; Labbé *et al.* 2005; this study). This transect covers about 50 km and runs in a south–north direction from the Mediterranean to inland areas (Fig. 1). Insecticide use varies over this transect, with a treated area (TA) running along the coast and about 16 km wide (Labbé *et al.* 2009) and an untreated area (UTA) further inland (Fig. 1). About ten larval *Cx. pipiens* populations have been collected almost each year along the sampling transect (some of the sites have changed, see Fig. 1) throughout the course of the survey. These larvae were reared to adulthood in the laboratory, and adults were stored in liquid nitrogen for further analyses.

**Insecticide treatments**

In the coastal TA (Fig. 1), the local mosquito control agency (*Entente Interdépartementale pour la Démoustication*, EID) regularly treated larval breeding sites with temephos (Abate®, Bayer), an OP insecticide, until 2007. EID provided us with the total quantities used per year from 1990 to 2007 (Table 1).
Table 1 Data collection from 1986 to 2012

| Year | 86* | 87* | ... | 90  | 91* | 92  | 93* | 94  | 95* | 96* | 97  | 98  | 99* | 00  | 01* | 02* | 03* | 04* | 05* | 06* | 07* | 08* | 09* | 10* | 12* | Total |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| N_{pop} | 10 | 3  | —   | —   | 7   | —   | 2   | —   | 10  | 7   | —   | —   | 8   | —   | 12  | 9   | 8   | 9   | 8   | 8   | 7   | 4   | 13  | 9   | 142  |
| N_i  | 354 | 125 | —   | —   | 217 | —   | 110 | —   | 1203| 512 | —   | —   | 411 | —   | 736 | 521 | 464 | 464 | 526 | 466 | 464 | 406 | 236 | 722 | 582 | 8519 |
| T   | 8.82| 8.82| ... | 8.82| 8.12| 3.31| 2.60| 1.95| 1.49| 2.58| 4.50| 2.31| 3.40| 3.13| 4.30| 3.62| 1.64| 2.46| 2.65| 0.18| 0.11| 0.00| 0.00| 0.00| 0.00|

The number of populations collected (N_{pop}), the number of individuals analysed (N_i) and the total amount of OPs applied (T) each year in the treated area are presented. From 1986 to 1989, treatment applications (i.e. the size of the treated area and the amounts used) did not differ significantly from those in 1990 (EID 1992; Guillemaud et al. 1998). We therefore attributed the same amount of OPs to the years for which this information was missing (italics). The distribution of the insecticide within the treated area did not change significantly between 1990 and 2005 (Guillemaud et al. 1998, this study, data not shown). After 2007, temephos was no longer used, this product being replaced by Bti, a mixture of toxins extracted from *Bacillus thuringiensis* var. *israelensis*.

* Data from Guillemaud et al. 1998.
† Data from Labbé et al. 2009.
‡ This study, see Table S1 (Supporting information).

As described by Lenormand et al. (1999), we considered there to be 13 generations per year in *C. pipiens* from each generation, three reproductive steps at each cycle, and a stepping stone model (Lenormand & Raymond 1998, 2000; Lenormand et al. 1998, 1999) that considers an effective migration distance of 2 km. In particular, previous studies suggested that drift was neglected, possibly due to the size of mass-reared populations. Our model includes both drift and sampling error, as well as the varying sample sizes throughout the study period. The LPD model implemented in this study (Labbé et al. 2009) is a stochastic model which implements the stepping stone model (Lenormand & Raymond 1998) where the frequency of each allele i, (MaxAF), describes the shape of thecline for allele i and x is the distance to the sea. The parameters of this observed data, where h is the maximum frequency of allele i (MaxAF), then allows for the estimated and geometric cline of allele frequencies (p) was fitted to all the samples for each year using the maximum-likelihood approach (developed by Lenormand et al. 1996). The parameters of this cline, called the geometric cline (i.e. the cline of allele frequencies), were fitted to all the samples for each year using the maximum-likelihood approach.

Allele frequencies and cline model

To quantify the parameters influencing the cline dynamics, we used the EAP model (Lenormand et al. 2009), which combines drift and migration. Each generation is divided into two steps: reproduction and migration. The model is deterministic, and therefore neglects drift due to the size of mass-reared populations. The model incorporates both drift and sampling error, as well as the varying sample sizes throughout the study period.

Population genetics model

Allele frequencies and cline development for each population were estimated using the maximum-likelihood approach (developed by Lenormand et al. 1996). The parameters of this cline, called the geometric cline (i.e. the cline of allele frequencies), were fitted to all the samples for each year using the maximum-likelihood approach. The parameters of this cline, called the geometric cline (i.e. the cline of allele frequencies), were fitted to all the samples for each year using the maximum-likelihood approach.
southern France, corresponding to a total of 339 cycles for the period 1986–2012.

Reproduction
The allele frequencies in each generation were calculated from those in the previous generation, assuming panmixia and independently in each deme, as inferred from the observed phenotypic data (Labbé et al. 2005). Each deme was considered to be an infinite population (no drift).

Selection
The fitness \( w_{ij} \) of a diploid genotype combining the Ester alleles \( i \) and \( j \) depends on the selective advantages \( (s_i \) and \( s_j) \) and costs \( (c_i \) and \( c_j) \) of each allele. We assumed codominance of advantages and of costs. \( w_{ij} \) was thus calculated as follows:

\[
w_{ij} = 1 + \gamma (s_i + 0.5(s_j - s_i)) - (c_i + 0.5(c_j - c_i)),
\]

where \( 1 \) is the fitness of a susceptible homozygote and \( c \) a variable indicating whether the considered deme is in the TA (\( c = 1 \)) or the UTA (\( c = 0 \)). Both the resistance advantage \( s \) and the selective cost \( c \) affect fitness in the TA, whereas only \( c \) has an effect in the UTA. The frequency of each genotype after selection was calculated separately for each deme, as its frequency before selection multiplied by the ratio of its fitness to mean fitness (Lenormand & Raymond 2000; Labbé et al. 2009).

Migration
Migration between demes was calculated as an approximately Gaussian dispersal kernel with a parent–offspring distance standard deviation \( \sigma = 6.6 \text{ km/generation}^{1/2} \) (Lenormand et al. 1998).

Initial conditions
As described by Labbé et al. (2009) and to allow more flexibility, the eqn 1a was slightly modified to infer the initial (i.e. in 1986) allele frequencies at the Ester locus as:

\[
p_i = h_i \cdot e^{-(\sigma^2 + h_i^2)}
\]

where \( h_i \) is an additional parameter defining the slope of the cline. As the Ester\(^2 \) allele was not yet present in 1986, we introduced it \( t_{app2} \) generations after 1986, at a frequency of 0.01 in all demes in the TA (\( t_{app2} \) is estimated in the model).

The various parameters were estimated by a maximum-likelihood approach.

Parameter estimations
Three types of inferences were thus computed independently from the phenotypic data: (i) the observed resistance allele frequencies, inferred in each sample independently, to plot the data, (ii) synthetic clinal parameters, describing the observed resistance allele frequency at any position on the transect, inferred for each year independently, and (iii) fitness parameters driving the resistance allele dynamics (and their relation to treatment data), inferred using the population genetics model: deterministic recursions generated the predicted frequency of each allele at any point in time for the 1986–2012 period and at any position over the whole transect, for a given set of parameter values.

In each analysis, the inferred parameters allow computing the predicted phenotypic frequencies, which were then compared with the observed data of the relevant sample data set: (i) the phenotype frequencies in a given sample, (ii) the phenotype frequencies of all samples of a given year and (iii) the phenotype frequencies of all samples.

To this end, we calculated the log-likelihood \( L \) of observing all the data:

\[
L = \sum_{t} \sum_{i} \sum_{j} n_{ijt} \ln(f_{ij}),
\]

with \( n_{ijt} \) and \( f_{ijt} \) the observed number (from phenotyping data) and the predicted frequency (from allelic frequencies/cline/model parameters), respectively, of individuals with phenotype \( i \) in population \( j \) at time \( t \). It was simultaneously maximized \( (L_{\text{max}}) \) for all inferred parameters of a given equation/model over the whole relevant data set, with a simulated annealing algorithm (Lenormand & Raymond 1998, 2000; Lenormand et al. 1998, 1999; Labbé et al. 2009).

For each parameter, the support limits (SL) were calculated as the minimum and maximum values that the parameter could take without significantly decreasing the likelihood (Labbé et al. 2009); SL are roughly equivalent to 95% confidence intervals. Concretely, the upper \( (p_{\text{max}}) \) and lower \( (p_{\text{min}}) \) SL for each parameter \( p \) were inferred while all other parameters were allowed to change, ensuring that we find the actual \( p_{\text{max}} \) and \( p_{\text{min}} \) in the range of the multidimensional parameter landscape. We used the same equation/model and the same simulated annealing method, but instead of maximizing \( L \), we maximized \( (p_{\text{max}}) \) or minimized \( (p_{\text{min}}) \) the values of \( p \) for which the likelihood was not significantly different from the maximum likelihood (i.e. \( L_{\text{max}} \) minus 1.96).

Overdispersion was calculated for each model as the residual deviance \( D = -2L \) divided by the residual degrees of freedom (Df.d.). The percentage of the total
deviance explained by a model was calculated as %
\[ TD = (D_{\text{max}} - D_{\text{model}})/(D_{\text{max}} - D_{\text{min}}), \]
with \( D_{\text{max}} \) and \( D_{\text{min}} \) the maximal and the minimal deviance, respectively. Recursions and likelihood maximization algorithms were written and compiled with LAZARUS v1.0.10 (http://www.lazarus.freepascal.org/).

Hypothesis testing using the population genetics model

The model developed by Labbé et al. (Labbé et al. 2009) considered 13 parameters (Table 2): two selection coefficients (\( s_i \) and \( c_i \)) for each resistance allele \( i \), in addition to three initial allele frequency parameters (\( h_i, b_i, a_i \)) for \( Ester^1 \) and \( Ester; Ester^2 \) was not yet present in 1986, so that the last parameter was its date of appearance (\( t_{\text{app}} \)).

We added to this original model several parameters, which allowed testing for various hypotheses about how environmental variations could affect the \( Ester \) dynamics:

1. to test for reductions in the fitness costs of \( Ester \) alleles (\( c_i \)), the model was allowed to fit different selective costs after generation \( t_{\text{cost}} \); a parameter estimated simultaneously with the others; from generation \( t_{\text{cost}} \) onwards, \( c_i \) was replaced by \( c_i - c_{\text{ri}} \) in eqn 2 (see Methods section 'Migration–selection model').

2. to estimate the impact of selective pressures other than the insecticide used for mosquito control, the selective advantage (\( s_i \)) was broken down into two terms, \( s_{1\text{T}} \) and \( s_{1\text{T}}' \); \( s_{1\text{T}} \) is the advantage due specifically to resistance to the OPs used for mosquito control; \( s_{1\text{T}}' \) is the selective advantage of the resistance alleles due

Table 2 Best population genetics model

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Estimate (SL)</th>
<th>( F ) (Dd.f.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial conditions (1986)</td>
<td>MaxAF</td>
<td>0.55 (0.41-0.70)</td>
</tr>
<tr>
<td></td>
<td>Slope</td>
<td>0.11 (0.07-0.15)</td>
</tr>
<tr>
<td></td>
<td>Shape</td>
<td>0.00 (0.00-0.00)</td>
</tr>
<tr>
<td></td>
<td>MaxAF</td>
<td>0.04 (0.02-0.07)</td>
</tr>
<tr>
<td></td>
<td>Slope</td>
<td>0.02 (0.00-0.08)</td>
</tr>
<tr>
<td></td>
<td>Shape</td>
<td>0.00 (0.00-0.00)</td>
</tr>
<tr>
<td>( Ester^2 ) appearance generation</td>
<td>( t_{\text{app}} )</td>
<td>55 (35-65)</td>
</tr>
<tr>
<td>Costs change generation*</td>
<td>( t_{\text{cost}} )</td>
<td>261 (260-267)</td>
</tr>
<tr>
<td>Selective costs before ( t_{\text{cost}} )</td>
<td>( c_1 )</td>
<td>0.08 (0.07-0.10)</td>
</tr>
<tr>
<td></td>
<td>( c_2 )</td>
<td>0.11 (0.08-0.17)</td>
</tr>
<tr>
<td></td>
<td>( c_4 )</td>
<td>0.04 (0.03-0.05)</td>
</tr>
<tr>
<td>Selective cost reduction after ( t_{\text{cost}} ) *</td>
<td>( c_{\text{ri}} )</td>
<td>0.02 (0.00-0.05)</td>
</tr>
<tr>
<td></td>
<td>( c_{\text{s}} )</td>
<td>0.05 (0.01-0.10)</td>
</tr>
<tr>
<td></td>
<td>( c_{\text{r}} )</td>
<td>0.00 (0.00-0.01)</td>
</tr>
<tr>
<td>Selective advantages</td>
<td>Treatment</td>
<td>0.22 (0.19-0.26)</td>
</tr>
<tr>
<td></td>
<td>( s_{1\text{T}} )</td>
<td>0.32 (0.22-0.43)</td>
</tr>
<tr>
<td></td>
<td>( s_{1\text{T}}' )</td>
<td>0.21 (0.14-0.28)</td>
</tr>
<tr>
<td>Background#</td>
<td>( s_{\text{r}} )</td>
<td>0.13 (0.08-0.18)</td>
</tr>
<tr>
<td></td>
<td>( s_{\text{r}}' )</td>
<td>0.08 (0.00-0.16)</td>
</tr>
<tr>
<td></td>
<td>( s_{\text{r}}' )</td>
<td>0.12 (0.09-0.14)</td>
</tr>
<tr>
<td>Dose–response parameters#</td>
<td>( d_1/m_1 )</td>
<td>2.13 (1.96-2.39)/80.0 (2.25-80)</td>
</tr>
<tr>
<td></td>
<td>( d_2/m_2 )</td>
<td>1.95 (1.79-2.27)/40.0 (2.30-40)</td>
</tr>
<tr>
<td></td>
<td>( d_3/m_4 )</td>
<td>3.66 (3.17-4.20)/1.26 (1.12-2.1)</td>
</tr>
</tbody>
</table>

Relative fitnesses \( (w_1:30:0:2:0) \)

| TA                               | 1.14:1.19:1.16 |
| UTA                             | 0.92:0.89:0.96 |
| \%TD                            | 92.5        |
| Od                              | 1.47       |

The estimated value of the different parameters is given with their associated support limits (SL). The significance of each parameter (for their description, see Methods section ‘Population genetics model’ and ‘Hypothesis testing using the population genetics model’) was then tested by removing it and comparing the likelihood of the resulting model with that of the best model, using \( LRT_{\text{dif}} \) (*non-significant, **\( P < 0.05 \)*, ***\( P < 0.01 \), ****\( P < 0.001 \)). The \( LRT_{\text{dif}} \) (\( F \)) statistic and the difference in the number of degrees of freedom (Dd.f.) are also indicated for each parameter. The fitness of each resistance allele \( (w_i) \) before OP removal and relative to the susceptible allele \( (w_0 = 1) \) is also given, for both the TA and UTA. Finally, the log-likelihood (\( L \)), the total deviance explained (\%TD) and the overdispersion (Od) of the best model are indicated. Parameters labelled with # were not included in the model described by Labbé et al. (48) (see Methods section ‘Hypothesis testing using the population genetics model’).
to the presence of other agents of selection, \( s_i \) could thus remain \( >0 \) even in the absence of insecticide treatment.

3. To take into account the quantitative variations in OP insecticide use over the 1986–2012 period, the selective advantage of Ester resistance alleles due to mosquito control (\( s_{IT} \)) was calculated as a function of the amount of OPs used each year \( t \) (\( T_t \)).

We took above points 2) and 3) into account by calculating the selective advantage \( s_i \) (eqn 2) as:

\[
s_i = s_{IT} \cdot f(T_t) + \varepsilon_i,
\]

We considered a flexible functional form for \( f(T_t) \) (allowing for possible nonlinearity), assuming that it was monotonically increasing (selection intensity should increase with insecticide dose). We thus used a logistic function: \( f(T_t) = 1 - \left(1/1 + e^{b \cdot (T_t - T_0)}\right) \). This sigmoid curve is centred on dose \( T_0 \) and has a maximum slope proportional to \( m_0 \); these parameters are hereafter referred to as the dose–response parameters. We fitted \( m_0 \) and \( b \) independently for each allele \( i \) but the model was constrained to accept only \( m_0/b \) combinations for which \( f(T_t) < 0.0001 \) when \( T_t = 0 \); so that \( f(T_t) = 0 \) in the absence of treatment. Thus, the advantage of the resistance alleles in the presence of mosquito control treatment varied from \( \approx 0 \) at low doses to \( s_{IT} \) at high doses.

Tests and control for overparameterization

The significance of each parameter was tested by comparing the likelihoods of the best model and of a model in which the tested parameter was withdrawn, using likelihood-ratio tests corrected for overdispersion [LRT,∞; (Anderson et al. 1994)]. The best model includes 26 parameters. This number is fairly small given the size of the data set (994 phenotypic frequencies along a 50-km transect over 27 years, corresponding to over 8500 individuals sampled), but there is always a risk of overparameterization. One way to check for overparameterization is to check for structure in the model residuals: if they are randomly distributed, the inclusion of additional parameters would be superfluous.

We tested in particular whether the inclusion of the dose–response parameters resulted in overparameterization. A simplified model was implemented; this model included only a qualitative description of the environment, due to modification of the selective advantage (\( s_i \)), as \( s_i = s_{IT} + \varepsilon_i \. The risk of overparameterization was then assessed by comparing the correlations of the residuals of the simplified and best models with the amounts of OPs applied.

For the period during which OPs were used, we calculated the simplified model residuals \( \varepsilon_i \) for all data points \( j \) as: \( \varepsilon_i = p_{obs} - p_{mod} \), where \( p_{obs} \) is the allelic frequency estimated from phenotypic data and \( p_{mod} \) the allelic frequency estimated with the model. Correlations between \( \varepsilon_i \) and \( T_t \) were tested by calculating Pearson’s product–moment (\( r \) software v.3.1.1 http://www.R-project.org/).

Results

The 1986–2012 data set

Insecticide resistance. We estimated allele frequencies along the surveyed transect (Fig. 1), by phenotyping 58 individuals per sampled population per year by starch gel electrophoresis (Table S1, Supporting information). Over the entire 1986–2012 period, we analysed data from 8519 individuals from 142 sampled populations, with a mean of eight populations sampled per year (Table 1). The numbers of individuals displaying each phenotype have already been published for the 1986 to 2002 samples (Guillemaud et al. 1998; Labbé et al. 2005). For samples collected from 2003 to 2012, these data are presented in the Table S2 (Supporting information).

Insecticide treatments. The local mosquito control agency (EID) had used OPs for pest control since 1969. They are used essentially from March to October (seaside tourism), which has been shown to affect the allele dynamics within a year (Lenormand et al. 1999). The spatial distribution of treatments did not change significantly over time (Labbé et al. 2009; supplementary material; EID, personal communication). However, the amounts of OPs used annually in the treated area (TA) varied over the 1986–2012 period (Table 1). They varied according to changing general treatment policies: (i) first, from 1986 to 1991, temephos (an OP insecticide) was the only insecticide used, with relatively large quantities sprayed, around 8 L/km² (EID 1992; Guillemaud et al. 1998); unfortunately, precise information is unavailable for the years before 1990: the amounts used probably varied slightly around the mean, due to treatment adjustment to weather-linked variations in mosquito densities, but these variations were limited (EID 1992); (ii) in 1992, EID began to use new bacterial toxins [first, Bacillus sphaericus (Bs) then Bacillus thuringiensis var. israelensis (Bti)], and the amount of temephos used was decreased by a factor of more than two, to 1.5–4.5 L/km², with a mean value of about 3 L/km²; these variations again probably result from treatment adjustment (Table 1); (iii) finally, the amount of temephos applied was substantially decreased again in 2006 and 2007 (<0.2 L/km²), and this product was completely
withdrawn after 2007, in line with new European legislation (Table 1); OP insecticides have now been entirely replaced by Bti.

**Environmental variations affect the dynamics of Ester alleles**

Using this unique data set, we were able to carry out a precise survey of the dynamics of Ester resistance alleles.

First, the typing method gives only access to the phenotypes in each sample: we cannot differentiate Ester resistance allele homozygotes from heterozygotes carrying one resistant and one susceptible alleles (see Methods and Fig. S1, Supporting information). We thus used a maximum-likelihood approach to infer the allelic frequencies from these observed phenotypic frequencies, independently for each sample (Fig. S3, Supporting information).

Secondly, the position and number of the sampled populations changed between years over the total period; synthetic parameters were thus required for between-years cline comparison. A geometric cline was thus fitted for each resistance allele to the observed phenotypic data of all samples of each year (eqn 1a, Methods section ‘Allele frequencies and clines’, Table S4, Supporting information). These clines provide us for each resistance allele i with its maximum frequencies, or MaxAFi (i.e. its frequency at the coast), and a parameter ai representing the shape of the cline, with their associated support limits (see Methods section ‘Parameter estimations’). Both approaches provide purely descriptive representations of the spatial distribution and dynamics of the resistance alleles.

Resistance allele frequencies are correlated with the amount of OPs applied. As previously reported (Guillemaud et al. 1998; Labbé et al. 2009), during the period of OPs use, Ester\(^1\) was initially replaced by Ester\(^4\), until the invasion of Ester\(^2\) in the 1990s. As Ester\(^2\) fitness appeared superior to that of the other resistance alleles in the presence of insecticide, Labbé et al. (2009) fore-told its increase in frequency (providing continuation of the OP treatments), eventually reaching fixation. Unexpectedly, the frequency of Ester\(^2\) actually peaked in 2002, even since OPs were still used until 2006; there-after, the Ester allele frequencies remained globally stable until 2005, with some marked differences between years (Fig. 2).

We investigated whether variations in the amounts of OPs applied could account for these allele frequency variations and for Ester\(^2\) not increasing further in frequency. We first focused on the 1995–2008 period, when all three resistant alleles were present in the area studied and the amount of OPs applied ranged from 0.11 to 4.5 L/km\(^2\) (Table 1). There is on average 13 mosquito generations per year, and several studies have shown that the selection–migration equilibrium is rapidly restored each year, after insecticide treatments resume in spring (Lenormand et al. 1999; Labbé et al. 2009); we thus chose to directly analyse the relations between the summer Ester allele frequencies and the annual amount of OPs. Globally, Ester allele frequencies (resistance and susceptible alleles) in a given year were significantly correlated with the amounts of OPs used in the previous year (Fig. 3), but not with those used in the same year (Table S5, Supporting information). A highly significant negative correlation was found between susceptible allele (Ester\(^0\)) frequencies at the sea and the amounts of OPs applied the previous year (Pearson’s coefficient correlation \( r = -0.81, \ t = -4.16, \ d.f. = 9, P < 0.01, \) Fig. 3A). However, different correlations were observed when each resistance allele was considered separately. The MaxAFs of the Ester\(^2\) and Ester\(^4\) alleles were correlated with the amounts of OPs used \( (r = 0.74, \ t = 3.33, \ d.f. = 9, P < 0.01 \) and \( r = 0.70, \ d.f. = 9, P < 0.05 \), respectively, Fig. 3B), but the correlation was not significant for Ester\(^1\), despite a similar trend being identified \( (r = 0.37, \ t = 1.2, \ d.f. = 9, P = 0.26, \) Fig. 3B). If we considered the 1986–2008 period (i.e. when OPs were used), the frequency of the Ester\(^1\) allele was greatly affected by the decrease in the amounts of OPs used after 1991 (from 8.12 to 3.31 L/km\(^2\), Table 1 and Fig. 2). These relations were further investigated, by considering the allele frequencies directly inferred from the phenotypic data, over the whole transect, for the 1986–2008 period. Similar correlations were identified, demonstrating the relation between the resistance allele frequencies and the year-to-year variation in selective pressure on the whole transect (not only in the TA close to the coast; Fig. S6, Supporting information).

Resistance allele frequencies decreased after the withdrawal of OPs, but are now moving towards a new equilibrium. A major shift occurred around 2005. Anticipating the Europe-wide ban on OPs due to come into force in 2007, EID substantially decreased the amounts of OPs used between 2005 and 2007, when these products were withdrawn completely. As expected, the withdrawal of OP insecticides had a considerable effect on the dynamics of the Ester resistance alleles. After 2005, MaxAFs decreased very rapidly, with the frequencies of all the resistance alleles together falling from 0.85 to 0.37 between 2005 and 2010, before stabilizing again. The withdrawal of OPs thus led to a 56% decrease in
resistance allele frequency, highlighting the high selective costs of these alleles.

Over the entire sampling transect, all Ester allele frequencies followed a similar clinal distribution until 2005 (Labbé et al. 2009; and Fig. S3 and Table S4, Supporting information). After 2005, the overall decrease in the frequency of all resistance alleles softened these clines (i.e. the frequencies became more homogeneous between TA and NTA), as expected, due to spatial homogenization of the environment, before a new stabilization between 2010 and 2012 (Figs 2 and S3 and Table S4, Supporting information). Consequently, in 2012, Ester\(^4\) and Ester\(^2\) frequencies appeared to be uniform and low (around 0.01) over the entire transect: \(a_i\) parameters (see Methods section ‘Allele frequencies and clines’ eqn 1a), which describe the shape of the clines, were not significantly different from zero (LRT\(_{od}\) \(F = 0.64\), Dd.f. = 1, \(P = 0.43\) and \(F = 0.88\), Dd.f. = 1, \(P = 0.48\), respectively, for Ester\(^1\) and Ester\(^2\)). By contrast, the clinal shape remained significant for Ester\(^4\) (\(a_4 > 0\), LRT\(_{od}\) \(F = 10.11\), Dd.f. = 1, \(P < 0.001\)) (Fig. S3, Supporting information). The frequency of this allele was relatively high over the entire transect, stabilizing at about 0.35 close to the sea and 0.16 inland (Fig. S3, Supporting information).

**Quantifying the effects of environmental variations on fitness**

*Changes in fitness costs following OP withdrawal.* One possible explanation for the persistence of resistance alleles after the withdrawal of OPs is changes in their fitness costs. We tested this hypothesis by fitting a selective cost reduction (\(c_i\)) after \(t_{cost}\) generations, a number of generations also estimated by the model: the selective cost of the allele \(i\) after \(t_{cost}\) is thus \(c_i - c_i\) (see Methods section ‘Hypothesis testing using the population genetics model’, Table 2). Despite the low frequencies of the Ester\(^1\) and Ester\(^2\) alleles, which reduces the statistical power, the best fit suggested a significant decrease in
their associated costs: respectively, $c_A = 0.02$, that is a 25% reduction ($\text{LRT}_{odb}$, $F$-test $= 6$, D.d.f. $= 1$, $P = 0.02$) and $c_B = 0.06$, that is over 50% reduction ($\text{LRT}_{odb}$, $F$-test $= 5$, D.d.f. $= 1$, $P = 0.02$) after $t_{od} = 261$ generations (Table 2). This number of generation corresponds to year 2006, when the amounts of OPs used were strongly decreased, anticipating the ban on these products (Table 1 and Fig. 2). However, no significant change in the cost of $Ester^4$ was detected ($c_{A4} = 0.00$; Table 2).

Previous studies have suggested that the level of amplification of some $Ester$ resistance alleles may vary (i.e. copy number variation) in response to selection pressures, with larger numbers of copies resulting in higher resistance, but also in higher costs (Weill et al. 2000; Berticat et al. 2002). Both $Ester^1$ and $Ester^4$ result from amplifications (whereas $Ester^3$ results from the constitutive overexpression of a single copy). We therefore also quantified the level of amplification of these alleles, before and after the withdrawal of OPs, by quantitative real-time PCR on genomic DNA (for details, see Appendix S7, Supporting information). However, no change in amplification level was detected for either $Ester^2$ or $Ester^4$ (Appendix S7, Supporting information).

Mosquito control treatments are not the only selective agent. Another explanation for the persistence of the $Ester$ resistance alleles after OP withdrawal could be the presence in the environment of others compounds that could select these alleles. To test this hypothesis, the selective advantages of the resistance allele in the model, $s_i$, were partitioned into a selective advantage $s_{iT}$ due to the OPs used for mosquito control (for which we know the doses used in the years studied) and another component, denoted $s'_i$, corresponding to the potential effects of other selective pressures (see Methods section ‘Genetic model’, eqn 4). The $s'_i$ values estimated were significantly different from zero for $Ester^1$ and $Ester^4$ (respectively, $s'_1 = 0.13$, $\text{LRT}_{odb}$, $F$-Test $= 325$, D.d.f. $= 1$, $P < 0.001$ and $s'_4 = 0.12$, $\text{LRT}_{odb}$, $F$-Test $= 219$, D.d.f. $= 1$, $P < 0.001$), but not for $Ester^2$ (Table 2). It thus appeared that $Ester^1$ and $Ester^4$ still conferred a selective advantage, even after the withdrawal of OPs. The mosquito control treatments were therefore not the only selective agents acting on these alleles.

**Fitness-to-environment relationships shape resistance allele dynamics.** For quantification of the fitness-to-environment responses of the various alleles, the selective advantage due to mosquito control ($s_{iT}$) was calculated as a logistic function of the amounts of OPs used in each year $t$ ($T_i$) over the period 1986–2012, with the addition of two dose–response parameters for each allele (see Methods section ‘Genetic Model’, 3). This best model fitted the data significantly better than the simplified model with constant $s_{iT}$ (see Methods section ‘Tests and control for overparametrization’; $\text{LRT}_{odb}$, $F$-test $= 33$, D.d.f. $= 6$, $P < 0.001$).

Despite the highly significant result obtained, we checked whether the estimation of the dose–response parameters could have been driven by a few outlier samples. We ruled out such overparameterization by analysing the residuals of both the simplified and best models, with respect to the amounts of OPs applied (see Methods section ‘Tests and control for overparametrization’). The residuals of the simplified model appeared to be structured and correlated with OP levels ($r = 0.15$, $t = 2.7$, d.f. $= 324$, $P = 0.007$), whereas those of the best model were not ($r = 0.09$, $t = 1.7$, d.f. $= 324$, $P = 0.095$; Fig. S8, Supporting information). Together with the correlations illustrated in Fig. 3, this confirms
that adding the dose-response parameters captured actual fitness responses to dose variations and that this improvement in fit was driven by the bulk of the data.

The parameter estimates indicated that the fitness-to-environment responses differed between the *Ester* resistance alleles (Fig. 4A): the selective advantages of these alleles were differently affected by the variations in OP quantities, confirming the correlations observed (Figs 3 and S6, Supporting information). The advantage of all alleles was significantly and positively dependent on OP levels (*Ester*-1: LRT$_{adj}$, F-test = 8, Dd.f. = 2, $P = 0.021$; *Ester*-2: F-test = 66, Dd.f. = 2, $P < 0.001$ and *Ester*-4: F-test = 78, Dd.f. = 2, $P < 0.001$). However, the fitness-to-environment response was steeper for *Ester*-1 and *Ester*-2 (Fig. 4A): they appeared to be disproportionately affected by slight variations in treatment in the 0 to ~2 L/km$^2$ range, but expressed their full advantage for higher OP levels (Fig. 4A). By contrast, *Ester*-4 was affected over the whole 0 to 9 L/km$^2$ range, but the curve was smoother than for the other two alleles (Fig. 4A).

Overall, this quantitative analysis suggests that the fitness of the various resistance alleles is finely tuned to quantitative changes in the amounts of OPs applied, but also depends on changes in costs and on other selective forces. The overall net effect was that the allele with the highest fitness in the TA differed between treatment intensities (Fig. 4B): *Ester*-2 was more advantageous at moderate to high doses of OPs, whereas *Ester*-4 and *Ester*-1 were more advantageous at low doses. However, *Ester*-4 was the fittest resistance allele in the UTA, due to its lower fitness cost (Table 2). Following the withdrawal of OPs, and thanks to continuing secondary sources of selection, *Ester*-1 and *Ester*-4 appeared to confer similar and higher levels of fitness in the former TA (Fig. 4B). In the UTA, *Ester*-4 remained the fittest resistance allele, despite the decrease in the fitness cost of *Ester*-1 and *Ester*-2 (Table 2).

**Discussion**

To investigate how the variations in the amounts of OPs applied (i.e. selection intensity) affected the dynamics of the *Ester* resistance alleles (i.e. the adaptive alleles), we first needed a quantitative description of the environment at a scale compatible with the scale at which the allele frequency variations were measured. Fortunately, the treated area was only slightly greater than the area over which mosquitoes can disperse, so the heterogeneous distribution of selection intensities within the treated area (due to spatial variations in insecticide use) could be ignored. We were also able to ignore the within-year variations, because such variations were not directly relevant to the long-term trend: no insecticide treatment occurred from October to March-April (leading to a decrease in

Fig. 4 Fitness-to-environment relationships and relative fitness of *Ester* alleles in the treated area over the 1986-2012 period. (A) The relative fitnesses of the different *Ester* alleles are represented as a function of the OP quantities (L/km$^2$), *Ester*-1 (susceptible allele) — dashed black line, *Ester*-1 — blue line, *Ester*-2 — red line and *Ester*-4 — green line. (B) The solid lines represent the relative fitness (left axis) in the insecticide-treated area (TA) for each resistance allele (*Ester* in blue, *Ester*-2 in red and *Ester*-4 in green), estimated from the best model (with treatment-dependent fitnesses). The dotted line represents the fitness of the susceptible allele (*Ester*-1 in black, $w_0 = 1$). For each year, fitness is calculated as: $1 + s_i + \hat{s}_i - c_i$ with $s_i$, $\hat{s}_i$ and $c_i$ the advantages (depending on the amount of OPs applied or other selective pressures) and the cost of the allele $i$ (equal to $c_i - \hat{c}_i$ after $\hat{c}_{inter}$, see text), respectively. The barplot shows the total amount of OPs (L/km$^2$, right axis) used each year in the treated area over the 1986-2012 period.
resistance allele frequency during this period due to the fitness costs of these alleles, Lenormand et al. 1999; Raymond et al. 2001), but it was previously shown that a selection–migration equilibrium was rapidly reached each year between susceptible and resistance alleles, after a few rounds of treatment (Lenormand et al. 1999; Labbé et al. 2009). We also took into account the total amounts of OPs used in the TA in each sampling year (therefore not taking into account the precise timing of treatment during the year). Thus, spatial and temporal variations in selective pressure were described quantitatively, at scales relevant to the long-term trends. Consistent with this description of the environment, we used Ester frequency data from only one season (early summer). Fitness estimates based on these data must therefore be considered as averages over the treatment period.

**Adaptive responses are tuned to selective pressure variations**

Annual OP use was found to be strongly correlated with summer resistance allele frequencies: the resistance allele frequencies in any given year were more strongly related to the amount of OPs applied in the previous year than to the amount of OPs applied in the same year, reflecting the longer timescale of resistance allele replacement. As stated above, in a year $t$, most of the treatments were applied from June to August, on five to eight mosquito generations. Then, after one or two more generations, a single generation of mosquito females entered caves to overwinter until March–April, producing one or two generations before the recommencement of treatment in year $t+1$ (Lenormand et al. 1999; Raymond et al. 2001). Our samples were collected in late June of year $t$ (i.e. after only one or two rounds of treatment), but only a few generations (about three) after the end of the previous treatment campaign ($t-1$). Considering the long-term trend, and as we analysed the total amount of OPs applied in each campaign (i.e. a dozen rounds of treatment), the Ester frequencies in our June samples probably reflected the previous ($t-1$) year of selection more strongly than the current ($t$) year of selection, accounting for the time lag observed in the correlation.

This first analysis revealed that yearly variations in insecticide treatment intensity clearly affected the frequencies of the Ester alleles, confirming the high speed of the response to selection, that is detectable within a few generations (Lenormand et al. 1999). It thus suggested a quantitative and sharp direct relationship between the dose of insecticides and the fitness of the Ester resistance alleles, relationship that we further investigated.

*The long-term survey reveals that Ester evolution is more complex than anticipated*

Using a migration–selection population genetics model with few parameters (and checking for overparameterization, see Fig. S8, Supporting information), we were able to explain most of the total deviance ($\%TD = 92.5$), with a low level of overdispersion ($od = 1.47$), for a long-term survey data set corresponding to 994 phenotypic frequencies measured along a 50-km transect over a period of 27 years.

This long-term survey covers a period during which a major environmental change occurred: anticipating new European Union regulations banning the use of OPs, EID substantially decreased the amounts of OP applied after 2005, before their complete withdrawal after 2007. From this date onwards, the dynamics of Ester resistance alleles should have been determined solely by their selective costs: the resistance alleles were expected to disappear, being replaced by the susceptible allele (the fittest in the absence of treatment), as already observed in other situations of selection pressure removal (Parrella & Trumble 1989; Casimiro et al. 2006a,b; Sharp et al. 2007). In line with these predictions, the withdrawal of OPs did indeed result in a rapid decrease in Ester resistance allele frequencies over the whole transect. Our yearly sampling made it possible to quantify the rate of decrease: resistance allele frequency fell by 51% in the first three years. This rapid change suggested that resistance management strategies based on the temporal alternation of insecticides (see Labbé et al. 2011) could be effective in natural populations, as long as resistance alleles remain costly. However, the following years showed that the Montpellier situation was actually more complex and that both evolution and human activities could impede resistance management, as shown thereafter.

*Selective costs allow resistance management, but they might change over time.* Changes in the costs of resistance alleles pose a major threat to resistance management: cost reductions have been documented after the withdrawal of selective pressure in cultures of prokaryotes or protozoa (Lenski 1988; Andersson & Hughes 2010; Duncan et al. 2011), although examples in natural populations of metazoans remain scarce (McKenzie 1996). This study is original in that the best model suggests that a decrease in the fitness costs of $Ester^1$ and $Ester^2$ could have occurred. These compensatory changes would coincide with the withdrawal of OPs and might thus involve a direct alteration of the expression level of $Ester^1$ and $Ester^2$ (rather than the occurrence of a modifier elsewhere in the genome). The cost of $Ester^4$, however, appeared stable: this difference did not appear to be
related to overexpression \((\text{Ester}^3)\) vs gene amplification \((\text{Ester}^2 \text{ and } \text{Ester}^4)\), and the levels of \text{Ester}^2 \text{ and } \text{Ester}^4\ amplification did not appear different before and after OP withdrawal (note, however, that sample size is limited for \text{Ester}^2, Appendix S7, Supporting information). Such decreases, if confirmed, would in any case slow resistance allele disappearance, thereby complicating resistance management.

Other human activities can prevent the elimination of resistance. Our study also had important implications for resistance management: from 2009 to 2012, \text{Ester} resistance allele frequencies remained relatively stable, rather than decreasing further. The frequencies of \text{Ester}^1 \text{ and } \text{Ester}^2 \text{ were very low, but } \text{Ester}^4 \text{ remained frequent over the entire survey transect (Fig. S3, Supporting information). We inferred from the model that a significant proportion of the selective advantage of } \text{Ester}^1 \text{ and } \text{Ester}^4 \text{ resistance alleles was unrelated to mosquito control (} \hat{s}_1 \text{ and } \hat{s}_4 \text{ parameters were significantly different from zero, Table 2). These results suggest that selective pressures other than the OPs used for mosquito control affected the dynamics of } \text{Ester}^1 \text{ and } \text{Ester}^4 \text{ resistance alleles, allowing their maintenance after the withdrawal of OPs, and thus impeding resistance management.}

In 2012, \text{Ester}^4 \text{ presented a clinal distribution similar to that observed before the withdrawal of OPs (Fig. S3, Supporting information). This clinal distribution of the resistance indicates that the selective pressures implicated were local and contemporary. The distribution of the persisting selective pressures moreover seems to be similar to that of EID insecticide treatments: concentrated in the area closest to the sea. Esterases do not confer cross-resistance to Bit, the insecticide now used by EID. Nevertheless, while we cannot rule out the persisting (and illegal) use of OPs either for personal protection or for crop treatments, many other compounds could select esterase resistance. Two anthropic factors have indeed such a distribution in this area: urbanization and agriculture. The habitat of \text{Cx. p.} \text{consists of water bodies rich in organic matter and effluent from human activities. The larvae are thus probably exposed to many residuals from agricultural or urban activities, so high levels of detoxifying enzymes, such as esterases, may be advantageous. Such pollutants have already been shown to select for resistance mechanisms (e.g. resistance to insecticides in } \text{An. gambiae}; \text{ see review in Nkya } \text{et al. } 2013; \text{ Reid } \& \text{ McKenzie } 2016). \text{The particular environmental preferences of } \text{Cx. p.} \text{ may make it an interesting sentinel organism for the detection of chronic pollution through the monitoring of insecticide resistance allele levels. However, the precise agents of } \text{Ester} \text{ allele selection remain elusive and may prove difficult to identify: we could analyse the water in the breeding sites, but many xenobiotics can be effective selective agents without being detectable (notably OPs, Eritja \& Chevillon } 1999); moreover, selection could actually result from a mix of compounds rather than one in particular.}

Different fitness-to-environment responses explain \text{Ester} resistance allele dynamics. The dynamics of the \text{Ester} resistance alleles after OP withdrawal were thus consistent with both changes in fitness costs and the persistence of a selective advantage in the environment concerned, but how were these dynamics influenced before the withdrawal of the insecticide?

A previous study showed that the dynamics of the different resistance alleles reflected differences in their selective advantages and costs (Labbé et al. } 2009). The \text{Ester}^1 \text{ resistance allele was first replaced by } \text{Ester}^2, \text{ a more generalist allele (with the same advantage, but at a lower cost), and } \text{Ester}^4 \text{ later invaded the Montpellier area due to the greater advantages associated with this allele, despite a relatively high cost. In the absence of any major change in trends, } \text{Ester}^2 \text{ was expected to replace } \text{Ester}^4 \text{ by about } 2007 \text{ (Guillemaud et al. } 1998; \text{ Labbé et al. } 2009) \text{ (Fig. S9, Supporting information).}

However, our findings indicate that selective advantages actually vary with the amount of insecticide used. Moreover, the three alleles showed different patterns of reaction to variations in selective pressure: the relationship between dose and fitness advantage was smooth for \text{Ester}^4, whereas that for the other alleles was a more binary response, with a full advantage over a threshold dose and none below (Fig. 4A).

These differences do not result from the genetic architecture underlying the resistance mechanisms, as \text{Ester}^1 \text{ and } \text{Ester}^2 \text{ result from different mechanisms (overexpression vs gene amplification), but show similar and limited fitness-to-environment responses. Instead, the observed differences probably reflect the nature of the overproduced esterases (i.e. the differences in amino acid sequence between the proteins encoded by the various alleles), although further studies are required to explore the molecular basis of these differences.}

Nevertheless, these differences in the shape of the fitness-to-environment relationship have major consequences, as variations in selection pressures, altering the intensity and direction of the selection for the different alleles, thereby changing the ranking of the alleles in terms of fitness. Even within the small range of interannual differences in the amounts of OPs applied, changes between years were observed (e.g. \text{Ester}^4 \text{ was the fittest allele in } 2003, \text{ with } 1.64 \text{ L/km}^2 \text{ OPs, whereas}
Ester² is the fittest in 2004, with 2.46 L/km² (Fig. 4B). Such changes in relative fitness may temporarily modify the direction of frequency changes for the various alleles. Labbé et al. (2009), considering a purely qualitative description of the environment over the 1986–2002 period, anticipated Ester² invasion (Fig. 59, Supporting information). The relative fitnesses of the different resistance alleles were estimated at 1.12/1.25/1.16 in the TA and 0.92/0.88/0.96 in the UTA, for Ester¹, Ester² and Ester⁴, respectively. The mean relative fitnesses (calculated from the fitnesses estimated each year over the 1986–2007 period) inferred from the best model in this study are consistent with these values (TA: 1.14/1.19/1.16 and UTA: 0.92/0.89/0.96, respectively, Table 2), highlighting the robustness of the general approach (the robustness of theses estimations and of the subsequent conclusions were also confirmed by analysing only a subset of years, the 1993–2012 period, data not shown). However, Ester⁴ (the least costly and the most generalist allele) seems to have won the battle for supremacy in the Montpellier area, rather than Ester². This finding can be entirely explained by the variations in OP selective pressure intensity, with low OP doses changing the ranking of the alleles in terms of relative fitness, thus altering Ester allele dynamics.

Finally, fitness-to-environment responses associated with relatively large selection coefficients allowed fast responses to selective pressure variations. The resistance allele frequencies were thus adjusted over only a few generations (as seen in yearly variations in insecticide intensities Lenormand et al. 1999), and these adjustments were detectable even for only slight variations in insecticide pressure (e.g. an increase of 0.2 L/km² in the amount of OPs applied resulted in an 8% increase in the frequency of the Ester² allele between 2004 and 2005, Fig. 2).

Conclusion: measuring selection in natural populations requires long-term surveys

We have seen in the introduction that measuring fitness in natural settings can prove difficult, because (i) identifying the selective agent is not trivial, and (ii) the data allowing the assessment of the quantitative link between environmental and fitness variations are not generally available. While our model allows circumventing these fundamental issues, it also reveals several other difficulties.

Our study first illustrates that the responses to selection can be fast. However, even with large selection coefficients, there is a lag for its effects to be detectable in the adaptive allele dynamics (as shown here by the better correlations with previous-year treatments), which requires repeated samplings to be demonstrated. Similarly, even in our case study (or similar situations) where the selective agent is thought to be known and quantified, other causes of selection can be present and impact the adaptive allele dynamics. Moreover, these secondary sources, far from being anecdotal, can become the major players in the adaptive process once the primary one is removed (as shown by the maintenance of resistance alleles following OP removal). Only a careful analysis and long-term data can reveal their presence. They can be easily missed if the data available remain limited to a few generations. Finally, our study challenges the naive vision of selection coefficients as more or less fixed parameters; they should rather be considered as dynamic variables, quantitatively related to selective pressure intensities. We showed that the various adaptive alleles can present different fitness-to-environment relationships. Consequently, when the selective environment varies on relatively long timescales, it can cause frequent reorderings of the fitness ranking of the various alleles; that is, the fittest allele is not always the same, which prevents the fixation of a single allele. This study thus shows how environmental variations can largely contribute to the maintenance of polymorphism in natural populations. However, these fitness-to-environment relationships (and fast responses) also point out that obtaining good evolutionary predictions on the long run requires to precisely document and forecast environmental variation (Lenormand et al. 2009).

This study thus emphasizes the paramount importance of long-term surveys in evolutionary ecology. Only data covering many generations in changing environments allow identifying the different sources of selection and understanding the fitness-to-environment relationships of adaptive alleles in natural settings. This is crucial in a context in which environmental pollution due to human activities is increasing and organisms are chronically exposed to varying, but generally low doses of xenobiotics.
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