
HAL Id: hal-01904477
https://hal.science/hal-01904477

Submitted on 22 Jan 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

The effect of bottom roughness in two-layer flows down
a slope

Maria-Eletta Negretti, David Z Zhu, Gerhard H Jirka

To cite this version:
Maria-Eletta Negretti, David Z Zhu, Gerhard H Jirka. The effect of bottom roughness in two-
layer flows down a slope. Dynamics of Atmospheres and Oceans, 2008, 45 (1-2), pp.46-68.
�10.1016/j.dynatmoce.2008.02.001�. �hal-01904477�

https://hal.science/hal-01904477
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


The effect of bottom roughness in two-layer

flows down a slope

M.Eletta Negretti a,∗, David Z. Zhu b, Gerhard H. Jirka a

a Institute for Hydromechanics, University of Karlsruhe, Kaiserstr. 12, D-76131 Karlsruhe, Germany
b Department of Civil and Environmental Engineering, University of Alberta,

T6G2W2 Edmonton, Alberta, Canada

Abstract

Laboratory experiments were conducted to study the effect of locally enhanced bottom roughness in 
a density-stratified two-layer flow down a slope. Three bottom roughness configurations were investi-

gated, a smooth bed and two artificially roughened beds, employing sparse and dense roughness elements, 
respectively. The bottom roughness elements have shown to affect differently the generation and collapse 
mechanisms of large-scale two-dimensional structures observed at the interface between the two layers: 
dense bottom roughness inhibits the generation of large-scale structures while sparse bottom roughness 
inhibits their collapsing mechanism. Both bottom roughness configurations cause a reduction of the size of 
the large structures at the interface as compared to the smooth case. Two main sources of entrainment have 
been identified, namely the observed large-scale structures at the interface and enhanced bottom roughness. 
Sparse bottom roughness gives the lowest entrainment coefficients among the three cases due to the low 
interaction between the bottom boundary layer and the interface.

Keywords: Stratified flows; Bottom roughness; Topographic effects; Interfacial waves; Entrainment; Vorticity

1. Introduction

Two-layer density stratified flows are commonly observed in the oceans, in lakes and in the

atmosphere. Examples of such flows in the oceanographic context include the two-layer flow in

the Strait of Gibraltar exchanging the water mass between the Mediterranean sea and the North

∗ Corresponding author. Tel.: +49 721 608 3538; fax: +49 721 608 2202.

E-mail address: negretti@ifh.uka.de (M.Eletta Negretti).
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Atlantic (Armi and Farmer, 1986) and that in the Faroe Bank channel connecting the Greenland-

Iceland-Norwegian Seas to the North Atlantic (Hansen and Osterhus, 2000). The two-layer flows

in these channels play a crucial role in determining the distribution of water masses in the global

ocean. Two-layer flows are also important in many hydraulic/environmental applications (e.g.

lakes and reservoirs with interconnections and side arms) and in metereology (e.g. downslope

windstorms in mountains areas). At the interface of two-layer flows small-scale instabilities, like

Kelvin–Helmholtz instabilities as well as large-scale instabilities have been observed (Sherwin and

Turrell, 2005; Negretti et al., 2007). Understanding of these flow processes is crucial in predicting

vertical transport of heat, oxygen, nutrients and pollutants in inland water bodies, oceans, and the

atmosphere. In metereology for example, it has been estimated that instability and mixing causes

a 50% increase in the drag of atmospheric flows and thus the study of shear instabilities in these

flows is important also for atmospheric flow modeling and weather forecasting (Afanasyev and

Peltier, 2001).

The effect of bottom roughness on the entrainment processes has been studied by Hebbert et

al. (1979), Dallimore et al. (2001), Fernandez and Imberger (1999). Other studies on two-layer

stably-stratified flows considering the effects of bottom roughness have mostly been devoted

to investigate how the bottom generated turbulence affects the two-layer hydraulics (Zhu and

Lawrence, 1998; Zaremba et al., 2003; Gu and Lawrence, 2005). A general review of past studies

on these investigations not including the effect of rotation is given in the following.

A series of papers by Armi and Farmer in the 1980s (Farmer and Armi, 1986) analyzed the

hydraulics of two-layer flows over a smooth bottom topography. Pratt (1987) reported that due to

frictional effects, the location of a control, located originally at the crest of a bottom sill, could

be shifted away from the crest point. Zhu and Lawrence (1998) extended the two-layer hydraulic

theory by incorporating the non-hydrostatic pressure distribution due to streamline curvature and

friction. Anati et al. (1997) examined the relative importance of frictional and inertial forces in

exchange flows in constant-width channels. Zaremba et al. (2003) developed a numerical model

to study effects of friction on the steady stratified exchange flow which revealed three viscous flow

regimes for a converging-diverging connecting channel and further three flow regimes when a sill

is introduced (see also the numerical studies of Assaf and Hecht, 1974; Ogˇuz et al., 1990). More

recently, Gu and Lawrence (2005) developed a one-dimensional analytical solution to the fully

nonlinear problem of two-layer frictional exchange flow within the context of internal hydraulics

in a rectangular channel of constant width.

Studies on the interaction between the bottom generated turbulence and the sheared interface

include the numerical study of Skyllingstad and Wijesekera (2004), who used a three-dimensional

large-eddy simulation (LES) model to examine how uniformly stratified flow interacts with bottom

obstacles in the coastal ocean. Thorpe (1983) performed experiments of linearly stratified flows

down a slope over a rough floor, where the roughness elements were represented by square bars

set at regular intervals, studying both the configurations of k-type and d-type as defined in Perry et

al. (1969). In his experimental study, Thorpe (1983) observed the generation of radiating internal

gravity waves at the initial stage of the flow and reported turbulent mixing behind the bars due to

flow separation but low interaction with the interface between the two layers. He showed that this

turbulent layer spread vertically less rapidly than the internal waves and that the rate of spread

depends on the separation of the bars.

Negretti et al. (2007) showed that in a two-layer stably-stratified flow with pulsating barotropic

flow over smooth topography, large-scale structures are generated at the interface between the

two layers. Similar structures have been also observed previously by Morin et al. (2004) and Fouli

(2006). Negretti et al. (2007) explained these large-scale structures as plunging density currents
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in the lower layer triggered by the barotropic oscillation. They observed that these structures were

generated with roughly the same period as the barotropic oscillation.

Continuing the work in Negretti et al. (2007), this paper is aimed at investigating the effect of

enhanced bottom friction on the generation and growth mechanism of these surge-like structures

and the related entrainment and mixing processes. Experiments are conducted employing two

enhanced bottom roughness strategies. Following the definition of Perry et al. (1969), the first

strategy is of the d-type, adopting sparse, coarse but tall bottom roughness elements above the

sill, while the second strategy corresponds to the k-type, employing dense fine short bottom

roughness elements. These experiments will allow us to examine the effect of enhanced bottom

friction and both baroclinic and barotropic vorticity generation. Thus the results presented in this

paper will deliver novel contributions more representative for natural flow conditions. In particular,

the understanding of the flow interaction between the bottom generated turbulence (influenced

by bottom friction) and interfacial two-dimensional surge-structures (triggered by the unsteady

barotropic flow) will help to develop control methods for influencing the circulation of nutrients

and pollutants in inland and coastal waters and in the atmosphere. These flow phenomena are

commonly observed in nature as demonstrated by the field observations of Scinocca and Peltier

(1989) and Sherwin and Turrell (2005).

The paper is organized as follows. In Section 2, the experimental design is described. A brief

qualitative description of the flow is given in Section 3. In Section 4 the different mechanisms

of vorticity production are discussed and specific parameters are defined. Section 5 gives an

estimation of the bottom roughness coefficients through comparison to two-layer hydraulic theory.

In Section 6 the experimental results are presented and discussed. Section 7 summarizes the paper.

2. Experiments

Experiments were conducted in a 12 m long and 0.6 m wide basin shown in Fig. 1, which is

divided in the middle into two basins, and connected by a channel of reduced width (14.5 cm). A

bottom sill has been placed in the channel. The sill shape is described by: z(x) = hs cos2(πx/(2L)),

for −40 < x < 0, and z(x) = hs − x/5, for 0 < x < 100, where hs = 20 cm is the height of the

sill crest and L = 100 cm is the length of the sill on the right hand side of the sill crest (see

Fig. 1). The tank was first filled with fresh water to the desired depth H = 40 cm. A plexiglas

barrier was then placed at the sill crest to divide the tank into two reservoirs. A density difference

Fig. 1. Sketch of the experimental set-up. (a) Plan view and (b) side view.

3



Table 1

Details of the performed experiments

Experiment properties Smooth Sparse Dense

g′ (cm s−2) 4.47 4.1 3.97

Bottom configuration Smooth Sparse Dense

Mean height of roughness elements (cm) – 3.5 1.6

Mean spacing (cm) – 3.0 0.1

Equivalent sill height, h′H (cm) 20.0 20.4 20.7

Roughness coefficient, fw 0.01 0.024 0.018

g′ is the reduced gravitational acceleration, h′ is the equivalent sill height. The roughness coefficient fw was calculated

using Eq. (13).

�ρ/ρ ≈ 0.4% was produced by adding salt to the water in the left reservoir. The density of the

salty water was measured with a density-meter (Anton Paar, DMA 5000). To minimize effects

of wave reflections at the end of the reservoirs, two grid plates were built at each end of both

reservoir (see Section 3 for a qualitative description of the flow).

Measurements of velocity and concentration fields were obtained using Particle Image

Velocimetry (PIV) and Planar Laser induced Fluorescence (PLIF) techniques, respectively. Essen-

tial details are given in the following.

Polyamide particles with a mean diameter of 200 �m and a density of 1.061 g/cm3, were added

in both reservoirs as tracer particles for the velocity measurements with PIV. A 10 W Argon-Ion

laser operating in multimode (λ1 = 488 nm, λ2 = 514 nm) was used as continuous light source.

The beam was transmitted through a fiber optic cable to a line generator with spherical lenses.

Images of roughly 70 cm × 55 cm were grabbed with a CCD camera (1024 × 1024 pixels), at

a frame rate of 10 Hz. The raw image pairs were then processed using a PIV cross-correlation

algorithm (software package DaVis, LaVision) to compute the velocity fields, starting with an

interrogation window of 32 × 32 pixels and a final window size of 16 × 16 pixels with 50%

overlap. Each vector of the resulting vector field represents an area of roughly 0.6 cm × 0.6 cm.

Given the velocities encountered in the experiments, the error for the instantaneous velocity is

approximately 4%.

In concentration measurements Rhodamine 6G was used as dye and was added to the salt

water. Its concentration was kept under 70 �g/l to assure minimal attenuation (Daviero et al.,

2001). Images of 70 cm × 55 cm were grabbed simultaneously with the PIV images with a CCD

camera (1280 × 1024pixels) at a frame rate of 10 Hz.

Table 1 lists the experimental conditions. The smooth case was conducted using a smooth

bottom, while the sparse and dense cases were performed with two different bottom roughness

configurations. In the sparse roughness case, screw anchors were used (see Fig. 2(a)), with sparse

spacing of coarse, tall roughness elements. This bottom roughness is similar to d-type (Perry et

al., 1969). In the dense roughness case, artificial turf was used (see Fig. 2(b)), with a dense close

spacing of fine, short roughness elements. This bottom roughness is similar to k-type (Perry et

al., 1969).

3. Qualitative description of the flow

For a purely baroclinic exchange flow the net flow rate should be zero but as outlined in Negretti

et al. (2007), with the experimental set-up described above, an additional unsteady barotropic

flow component is superimposed on the baroclinic exchange flow. This is clearly shown in Fig. 3,
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Fig. 2. Sketch of the roughness used in the rough experiments. (a) The sparse roughness case with sparse spacing of

coarse, tall roughness elements (screw anchors). (b) The dense roughness case with a dense close spacing of fine, short

roughness elements (artificial turf).

where the net flow rate time series at the sill crest for each experiment are plotted, normalized

with the flow rate scale qref = H
√

g′H , showing that it oscillates periodically around zero. These

normalized net flow rates also give the ratio between the relative magnitudes of the baroclinic

exchange currents (qref) and the superimposed barotropic oscillation (
∫ H

h
u dz). Fig. 3 shows

that the barotropic contribution is much smaller (about 8–10% for all the experiments) than the

baroclinic contribution. Also, the barotropic oscillation period is smaller than the transit time of the

flow across the region, which can be estimated with the internal seiche period Ts = 2LB/c, with

LB being the total basin length and c =
√

g′z1z2/(z1 + z2) the propagation speed of the internal

interfacial wave, with z1 and z2 being the water depth in the upper and lower layer, respectively

(cf. Fig. 1). With a total length of LB = 12 m this gives periods of 359, 375 and 381 s for the

smooth, sparse and dense cases, respectively. The flow development at the interface for the three

experiments is presented in Fig. 4 by a series of images taken during the maximal exchange regime.

In the smooth case the flow is characterized by the generation of two-dimensional structures,

generated at the interface due to the superimposed barotropic flow (Negretti et al., 2007) leading

to large billow-like structures. The interfacial fronts pass right to the sill crest (Fig. 4(a), first and

Fig. 3. Time series of the normalized net flow rate at the sill crest showing to oscillate around a zero value. This results

in an unsteady barotropic flow component on the baroclinic exchange flow.
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Fig. 4. Series of instantaneous images of the smooth case (a), the sparse roughness case (b) and the dense roughness case

(c) with dye (Rhodamine 6G) mixed in the lower layer (salt water). The time lag between the images is 2 s. The image

size is 55 cm (vertical) ×70 cm (horizontal). Dashed lines follow the development of the large-scale interfacial structures.
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second image) and the flow in the lower layer begins to accelerate down the sill. In the third and

fourth images, the growth of the large structure can be clearly observed, while in the following

image, it starts to collapse. In this smooth case, the wake behind the surge-like flow can fully

develop resulting in significant entrainment. This behavior is periodic and the phenomenon starts

again from the beginning (Fig. 4(a), image 8) (Negretti et al., 2007).

The dense roughness case shows a different behavior (see Fig. 4(c)): the increase in the water

depth of the lower layer is still present at the interface as a result of the pulsating barotropic

flow. But the growth and subsequent roll-up mechanisms of the structures can not be observed

anymore, because of the enhanced turbulence dissipation due to friction. Without roll-up of the

two-dimensional structures, no wake zone is generated. However, the turbulent fluctuations are

increased in this case as is discussed more in detail further below.

The sparse roughness case (see Fig. 4(b)) lies in between the behavior of the smooth and the

dense roughness case: it behaves like the smooth case in the initial accelerating region near the

sill crest (images 1 to 4 in Fig. 4(b)), where a growing two-dimensional structure can be observed.

However, in this case, the collapse mechanism does not occur and therefore, no wake region is

generated in the lee of the surges. The sparse distributed bottom roughness with tall roughness

elements inhibits the roll-up mechanism of the large-scale structures when they reach a certain

size and interact with the roughness elements.

4. Vorticity production

The definition diagram for vorticity generation in a gradually evolving two-layer flow over

downslope is given in Fig. 5. Quantities in the upper layer are denoted with the index 1 while

quantities in the lower layer with the index 2. In such a flow, different mechanisms are responsible

for vorticity production: (1) the vortex stretching due to the variation in height of the channel. (2)

The baroclinic generation of vorticity, given by the inclination of the interface. (3) The bottom

generated turbulence due to the enhanced bottom roughness. Depending upon the intensity of

the interaction between the bottom boundary layer and the interface between the two layers, this

results possibly in an accelerated dissipation process of the turbulence produced at the interface. In

the following, some parameters are defined, which can express the ratio between the magnitude of

Fig. 5. Definition diagram for vorticity production in a gradually evolving two-layer flow over downslope.
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each contribution in order to relate the bottom generated turbulence with the turbulence produced

by the density and velocity gradients. The starting point for the estimation of these contributions

is the vorticity equation Baines (1995)

Dζ

Dt
= ζ · ∇u +

∇ρ × ∇p

ρ2
+ ν△ζ, (1)

where D/Dt denotes the Lagrangian derivative, u = (u, v, w) is the velocity vector, ζ = ∇ × u

the vorticity vector, ρ(x, y, z) the density, p(x, y, z) the pressure, ν the kinematic viscosity, △ the

Laplacian operator.

The vorticity production related to the enhanced bottom roughness can be included in Eq.

(1) through the boundary conditions and can be expressed in the form of the viscous term ν△ζ.

To model the friction source of vorticity it is assumed that the friction arises essentially due to

tangential (shearing) forces and that vertical gradients are much larger than horizontal. In fact,

the effects related to horizontal gradients are more important for the processes occurring at the

interface between the two layers and these are taken into account with the dimensional analysis of

the term ζ∇u. Thus, the boundary layer assumptions can be used without any loss of generality,

namely that the horizontal gradients are much smaller than the vertical (∂/∂x ≪ ∂/∂z) and that

the vertical velocity is small compared to the streamwise velocity (i.e. w ≪ u). Moreover, the

transverse velocity v and the transverse velocity gradients ∂/∂y can be assumed negligible as the

flow can be treated as two-dimensional in first approximation.

As a starting point to model the bottom friction, the bottom shear stress τb can be written as

follows

τb

ρ2
=

fw

8
u2 = ν

∂u

∂z
, (2)

where ρ2 is the density of the lower layer fluid, u2 is the velocity in the lower layer, ∂u/∂z is

the streamwise velocity gradient due to the bottom generated shear stress. The relation
√

τb/ρ =
u
√

fw/8 has been used, where fw = 4cf, with cf being a quadratic-law friction coefficient. To

introduce this term into Eq. (1) the Laplacian operator has to be applied on both hand sides of Eq.

(2), leaving to

ν△
(

∂u

∂z

)

∼ ν△ζ ≈
fw

4

[

(

∂u

∂z

)2

+
∂2u

∂z2
u

]

, (3)

where the streamwise and cross-stream variation of the velocity u has been neglected, since

∂/∂y < ∂/∂x ≪ ∂/∂z. The viscous term in Eq. (1) can thus be replaced with the right hand side

of Eqs. (1) and (3) reads finally as follows

Dζ

Dt
= ζ · ∇u +

∇ρ × ∇p

ρ2
+

fw

4

[

(

∂u

∂z

)2

+
∂2u

∂z2
u

]

. (4)

It is noted that by integrating the last term on the right hand side of Eq. (4) in the z direction,

the bottom boundary condition reduces to Eq. (2). We recall that Eqs. (2) and (3) are only a model

which is defined in order to include the bottom friction term in the vorticity Eq. (1) and are not

used to derive analytically new equations: Eq. (4) will be used below to perform an order of

magnitude analysis of the single terms.

In the following, the different production terms on the right hand side of Eq. (4) are scaled

separately.
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The generation of y-vorticity due to vortex stretching is given by:

(ζ · ∇u)y =
(

∂u

∂z
−

∂w

∂x

)

∂v

∂y
. (5)

Using the continuity equation ∇ · u = 0 and applying the boundary layer assumptions Eq. (5)

gives

(ζ · ∇u)y =
(

∂u

∂z
−

∂w

∂x

) (

−
∂u

∂x
−

∂w

∂z

)

∼ −
∂u

∂z

∂w

∂z
. (6)

To evaluate the term ∂w/∂z we note that the variation of the velocity w in the vertical direction

is expected to be related to the acceleration down the slope, i.e. ∂w/∂z ∝ u2/z2d(z2 + h)/dx (see

Fig. 5). The scaling arguments for the estimation of the vortex stretching term are chosen under

the assumption that the related vorticity production is mainly caused by the velocity shear at the

interface. Taking the vorticity thickness δν (a more precise definition of δν will be given in Section

6.1) as vertical scale and the velocity difference between the two layers �U as velocity scale to

estimate the vertical velocity gradient ∂u/∂z, the vortex stretching term is finally approximated

as follows

(ζ · ∇u)y ∼
∂u

∂z

u2

z2

d(z2 + h)

dx
≈

�Uu2

δν

1

z2
sin θ. (7)

where θ denotes the angle of inclination of the slope with respect to the longitudinal direction

x. Thus, the contribution to the vorticity due to vortex stretching is a result of both the vertical

gradient of the streamwise velocity and the acceleration down the slope. We note that Eq. (7) has

been written under the assumption that the interface is approximately parallel to the sill slope,

d(z2 + h)/dx ≈ sin θ (see Fig. 5).

The baroclinic production of y-vorticity reads

∇ρ × ∇p

ρ2
=

1

ρ2

(

∂ρ

∂x

∂p

∂z
−

∂ρ

∂z

∂p

∂x

)

. (8)

Assuming the horizontal pressure gradient is negligible and using the Boussinesq approxima-

tion for small density variations (Pawlak and Armi, 1998) it follows

∇ρ × ∇p

ρ2
∼

g

ρ̄

∂ρ

∂x
∼

g

ρ̄

∂ρ

∂n
sin θ, (9)

with ρ̄ being the mean density between the two layers. The relation ∂ρ/∂x = ∂ρ/∂n sin θ derives

from the flow geometry, in which n is the direction of density gradient (see Fig. 5). For dimensional

analysis the vertical length scale δρ represents the shear layer thickness and Eq. (9) can be

approximated as follows

∇ρ × ∇p

ρ2
≈

g′

δρ

sin θ, (10)

Taking as velocity scale the velocity in the lower layer u2, the contribution of y-vorticity production

due to the bottom roughness can be evaluated as

fw

4

[

(

∂u

∂z

)2

+
∂2u

∂z2
u

]

∼
fw

4

[

(

u2

δb

)2

+
1

δb

u2

δb

u2

]

, (11)
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where δb = z2/2 is assumed to be the vertical scale for the bottom velocity gradient, with z2 and

u2 being the water depth and velocity in the lower layer, respectively (cf. Fig. 5). The vertical

gradient ∂u/∂z is here scaled using the velocity scale u2 and the vertical length scale δb, as for

the friction production of vorticity the vertical velocity gradient is expected to be mainly caused

by the shear generated by friction.

Assuming that the vorticity and density gradients are constant across the interfaces, integrat-

ing Eqs. (10) and (11) to obtain the total vorticity produced at a given x-location, amounts to

multiplying by δν, δρ and δb, respectively. The following interaction parameter can be defined

Baroclinic production

Vortex stretching
= Zv ≡

|δρ(∇ρ × ∇p/ρ2)y|
|δν(ζ · ∇u)y|

≈ F−2
( u2

�U

)

, (12a)

Friction production

Baroclinic production
= Zr ≡

|δb((fw/8)△(u2))|
|δρ(∇ρ × ∇p/ρ2)y|

≈ F2
ℓ (sin θ)−1, (12b)

Friction production

Vortex stretching
= Zrv ≡

|δb((fw/8)△(u2))|
|δν(ζ · ∇u)y|

≈
z2

ℓ sin θ

( u2

�U

)

, (12c)

where we recognize that F2 = (u2)2/(g′z2) is the single layer Froude number. The length scale

ℓ = 2δb/fw represents a “roughness scale” and F2
ℓ = (u2)2/(g′ℓ) is a “frictional Froude number”,

which can be reinterpreted as a measure of the limiting effects of buoyancy on the velocity

acceleration in the lower layer, hindered by friction.

Eq. (4) shows that the vorticity related to vortex stretching is balanced by the stabilizing vor-

ticity contribution related to the stratification and to bottom friction. Moreover, while the vorticity

generated by the stratification as well as by the vortex stretching are “intrinsic” contributions

related directly to the fluid properties, the term resulting from the bottom friction represents an

“external” source of vorticity and is built from the boundary conditions. In this sense, the inter-

action parameters containing the relative contribution of “intrinsic” and the “external” vorticity

source are the most interesting parameters. Because there are three parameters defined using

three vorticity contributions, they are related to each other and one of them is redundant, i.e.

Zv = Zrv/Zr.

The vorticity parameters Zr and Zrv are plotted in Fig. 6(a) and (b), respectively.

In the smooth case the only restoring force is given by buoyancy, while in the rough cases the

gap between frictional and baroclinic production is smaller and they both work for stabilization:

this explains why in Fig. 6(a) the curves become nearly horizontal in the rough cases earlier

compared to the smooth case.

The parameterZrv is plotted in Fig. 6(b) and it shows to increase very fast for (−0.2 < x/L < 0)

for the smooth experiment and for (−0.2 < x/L < 0.2) and then the growth decreases. This

change in the slope of the curves is given by the effects of the acceleration down the sill, so that

right to the sill crest, vortex stretching increases faster than the friction production of vorticity.

Moving downstream the curves become almost horizontal for the two rough experiments as the

friction contribution becomes more important, while for the smooth case a growth is still present.

5. Estimation of roughness coefficients

In this section, results from the PIV measurements are used to estimate the effect of friction.

The vertical and horizontal length scales are given by the total water depth H and the sill length

10



Fig. 6. Vorticity parameters expressing the ratio between the three main contribution of vorticity production in a two-layer

stratified flow down a slope with enhanced bottom roughness. (a)Zr as ratio between the friction and the baroclinic sources

and (b) Zrv as ratio between the friction and the vortex stretching sources vs. x (cf. Eqs. (12b) and (12c)).

L on the right hand side of the sill crest, respectively. As the interfacial instabilities are primarily

dominated by the unsteady barotropic flow component and scale with the total water depth, we

choose as velocity scale
√

g′H .

The bottom roughness coefficients were estimated using the measured flow rates in the upper

layer for all three experiments at positions near the sill crest, where the entrainment between the

two layers can be neglected (Morin et al., 2004). We expect the flow rates to be decreased in the

rough cases, as the bottom roughness effectively results in an increased height of the sill. The

normalized flow rate in the upper layer of the rough experiments was thus compared to that of the

smooth experiment to obtain the ratio qc,r/qc,s, where qc,r and qc,s are, respectively, the flow rate

in the upper layer at the sill crest for the rough (index r) and the smooth (index s) experiments.

The ratio gives a value of 97% for the sparse roughness case and 93% for the dense roughness

case as shown in Fig. 7, a value averaged between −0.05 < x/L < 0.05. This average has been

done because it is well known that the bottom friction, as well as the interfacial friction, cause

the internal hydraulic controls to be shifted from the theoretical positions at the sill crest and the

Fig. 7. Normalized flow rate for the rough experiments compared to that of the smooth experiment.
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channel exit. However, the determination of this location is not easy because of entrainment and

friction effects (Pratt, 1987; Gu and Lawrence, 2005) as well as due to streamline curvature (Zhu

and Lawrence, 1998) and so is omitted within the scope of this study.

An equivalent sill height can be estimated with the help of internal hydraulic theory. Our flow

is controlled by two hydraulic control located at the sill crest and the channel exit (Armi and

Farmer, 1986). We adapt the control curve in Fig. 3 in Zhu (2002) for the sill crest control by

changing the value of hs to obtain the above estimated ratios q1c,r/q1c,s for the critical flow rate

(correspondent to the intersection between the curve of the sill crest control and the channel exit

control). The so obtained equivalent sill heights are h′ = 0.510 and h′ = 0.517 for the sparse

and dense roughness configurations, respectively. With the water depth of 40 cm used in all the

performed experiments, this corresponds to heights of 20.4 cm and 20.7 cm for the sparse and

dense configuration, respectively (see Table 1).

The internal hydraulic energy was defined as E = h + z2 + q2/g′(1/z2
2 − 1/z2

1) and calculated

using the measured flow rate and interface position and is plotted in Fig. 8, with the continuous

line representing the inviscid hydrostatic prediction of E/H = 0.75, which can be calculated

following the method outlined in Zhu (2002). While the internal hydraulic predictions are in

Fig. 8. Comparison between experimental data (symbols) and theoretical prediction using the hydraulic inviscid hydro-

static prediction (continuous line) (a and b) and experimental interfacial friction (c). (a) Total internal hydraulic energy E

vs. x, (b) mean interface positions calculated as z2 + h where z2 = (z|ū=0.15 − z|ū=0.85)/2 and (c) dimensionless inter-

facial friction τ∗
I =

√

ρ̄u′w′ estimated using the measured mean values for u′w′ at the interface positions and using the

mean measured densities in the lower layer ρ̄, normalized with �ρgH .
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very good agreement for experiment 1, it overestimates the internal energy for experiments 2 and

3 on the right of the sill crest, from x/L = 0.1onward. In these experiments internal energy is

obviously dissipated due to frictional effects and this is the reason for the poor matching between

experimental data and theoretical predictions. Zhu and Lawrence (2000) gave a relation to estimate

the energy loss in longitudinal direction due to wall and interfacial friction. Considering only the

contribution given by the bottom boundary, an estimation of its friction coefficient can be made

using the rearranged relation given in Zhu and Lawrence (2000):

fw =
2

u2
2

z2

[

d(E/H)

dx

H

Lc
− τ∗

I

(z1 + z2)

z1z2

]

(13)

where (dE/H)/dx is the measured slope of the energy decrease in longitudinal direction (cf.

Fig. 8), Lc is the length of the connecting channel (cf. Fig. 1(a)) and τ∗
I = −ρ̄u′w′ is the mea-

sured interfacial shear stress between the two layers normalized with �ρgH , calculated using

the measured values for u′w′ (averaged over time) at the interface positions and using the mean

measured densities in the lower layer ρ̄. The water depths z1 and z2 are normalized with the water

depth H and the velocity u2 with the velocity scale
√

g′H . The interfacial shear stress along the

longitudinal direction is plotted in Fig. 8(c) showing the largest values for the dense roughness

case, followed by the smooth case and finally the sparse roughness case. The so obtained esti-

mated friction coefficients are fw = 0.024 and fw = 0.018 for the sparse and dense roughness

configuration, respectively.

At first glance this seems to be in contradiction with the estimated equivalent sill heights: in

the dense roughness case a higher equivalent sill height h′ is calculated, however resulting in a

reduced friction coefficient fw. This is principally due to the fact that in the dense roughness case

the interfacial shear stress τ∗
I is larger as compared to the sparse roughness case (cf. Fig. 8(c))

because the interaction between the bottom boundary layer and the interface is considerably larger

in the dense roughness case compared to the sparse case. On the other hand, the depth of the lower

layer z2 is reduced in the dense case as compared to the sparse roughness case and thus also the

flow rate. All these effects result in reduced bottom roughness coefficients (cf. Eq. 13) and flow

rates for the dense roughness case. This demonstrates that in a two-layer flow the magnitude

of bottom roughness is also influenced by the interaction between the bottom boundary layer

turbulence and that at the interface.

6. Discussion

6.1. Mean flow characteristics

In Fig. 9, the averaged velocity fields U =
√

u2 + w2 (left column) and the Reynolds-stress

u′w′ distribution (right column) are shown for all three experiments. In the rough cases the velocity

difference between the two layers is lower and as bottom roughness inhibits acceleration down

the slope. The Reynolds stresses are significantly higher in the two rough experiments in a thinner

shear layer. The vorticity and density thicknesses, first mentioned in Section 4, were obtained

from the inverse slope of the best-fit line through the normalized velocity profile between the 15

and 85% values (Pawlak and Armi, 2000):

δν =

(

dū

dz
|ū=0.85
ū=0.15

)−1

and δρ =

(

dρ̄

dz
|ρ̄=0.85
ρ̄=0.15

)−1

,

13



Fig. 9. Mean flow characteristics in the measured flow field. Normalized averaged velocity field U =
√

u2 + w2 (left

column) and normalized Reynolds stresses u′w′ distribution (right column).

respectively, where ū and ρ̄ are the normalized velocity and density, ranging from 0 to 1. These

parameters are plotted for all the experiments in Fig. 10.

The vorticity thickness shows a faster increase in the smooth case (see Fig. 10(a)), followed

by the dense roughness case and, finally, the sparse roughness case. The density layer thick-

ness (Fig. 10(b)) is larger right to the sill crest for the smooth case while it shows smaller

values for the rough cases. The wake behind the pulsating surge-like currents observed for the

Fig. 10. Time averaged quantities for the performed experiments. (a) Vorticity thickness vs. the longitudinal direction

and (b) density layer thickness.
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smooth experiment can not develop right to the sill crest, which results in a reduced increase

of the shear and density layer thickness downstream of the sill crest. It is worth noting that

in the dense roughness case the growth of the vorticity thickness fits between the other two

experiments, while density thickness has the smallest values for this experiment. This can be

explained by the fact that in the sparse roughness case the velocity gradients in the velocity

shear layer are much larger than those in the dense roughness case thus resulting in reduced

values as compared to the dense roughness case. However, density gradients in the density

shear layer are larger for the dense roughness case resulting in the smallest values observed

in Fig. 10(b).

The configuration with dense roughness elements is more effective in damping the formation

of the two-dimensional structures at the interface compared to the sparse configuration. Sparse

spacing of coarse, tall roughness elements act almost as single disturbance bodies and the tur-

bulence produced between the elements is not interacting so intensively with the interface as

compared to the dense configuration.

Due to the larger height of the roughness elements in the sparse roughness case the growth

process of the large-scale surges generated at the interface is disturbed and the collapse of these

surges is hindered, so that no wake zone can be observed behind them. In the dense roughness

case, the velocity gradients in the lower layer are much stronger than in the sparse roughness

case (cf. Fig. 11(a) and (b)) and also the mixing layer is growing faster and becomes larger

in the dense roughness case than in the sparse roughness case (cf. Fig. 10): this suggests that

the interaction between the boundary layer and the velocity shear interfacial is more intensive

for the dense roughness case than for the sparse roughness case. In the sparse roughness case

the turbulent bottom layer spreads vertically less rapidly than the two-dimensional structures

generated at the interface due to baroclinic/barotropic effects. The effect of the roughness can

also be noted on the density layer properties. The normalized concentration profiles are plotted in

Fig. 12(a): the concentration profiles become sharper when the roughness increases. This is also

demonstrated in Fig. 12(b)–(d), where the concentration at the density interface is compared to

the mean concentration in the density layer for the smooth, the sparse and the dense roughness

case, respectively. As the roughness increases, the gap between the data increases remarkably.

We note that in fact, if one looks at the instantaneous density profiles, they show sharper density

Fig. 11. Measured velocity profiles at different longitudinal sections averaged over 10 barotropic cycles for (a) the sparse

roughness case and (b) dense roughness case. The velocity gradients in the lower layer are larger in the dense bottom

roughness configuration (b) as in the sparse configuration (a).
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Fig. 12. Concentration characteristics for the performed experiments. (a) Averaged density profiles at different sections:

smooth case (continuous line), sparse roughness case (dotted line) and dense roughness case (dashed line). Averaged

concentration at the density interface and averaged concentration in the density layer δρ for the smooth case (b), the sparse

roughness case (c) and the dense roughness case (d).

interfaces in the smooth case as compared to the rough cases, but in the average the results show

the contrary.

In Fig. 13 the vertical profiles of the Richardson numbers

Ri = −
g

ρ̄

(∂ρ/∂z)

(∂u/∂z)2
(14)

are plotted at three different longitudinal sections. The first noticeable difference is that the

highest Richardson numbers are observed at higher vertical positions z/H in the smooth case

as compared to the bottom roughness cases at all longitudinal sections. This suggests that in

the bottom roughness cases the strongest density gradients, or the most unstable regions, are

found at lower vertical positions as compared to the smooth case. Also interesting to note is

that the thickness of the region with non-zero Ri is increasing in the longitudinal direction for

the smooth and the dense roughness case, indicating a growing mixed layer, while it decreases

in the sparse roughness experiment (cf. Fig. 10). These results are also consistent with those

presented in Figs. 12 and 17. The averaged horizontal (left column) and vertical (right column)

Reynolds transports, u′c′ and w′c′, respectively, are plotted in Fig. 14 normalized using the
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Fig. 13. Vertical distribution of the Richardson number (Eq. (14)) at three different longitudinal sections.

Fig. 14. Buoyant transport u′c′ (left column) and w′c′ (right column), normalized using the velocity scale
√

g′H and the

maximal concentration.
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velocity scale
√

g′H and with the maximal concentration. Positive values represent mass transport

from the lower salty layer into the upper fresh water layer, while negative values represent the

transport of fresh water into the lower layer. The largest values of the buoyant transport in both

directions are observed in the smooth experiment, due to the large concentration fluctuations

in the lower layer at the density interface originated by the periodic passing of the large-scale

surges. The dense roughness case presents a similar buoyant transport as the smooth case, due

to the intensive interaction between the bottom turbulence and the interface. The concentration

fluctuations are strongly reduced in the sparse roughness case as the collapse of the surges is

hindered, consequently resulting in a reduced turbulent transport. This also explains why the

thickness of the region with the highest turbulent transport is much larger in the smooth case

as compared to the rough cases. However, bottom roughness causes larger Reynolds stresses at

the sheared interface, as demonstrated in Fig. 9, right column. This is also consistent with the

results presented in Fig. 10. It is also worthwhile noting that the turbulent transport increases

moving to the right of the sill crest for the smooth bottom case, while they are decreasing in the

longitudinal direction in the rough cases. In the rough cases the surge structures initially grow,

but further downstream the collapsing mechanism and the further growth in the sparse and dense

bottom roughness experiments are hindered by friction, thus resulting in reduced concentration

fluctuations. This is also consistent with the results presented in Fig. 16(a). These results relative

to the turbulent transport distribution are also consistent with the entrainment rates presented in

Section 6.3(Fig. 17(a)).

6.2. The effect of locally enhanced bottom roughness on interfacial large-scale structures

Fig. 15 shows the interface fluctuation record for a time series of 400 s duration, constructed

from a vertical cut at a fixed location in the spatial image, i.e. at x/L = 0.24. The vertical fluctua-

tions of the density interface as well as the horizontal size of the large-scale structures are visibly

reduced for the rough cases as compared to the smooth case.

Fig. 16(a) shows the standard deviation of the density interface fluctuations shown in Fig. 15

as a measure of the growth rate of the large-scale two-dimensional structures. It is worth noting

that while for the smooth experiment there is a constant increase of the standard deviation as

Fig. 15. Interface fluctuation record for a time series of 400 s duration, constructed from a vertical cut at a fixed location

in the spatial image, i.e. at x/L = 0.24.
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Fig. 16. (a) Standard deviation of the normalized density interface fluctuations; (b) estimated horizontal (empty symbols)

and vertical (filled symbols) length scales of the large, two-dimensional structures at the interface.

the flow moves down the slope, the rough experiments show an opposite behavior, with the

standard deviation decreasing in longitudinal direction. In the sparse roughness case there is an

initial increase in the region 0 < x/L < 0.15, and then a continuous decrease can be observed,

indicating an initial growth, but a rapid collapse of the large-scale structures at the interface. In the

dense roughness case there is a constant decrease, suggesting that no two-dimensional structures

are generated at the interface. Moreover, the standard deviation for the rough experiments is higher

as compared to that of the smooth case in the initial developing region x/L < 0.3, while in the

growing region of the large scale structures, the fluctuations of the density interface in the smooth

case become larger than those of the rough experiments. This is also consistent with the visual

observations described above.

Fig. 16(b) shows an estimation of the horizontal (empty symbols) and vertical (filled symbols)

length scales of the large, two-dimensional structures at the interface. They were calculated

using the time scale TI obtained from the temporal autocorrelation functions of the horizontal

and vertical velocity fluctuations at the interface for x/L = 0.24, and the mean velocity shear

�U/2 as convective velocity scale, e.g. LI = TI�U/2. For the dense roughness case, both the

horizontal and vertical sizes of the large-scale structures at the interface are reduced, while for

the sparse roughness case only the vertical scale is reduced, as compared to the smooth case, and

the horizontal scale is roughly the same.

6.3. The effect of locally enhanced bottom roughness on mixing and entrainment

Given the velocity field data, estimates of the entrainment coefficient can be obtained. Following

Ellison and Turner (1959), the entrainment coefficient is defined as

αe =
1

V

dq

dx
with V =

∫

u2 dz
∫

u dz
(15)

where q is the flow rate per unit width in the layer of interest and V is a representative velocity for

the layer. Here, we also use the relation proposed by Dallimore et al. (2001), where the entrainment
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Fig. 17. (a) Entrainment coefficients of the upper-layer fluid along the longitudinal direction and (b) entrainment coeffi-

cients compared with the relation proposed by Dallimore et al. (2001) vs. the Richardson number Ri. Symbols represent

averaged entrainment coefficients of the performed experiments (smooth case ◦, sparse case �, and dense case ⋆), while

the curves represent Eq. (16) for different bottom drag coefficients cD.

coefficient is defined as follows

ED =
CkC

3/2
D + Cs

Ri + 10(CkC
3/2
D + Cs)

(16)

where Ck and Cs are coefficients measuring the efficiency of the boundary-introduced turbulent

kinetic energy and of the local shear production, respectively. Past experimental data examined

by Sherman et al. (1978) suggested universal values for Ck = 2.2 and Cs = 0.2. Ri = g′z2/u
2
2

is the Richardson number as defined also in Ellison and Turner (1959) and CD is the bottom

drag coefficient. Fig. 17(a) shows the entrainment coefficients for all the performed experiments

and the higher values are found in the region 0 < x/L < 0.15. The overall higher entrainment

coefficients are observed for the dense roughness case, which are of the same order of magnitude

of the entrainment coefficients found by Pawlak and Armi (2000), Morin et al. (2004) and Fouli

(2006), approaching the value 0.1. The entrainment coefficients for the smooth case are similar

to those observed for the dense roughness case, while the sparse roughness case has the lowest

values. This is somehow contradictory, because bottom roughness normally increases the mixing

(Dallimore et al., 2001; Fernandez and Imberger, 1999). However, in the flow treated in this study,

there are two main sources for mixing between the upper and lower layer: the first one is given

by the wakes developed by the large-scale structures periodically generated at the interface and

triggered by the barotropic oscillation, while the second one is given by the small-scale, bottom

generated turbulence. In the smooth experiment the main source of entrainment is given by the

wake region developed in the collapsing phase of the large-scale surges mechanism. In the dense

roughness case the main source of entrainment is given by the bottom generated turbulence due

to the intensive interaction between the bottom boundary layer and the interface. In the sparse

roughness case, the bottom roughness inhibits the collapsing phase of the large-scale barotropic

surges and thus, the wake region in which entrainment normally takes place. Moreover, the bottom

generated turbulence interacts less intensively with the interface in this case as compared to the

dense roughness case. Both these effects result in reduced entrainment coefficients as compared

to the other two experiments. These results are also briefly summarized in Table 2.
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Table 2

Summary of the results relative to the large-scale structures growth and collapse mechanisms, the vorticity production

and the entrainment

Exp. (symbol) Growth of

surges

Collapse

of surges

Main source of vorticity

production

Main source of

mixing

Smooth Yes Yes Surges (barotropic) Surges (barotropic)

Sparse Yes No Baroclinic Surges (barotropic)

Dense No No Bottom roughness Bottom roughness

In Fig. 17(b), the averaged entrainment quantities reported in all the experiments are plotted

(symbols) versus the Richardson number Ri as defined in Ellison and Turner (1959). The lines

represent the prediction proposed by Dallimore et al. (2001) as in Eq. (16) for different values

of the drag coefficient. Increasing the drag coefficient should also increase the entrainment. This

is only partially valid for the dense roughness case, as compared to the smooth experiment. For

the sparse roughness case the entrainment is lower than in the other two cases, given the same

Richardson number. The prediction by Dallimore et al. (2001) overestimates the entrainment

coefficients observed here.

7. Summary and conclusions

Results of an experimental study on stratified exchange flows down a submerged slope were

presented. Three different types of bottom roughness configurations have been used in the exper-

iments, namely a smooth bottom and a sparse and a dense distribution of bottom roughness. By

dimensional analysis of the vorticity equation, three parameters have been defined (one of them

redundant), in order to analyze the weight of each contribution of vorticity.

Bottom friction coefficients and an equivalent sill height have been estimated through compar-

ison of experimental data with the internal hydraulic theory. Internal energy was found to decrease

in the longitudinal direction if bottom roughness is present, while the internal hydraulic theory

predictions agree well with the experimental data in the smooth case. The sparse bottom config-

uration presents the largest bottom friction coefficient fw however having a smaller equivalent

sill height as compared to the dense configuration. This demonstrates that in a two-layer flow the

value of the bottom roughness coefficient strongly depends on the interfacial friction which is

related to the interaction between the bottom boundary layer and the overlying interface.

The different bottom roughness elements have been shown to behave differently with respect

to the interfacial wave activity: enhanced bottom roughness has shown to intensify the interaction

between the lower layer and the sheared interface, resulting in hindering the growth (in the

dense roughness case) or the collapse (in the sparse roughness case) of large-scale surge-like

flows (see Table 2). These behaviors also causes the Reynolds stresses to increase in a thinner

sheared interface as bottom roughness increases, while the turbulent transport decreases in the

sparse roughness case. The length scales of the large-scale surges has been estimated revealing a

reduction of their size if enhanced bottom roughness is present.

Finally, two main sources for mixing have been identified: the first one is given by the wakes

developed in the lee of the large-scale structures, while the second one is given by the small-

scale, bottom generated turbulence. The entrainment in the smooth experiment is predominantly

caused by the wake region developed in the collapsing phase of the large-scale surges. In the

dense roughness case, the main source of entrainment is given by the bottom generated turbu-
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lence. In the sparse roughness case the bottom roughness inhibits the collapsing phase of the

large-scale structures and thus the wake region in which entrainment normally takes place. More-

over, the interaction between the bottom boundary layer and the interface is weak. Both these

behaviors result in reduced entrainment coefficients as compared to the other two configurations

(see Table 2).
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