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A B S T R A C T

The thermomechanical analysis of powder-bed fusion using a laser beam is simulated in both meso- and macroscales within a framework combining continuum assumption and level-set formulation. The mesoscale simulation focuses on laser interaction with the powder bed, and on subsequent melting and solidification. Modelling is conducted at the scale of material deposition, in which powder-bed fusion, hydrodynamics in the melt pool, and thermal stress are simulated. The macroscopic model focuses on part construction and post-deposition. During construction, by contrast with the mesoscale approach, the fluid flow in the fusion zone is ignored and material addition is simplified by modelling it at the scale of entire layers, or fractions of layers. The modelling of the energy input is adapted accordingly. This thermomechanical model addresses heat exchange, residual stress, and distortion at the part’s scale. In both approaches, adaptive remeshing is applied, providing a good compromise between the needs to provide accurate prediction and maintaining sustainable computation times.

© 2018 Académie des sciences. Published by Elsevier Masson SAS. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

0. Introduction

Additive manufacturing (AM) consists in building a part layer by layer directly from the data of a 3D computer-aided design (CAD) model. As such, and contrary to traditional manufacturing approaches, it may offer a customized design for complex geometries in a rapid design-to-manufacture cycle [1]. Selective laser melting (SLM, also called laser beam melting, LBM) and electron beam melting (EBM) are two powder-bed AM techniques. As both processes can fabricate quasi-fully dense near-net-shape components and are suitable for various metallic powders, great interests are received from both industrial and academic fields [2]. The present paper deals with SLM, but most of the modelling concepts presented here could be adapted to EBM.
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Powder-bed fusion AM still suffers from defects having a thermomechanical origin, such as porosities and cracking. Cracks may consist of solidification cracks that form at the rear of the fusion zone, which undergoes tensile stress during cooling. Cracks may also form in the solid state, at lower temperature, as a result of the stress build-up in the part under construction. An additional effect of such build-up of thermal stresses is the distortion of the part, which is of course an issue as it affects the capacity of obtaining a good geometrical accuracy on the final product. In total, process control is difficult to optimize in order to manufacture sound and high-precision near-net-shape parts. To minimize costly trial-and-error approach of AM processes by repeated experiments, numerical simulation has been introduced and continuously developed to model the thermal and mechanical responses during and after processing. Up to now, this has been done at different scales, as detailed hereunder.

A first class of numerical models directly addresses the particles’ scale. Studies focus on laser/matter interaction, melting of particles, formation of the fusion zone, and thermohydraulics. König and co-workers have developed a particle scale numerical model based on the Lattice–Boltzmann method with a volume of fluid approach for free surfaces [3]. Recently, they applied their model to the study of the influence of the stochastic powder bed on the EBM process window for dense parts [4]. By use of an adequate method to model the formation of 100 layers with their 2D approach, simulations show a good agreement with the experimental statistical occurrence of porosities, and with the surface roughness for the samples produced. Still by particle-scale modelling, King et al. [5] simulated track formation in LBM at the particle scale with and without surface tension by coupling thermal diffusion with hydrodynamics using finite-volume/finite-element implementation. They found that considering surface tension tends to provide smoother melt pools and improved heat transfer with the substrate. Qiu et al. [6] developed a hydrodynamic numerical simulation based on the finite volume method, including surface tension, Marangoni force, and recoil pressure associated with vaporization. They applied their model to a powder bed of very small dimensions consisting of 50 to 60 regularly packed Ti-6Al-4V powder particles. They found that the driving forces are responsible for melt pool instability leading to melt splashing, which could explain the occurrence of porosities. A similar method is adopted by Megahed et al. [7] and Mindt et al. [8] in particle scale, different samples of powder beds being considered to investigate the influence of the powder bed structure on the processed surface. Ly et al. [9] used and developed a finite element (FE) model, but in an Arbitrary Lagrangian–Eulerian (ALE) formulation. They carried out particle-scale simulations of LBM, on a slightly more extended powder bed (about two hundred particles). The model is capable of simulating the ejection of molten droplets from the melt pool, as a result of the intense liquid flow prevailing there. Besides, the authors explain the denudation process by metal-vapour-driven particle entrainment. As it can be seen from the previous references, particle-scale models are well suited to model particle motion, fluid flow in the melt pool, and phenomena like liquid spattering and porosity formation. However, they have not been applied yet to the modelling of thermomechanics-driven defects such as distortions, and different types of cracking.

A second class of numerical models addresses the part scale. These macroscale approaches are more specifically dedicated to part distortions and stress build-up. In the macro scale, the details of the local laser/matter interaction, and of the local fluid flow in the fusion zone are ignored. Efforts are focused on modelling heat transfer and mechanical response at the scale of the part. Modelling techniques are generally focused on the FE method in a Lagrangian framework, and matter deposition is simulated by element activation or element birth techniques. Many FE thermomechanical models have been developed using this approach, and only a few contributors will be mentioned here. Among them, Gu and He [10] used a commercial three-dimensional transient FE software, with the element activation technique. They simulated the formation of three parallel tracks scanned back and forth. The calculated stress distribution was in agreement with the location of the cracks in experiments. With a similar numerical method, Hodge et al. [11] studied the issue of the change in thermal distribution and melt pool extension during the addition of overhang regions, which are regions non-supported by pre-deposited tracks, but supported by non-consolidated powder. They showed that the method could be applied to the scale of a small part of the order of 1 mm² consisting of a dozen of layers, for the prediction of residual stress and distortion. However, when element activation is applied to simulate the exact laser scan path like in the two latter studies, modelling LBM processing of real components is out of reach due to prohibitive computational times. In order to keep calculation times sustainable, the build-up of parts is often simulated by adding all the powder elements in one layer simultaneously – or even in groups of several layers [12] – at the top of the construction. In the recent period, significant efforts have been done to reduce computational times. The inherent strain method has been developed by Alvarez et al. [13]. They demonstrated that the proposed model is possible to accurately predict the distortion induced by different scanning strategy in short times. In addition, Li et al. [14] have developed a practical multi-scale modelling methodology for fast prediction of part distortion by integrating a microscale laser scan model, a mesoscale layer hatch model, and a macroscale part model. A concept of equivalent heat source has been developed based on the microscale laser scan model. By using the equivalent heat source, local residual stress field was predicted in the mesoscale layer hatch model. The residual stress field was then imported to the macroscale model to predict part distortion and residual stress.

In this paper, an original method is presented, which is based on finite elements in a level-set formulation and can be applied to both track and part scale. The method has been first developed by Chen et al. [15] at the track scale. Contrary to particle-scale methods, the powder bed is considered as a continuum enduring continuous evolution when being transformed in a dense melt, and further solidified. The formation of the melt pool, the hydrodynamics and the resulting shapes of the deposited tracks can be simulated. In the present paper, the extension of the method to solid thermomechanics will be presented. The same FE–level-set method was adapted to macroscale simulations, first to model heat transfer [16], and more recently to model thermomechanics. The paper aims at giving a unified presentation of this method. It is organized
as follows. Firstly, the level-set framework used to track interfaces is introduced. Secondly, the governing equations for both thermal and mechanical analysis are given. Finally, numerical simulations dedicated to the prediction of thermo-mechanical fields in both track and part scales are presented, illustrating the capacity and the potential of the method. A final section consists in a discussion of the main common and differentiated features of track-scale and part-scale applications of the method.

1. Level-set formulation in the context of powder-bed fusion

1.1. Level-set description of interfaces

The level-set (LS) method [17] is commonly used to identify and track an interface inside a continuum $\Omega$, the latter being spatially discretized using the FE method. The interface is defined by the iso-value $\psi = 0$, where $\psi = \psi(x,t)$ is the signed distance function to the interface at any location $x$ in the continuum, and at any instant $t$. Hence, on both sides of the interface, a region $\Omega_1$ is such that $\psi < 0$ while the complementary part $\Omega_2$ checks $\psi > 0$. Along this interface, a transition zone with half-thickness $\epsilon$ can be defined, $\epsilon$ being a small positive value. A Heaviside function, $\mathcal{H}$, is then defined, which varies continuously within this transition zone, from 0 in $\Omega_1$ to 1 in $\Omega_2$:

$$\mathcal{H}(\psi) = \begin{cases} 
0 & \psi < -\epsilon \\
\frac{1}{2} \left[ 1 + \frac{\psi}{\epsilon} + \frac{1}{\pi} \sin \left( \frac{\pi \psi}{\epsilon} \right) \right] & |\psi| \leq \epsilon \\
1 & \psi > \epsilon 
\end{cases} \tag{1}$$

In the transition zone, any physical property $\chi$ is averaged according to the following expression, providing a continuous variation between its value in $\Omega_1$ and $\Omega_2$ regions:

$$\{ \chi \} = \mathcal{H}_1 \chi^{D_1} + (1 - \mathcal{H}) \chi^{D_2} \tag{2}$$

1.2. Interface tracking in LBM numerical simulation

In LBM numerical simulation, interest is to track two kinds of interfaces, as illustrated in Fig. 1: on one hand, the gas/material interface, and on the other hand the interface separating the dense consolidated material from the non-consolidated powder material.

1.2.1. Gas/material interface

The identification and tracking of this interface is essential in both the meso- and the macroscale analyses. This interface is designed in red colour in Fig. 1 and separates domains having large differences in intrinsic properties: the metallic material on one side, and the gas domain on the other side.

In the mesoscale analysis (Fig. 1a) the material is shown in three different states: powder, liquid, and dense solid states. Note that those three states do not require additional level-set systems to separate and differentiate them. Indeed, the transition from the powder state to the liquid state is triggered above a certain fusion temperature, and is not revertible.
In addition, the transition from the liquid state to the solid state is supposed to occur in a certain temperature interval, in which the liquid fraction changes according to solidification equations. In such state transitions, the physical properties of the material are homogenized according to averaging laws considering the local volume fraction of each state: powder state, liquid state, and dense solid state. Details are provided in Chen et al. [15]. In the mesoscale analysis, the time evolution of this interface is essential as it determines the final shape of the track, which results from the hydrodynamic flow taking place in the fusion zone, and from subsequent solidification. Having solved for the velocity field \( \mathbf{v} \) in the whole domain \( \Omega \), the signed distance function \( \psi \) has to be computed at each time step, providing an updating of the interface for \( \psi = 0 \). Different techniques can be used to proceed with the updating of the whole field \( \psi \). The method used by Chen et al. [15] consists in solving first the following transport equation,

\[
\frac{\partial \psi}{\partial t} + \mathbf{v} \cdot \nabla \psi = 0
\]  

(3)

Then a full reconstruction of the field \( \psi \) is made by a simple geometrical method, which is initiated from the new position of the interface resulting from Eq. (3).

In the macroscale analysis (Fig. 1b), the interest is not focused on a precise description of the shape of the elementary tracks. Therefore, material addition is considered at the scale of an entire layer, or a fraction of a layer. In this case, the level set associated with the material/gas interface only serves for the expression of the continuous variation of the physical properties in the transition zone close to the interface. The updating of the level-set function \( \psi \) depends only on the construction speed and the CAD geometry previously defined before computation. In such conditions, the update of its position does not result from a transport equation such as Eq. (3).

1.2.2. Interface between part and powder

Another interface to be considered in the macroscale analysis is the one defined between the part under construction, made of dense solid material (in grey colour, bottom of Fig. 1), and the material remaining in the powder state because it has not been irradiated by the laser. This requires an additional level-set function, which is denoted as \( \varphi \). Based on this second level-set function \( \varphi \), conformed meshes can be obtained from the meshing/remeshing procedure named FITZ, not presented in the present paper. Details on this remeshing strategy are provided in references [16,18].

2. Governing equations

The main equations governing thermomechanics in powder-bed fusion are introduced hereafter. It should be underlined that the equations are presented in their generic form, which is used either in the meso- or the macroscopic approach. Specific points regarding each of them when used in each of the two approaches will be presented further, in Sections 3 and 4.

2.1. Heat transfer

In the framework of the level-set formulation, the non-steady energy conservation equation is the following:

\[
\frac{\partial \{\rho h\}}{\partial t} + \nabla \cdot \{\rho h \mathbf{v}\} - \nabla \cdot \{\lambda \nabla T\} = \dot{Q}
\]  

(4)

where \( \{\rho h\} \) and \( \{\lambda\} \) stand for the interface mixed values (Eq. (2)) of the volumetric enthalpy and of the thermal conductivity, respectively. \( T \) denotes the temperature field and \( \dot{Q} \) is a right-hand-side source or sink term that will be further presented and discussed in the meso- and macroscopic contexts.

2.2. Mass conservation

The mass conservation equation is considered in order to ensure material continuity:

\[
\frac{\partial \{\rho\}}{\partial t} + \nabla \cdot \{(\rho \mathbf{v})\} = 0
\]  

(5)

2.3. Fluid flow

Actually, the dynamics of the molten zone is ignored when proceeding to the macroscale analysis of the process. Consequently, fluid flow modelling is restricted to the sole mesoscopic approach. The momentum equation for fluid flow is the following:

\[
\{\rho\} \left[ \frac{\partial \mathbf{v}}{\partial t} + (\nabla \mathbf{v}) \mathbf{v} \right] = \nabla \cdot [-\mathbf{p} I + \mathbf{s}] + \{\rho\} \mathbf{g} + \mathbf{f}_v
\]  

(6)
where \( p \) denotes the pressure, \( \mathbf{I} \) is the identity tensor, \( \mathbf{g} \), the gravity vector and \( \mathbf{f}_v \) is a body force that will be detailed hereafter. The tensor \( \mathbf{s} \) is the deviatoric part of the Cauchy stress tensor, and is related to the velocity field \( \mathbf{v} \) by a compressible Newtonian behaviour that is expressed by:

\[
\mathbf{s} = 2\mu \left( \mathbf{\dot{e}} - \frac{1}{3} \text{tr}(\mathbf{\dot{e}}) \mathbf{I} \right)
\]  

(7)

where \( \mu \) is the averaged dynamic viscosity of the fluid, and \( \mathbf{\dot{e}} \) is the strain-rate tensor:

\[
\mathbf{\dot{e}} = \frac{1}{2} \left( \nabla \mathbf{v} + (\nabla \mathbf{v})^T \right)
\]  

(8)

The use of a compressible behaviour model will be further commented in more details.

2.4. Solid mechanics

In the context of additive manufacturing, inertia effects can be neglected, and the momentum equation governing the material in the solid state can be written as:

\[
\nabla \cdot \mathbf{\sigma} + \rho \mathbf{g} = 0
\]  

(9)

where \( \mathbf{\sigma} \) denotes the Cauchy stress tensor. Because the solid-state material must be considered on the very large temperature range – from room to fusion temperature – its behaviour is modelled using an elastic–viscoplastic constitutive model. The constitutive equations are the following ones:

\[
\mathbf{\dot{e}} = \dot{\mathbf{e}}^{\text{el}} + \dot{\mathbf{e}}^{\text{vp}} + \dot{\mathbf{e}}^{\text{th}}
\]  

(10)

\[
\dot{\mathbf{e}}^{\text{el}} = \frac{1}{E} \left[ \mathbf{\sigma} - \frac{\nu}{E} \text{tr}(\mathbf{\dot{\sigma}}) \mathbf{I} \right]
\]  

(11)

\[
\dot{\mathbf{e}}^{\text{vp}} = \frac{\sqrt{3}}{2\sigma_v} \left[ \mathbf{\sigma} - \sigma_v \mathbf{v} \right] \left[ \frac{1}{\sqrt{3} K_v \mathbf{e}^n} \right]_{+}^1 \mathbf{s}
\]  

(12)

\[
\dot{\mathbf{e}}^{\text{th}} = -\frac{1}{3\rho} \frac{d\rho}{dt} \mathbf{I}
\]  

(13)

In Eq. (10), the strain rate tensor \( \mathbf{\dot{e}} \) is split into an elastic part \( \dot{\mathbf{e}}^{\text{el}} \), a viscoplastic part \( \dot{\mathbf{e}}^{\text{vp}} \), and a thermal part \( \dot{\mathbf{e}}^{\text{th}} \). The latter includes the thermal expansion as expressed in Eq. (13). Equation (11) expresses the hypoelastic Hooke’s law where \( E \) denotes the Young's modulus and \( \nu \) the Poisson’s coefficient. Equation (12) expresses the viscoplastic flow rule: the viscoplastic strain rate derives from a potential (not expressed here, depending on the stress tensor) and is found proportional to the stress deviator \( \mathbf{s} \) by the so-called normality rule. \( \sigma_v \) denotes the static yield stress below which no viscoplastic deformation occurs (the expression between the square brackets reduces to zero when negative). As a consequence of the previous expressions, the relationship between the von Mises equivalent stress \( \sigma \) and the equivalent strain rate \( \dot{\mathbf{e}} \) is:

\[
\sigma = \sigma_v + K_v \left( \sqrt{3} \right)^{m+1} \mathbf{e}^n \mathbf{e}^m
\]  

(14)

It can be noted that when writing equations from (10) to (13), level set averaging \{ \cdot \} has been forgotten. Indeed, when solving solid-state mechanics, each finite element (see next section) is considered as totally belonging either to the constructed part, or to the gas and powder domains. In the first case, the constitutive equations (10)-(13) apply, with material properties depending on temperature. In the second case (gas and powder domains), an incompressible Newtonian constitutive model applies, derived from Eq. (7). According to this strategy, and contrary to what is done when solving the fluid problem, nodal level-set averaging is not used.

2.5. Finite element discretization

For the sake of simplicity and conciseness, the weak form and the FE discretization of the above conservation equations are not detailed in the present paper. Regarding the heat transfer problem, the weak form at the mesoscale directly derives from the work of Saad et al. [19]. The details of the weak form for the macroscale resolution can be found in the work of Zhang et al. [20]. Regarding the fluid flow problem, the interested reader may refer to [15], in which the weak form is fully detailed, and to [21] for a presentation of the finite element discretization. As for the solid mechanics problem, equivalent information can be found in [22,23].
3. Meso-scale modelling at the scale of material deposition

The mesoscale modelling presented in this paper has been first developed and applied in the context of powder-bed fusion process applied to ceramic materials. This induces some specific features regarding the laser energy input that will be presented hereunder. Comments will also be provided regarding the melting stage of the powder bed and its modelling. Applications of the modelling will be then presented and discussed.

3.1. Model setting

3.1.1. Laser–matter interaction

When processing ceramic materials – alumina in the present case – with a near-infrared laser, like Yb:YAG with wavelength of 1070 nm, the interaction between laser and ceramic material is totally different to metals. Pure alumina is indeed almost “transparent” to this radiation, leading to a lower absorption and a larger penetration depth of radiations. The absorption efficiency can be improved by adding energy absorbers such as carbon and SiC, as proposed by Moniz et al. [24], but even in this case such a laser radiation propagates deeply in the ceramics. In order to include this effect in mesoscale simulations, a heat source model based on Beer–Lambert law is proposed, expressing a local contribution to the heat source term \( \dot{Q}_L \) in Eq. (4) as [15]:

\[
\dot{Q}_L(r, z) = (1 - R) \phi_0(r) \alpha \exp\left(-\int_0^z \alpha \, dl\right)
\]

where \( R \) denotes the reflection coefficient, \( \alpha \) the in-depth absorption coefficient of the material, \( r \) the distance to the laser beam axis, \( z \) the distance to the material surface exposed to the laser. It is assumed that the distribution of the surface power in the transverse section of the beam is of Gaussian type:

\[
\phi_0(r) = \frac{2 P_L}{\pi r_{int}^2} \exp\left(-\frac{2r^2}{r_{int}^2}\right)
\]

with \( P_L \) the laser power, and \( r_{int} \) the effective interaction radius. The integral term in Eq. (15) reflects the variation of the absorption coefficient \( \alpha \) with the material state and temperature. In addition, no absorption is assumed in the gas domain. In order to consider the absorbing path, the integral along the vertical \( z \) direction is computed onto a regular grid covering the region impacted by the laser. Integral terms are consequently estimated at the nodes of this specific grid before reassignment onto the nodes of the FE mesh, where source terms (Eq. (15)) are then computed. Considering the optical specialty of alumina and the use of absorbents, the effective absorption coefficient, \( \alpha \), obviously plays a key role in laser–matter interaction and should be properly identified as possibly done by inverse approach [25].

3.1.2. Powder-bed melting

For fluid flow analysis in the mesoscopic modelling, the material obeys the Newtonian behaviour law expressed by Eq. (7) whatever its state: powder bed, liquid, or dense solid. The three states are characterized by viscosities having different orders of magnitude, and depending on temperature. This temperature dependence also allows treating the transition from a porous powder bed to the dense liquid state. In a certain temperature interval around the fusion temperature, the powder medium is supposed to condense and melt. As a consequence, the density is increased by a factor 2 as a porosity fraction of 50% is assumed in the present simulations, inducing a convergent velocity field due to mass conservation: Eq. (5).

3.1.3. Heat transfer and fluid flow

In such SLM processes, it is commonly considered that the main driving forces inducing fluid flow in the molten pool derive from surface tension as encountered in welding processes. Actually surface tension induces two driving forces. A first one is normal to the liquid surface and proportional to its total curvature. A second surface force acts in the tangential plane and consists of the tangential gradient of the first one. Significant values of these tangential forces, also named Marangoni forces, are expected owing to the temperature dependency of the surface tension and the tangential gradient of temperature. The surface tension \( \langle T_s \rangle \) and Marangoni forces \( \langle T_m \rangle \) should be distinguished in Eq. (17):

\[
T_s = \gamma \kappa n \quad T_m = \frac{\partial \gamma}{\partial T} \nabla_s T
\]

where \( \gamma \) denotes the surface tension, \( \kappa \) the total curvature, \( n \) the unit normal vector to the liquid surface, and \( \nabla_s \) the tangential operator along this surface. In the context of a level-set formulation, these surface forces need to be converted into volume forces, by multiplying them by the Dirac function (defined as \( \delta = \partial H/\partial \psi \)). As such, they are implemented, in the 2 \( \epsilon \)-thick neighbourhood of the liquid/gas interface, as contributions of the right-hand side body forces \( f_\psi \) in Eq. (6) [15].
Fig. 2. a) Simulated system in the case of multitrack deposition. b) Zoom with top view showing the adapted mesh around the laser irradiated zone (black rectangle on the central region of a)).

Table 1
Parameters used in simulations developed to follow track evolution during SLM process [25,28].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Section 3.2.1 Fluid and heat transfer</th>
<th>Section 3.2.2 Track and layer surface shape</th>
<th>Section 3.3 Solid thermomechanics</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_T$ (mm s$^{-1}$)</td>
<td>200</td>
<td>400 or 600</td>
<td>300</td>
</tr>
<tr>
<td>$r_{flu}$ (μm)</td>
<td>37.5</td>
<td>64.6</td>
<td>37.5</td>
</tr>
<tr>
<td>$\alpha_L$ (mm$^{-1}$)</td>
<td>5</td>
<td>8.98</td>
<td>5</td>
</tr>
<tr>
<td>$\alpha_T$ (mm$^{-1}$)</td>
<td>5</td>
<td>3.88</td>
<td>5</td>
</tr>
<tr>
<td>$\partial \gamma / \partial T \times 10^{-5}$ (N m$^{-1}$ K$^{-1}$)</td>
<td>−48 or 48</td>
<td>8.2</td>
<td>8.2</td>
</tr>
</tbody>
</table>

Fig. 3. Top view of melt pool (red contour) and liquid velocity field arrows when the laser (black contour) arrives to $x = 1.42$ mm for cases with different $\partial \gamma / \partial T$.

3.2. Application to powder-bed fusion of alumina

Simulations are carried out in a system illustrated in Fig. 2 for the case of multitrack deposition. The material domain is composed of a substrate and a layer of powder deposited on it, leading to a total height of 0.5 mm. A laser of power 84 W scans from $x = 0.2$ mm to $x = 2.8$ mm in each pass. The mesh is adapted in order to follow the evolving gas/material interface, principally based on the metric constructed by error estimation. The result is shown in the right part of the figure: good representation of track surface is achieved. For single track deposition, the width of the system is 0.5 mm and the height of the material domain is 1 mm.

Different parameters are used in the following simulations, as listed in Table 1. Note that the absorption coefficient used in the heat source model may be distinguished between powder, solid, and liquid states as demonstrated previously. In the present simulations, a unique value is used for powder and solid states. In addition, for cases in Sections 3.2.1 and 3.3, it is proposed to use also identical value for all three states in order to investigate the sensibility to material properties in fluid dynamics and heating mode in mechanical solution. For the solid thermomechanics, the driving force is the density variation during heating and cooling. A linear density evolution from $3970$ to $3780$ kg m$^{-3}$ [26] is used from ambient temperature to liquidus. The constitutive law is taken from Sanchez-Gonzalez et al. [27] and is based on results of compression tests.

3.2.1. Fluid and heat transfer

Fig. 3 shows the influence of Marangoni effect by varying the temperature dependency of surface tension corresponding to the coefficient $\partial \gamma / \partial T$, from the extreme value of $-4.8 \times 10^{-4}$ N m$^{-1}$ K$^{-1}$ reported in the literature [28] to its opposite...
value. With a high negative $\partial \gamma / \partial T$, a clear centrifugal convection flow can be noticed, with high velocity from the hot centre to the colder boundary under the laser spot. Two opposite convection cells are shown in the transversal cut view (Fig. 4). Note that these two cases show different melt pool shapes, which is related to the expansion (respectively contraction) effect of negative (respectively positive) $\partial \gamma / \partial T$. Another effect is the longer and wider melt pool obtained with negative $\partial \gamma / \partial T$. This is fully consistent with the transport of the high-temperature fluid (see also next paragraph). However, in both cases, the Marangoni convection is limited, affecting a small depth due to the rather high liquid viscosity of liquid alumina (as compared to the one for metals). In both cases, one can notice the formation of liquid droplets. It is caused by the melting of powder and spheroidization under surface tension. Melt pool instability may be generated when these droplets collapse into the main melt pool.

As heat transfer in the melt pool is influenced by the convection flow inside, the melt pool dynamics results in different temperature distributions. The temperature fields with different $\partial \gamma / \partial T$ are shown in Fig. 5. In line with the preceding comparisons regarding the extension of the melt pool, the axial temperature gradient at the rear of the melt pool is reduced for a positive $\partial \gamma / \partial T$. Another remarkable effect is the significant decrease of the maximum temperature, down to about 2700 °C for a positive $\partial \gamma / \partial T$.

3.2.2. Track and layer surface shape

The direct result of melt pool dynamics is the track shape after solidification. Regular and repetitive track is essential in additive manufacturing. However, track irregularities are often observed in the SLM process after solidification. A severe situation is the balling effect, which results in poor track regularity and affects the quality of additive manufacturing. Fig. 6 shows the appearance of balling when increasing the scanning speed from 400 to 600 mm s$^{-1}$. The track is not continuous any more, but broken into isolated islands. These islands are periodically developed along the scanning trajectory. The height map shows that the maximum height of islands is about 50 μm, which is close to the layer thickness. The zone between

Fig. 4. Melt pool geometry (red contour) and liquid velocity field in transverse sections A–A (as defined in Fig. 3) for cases with different $\partial \gamma / \partial T$. The black line indicates the initial powder/substrate interface. For each case, a zoom is given showing the liquid flow in the top-right region of the melt pool.

Fig. 5. Top view of temperature field and iso-contours corresponding to $T = 2104$ (red), 2300 and 2700 °C when the laser arrives to the position $x = 1.42$ mm.
isolated islands is slightly over the initial substrate surface. This means that the liquid above the substrate is cleaned up and gathered together by surface tension to form these islands.

In order to obtain the desired layer surface, different scanning strategies can be used, for example, by combining the scanning direction and the hatch distance \( \Delta y \). These two factors are investigated in Fig. 7. Differences can be noticed between juxtaposed tracks. For unidirectional scanning (top case) with \( \Delta y = 50 \, \mu m \), there is a clear boundary in the shape of the groove, between tracks. With zigzag strategy (central case), two regimes can be distinguished. The first regime corresponds to the transition region when the laser turns back between two successive passes. Two tracks are then connected without visible boundary. The boundary appears again out of this region and the surface looks similar to the previous case. The decrease of the hatch distance to 40 \( \mu m \) (bottom case) consists in increasing the overlap between the juxtaposed tracks. This leads to a boundary almost invisible: the two first tracks appear as a wider single track due to the partial remelting of the initial track and merge with the second track. However, a boundary appears between the second and third tracks, rather than being smoothly connected. All three cases show the decrease of surface height fluctuation from the first to the last track, showing the influence of previous solidified tracks on the surface morphology.

The profile evolution of the gas/material interface \( \psi = 0 \) in the median cross section (white line in Fig. 7) is plotted in Fig. 8, taken at the end of each pass. In fact, the profiles obtained with unidirectional and zigzag scanning are almost the same, so only one of them is given. Along the lateral sides of the developed track, there is still some powder in contact with the track. Due to weak overlap with \( \Delta y = 50 \, \mu m \) and the concave shape of track section, the groove between the first and second tracks can be clearly observed. This does not appear with \( \Delta y = 40 \, \mu m \), and a smoother surface is obtained. The height of the second track is lower than the first with \( \Delta y = 50 \, \mu m \), but they are almost the same with \( \Delta y = 40 \, \mu m \). The third track is more expanded in the width (direction \( y \)) and the groove appears in all cases. In fact, under the surface tension effect, the melt pool tends to be attracted by the previously solidified track. A slight nonphysical displacement of the interface is noticed. The profiles of the first track slightly change during the three passes (from 200 \( \mu m \) to 250 \( \mu m \) in Fig. 8), which is mainly caused by successive transport after remeshings.

3.3. Solid thermomechanics

As cracks occur mainly in the \( yz \) plane, the stress component \( \sigma_{xx} \) is shown in Fig. 9 for two heating modes. The top is a standard mode with the use of a unique laser beam in charge of the fusion. In the zone affected, just ahead of the laser, the increase of temperature results in a decrease of the density, leading to thermal expansion. Hence, compressive stress is formed as the expansion of material is inhibited by the surrounding material. At the rear of the melt pool, the material solidifies below 2004°C. Tensile stress is generated during cooling as the material tends to shrink but is inhibited by the surrounding. The maximum of \( \sigma_{xx} \) attains 3 GPa, evidencing the unavoidable occurrence of cracks as the tensile strength of alumina is around 300 MPa. This occurrence of regular cracks may also affect afterward the stress field onto the tracks surface. In the bottom case, an auxiliary laser is used in tandem with the first one, located 250 \( \mu m \) behind the principal
one. This value is proposed in the present simulation as corresponding approximatively to the melt pool length. Both lasers are of the same type, but the second one affects a larger region with \( r_{\text{hat}} = 200 \) μm and its effective power is reduced to \( P_L (1 - R) = 60 \) W compared to the main laser \( (P_L = 84 \) W). According to the simulation, this treatment reduces the thermal gradient as temperature isocontours are elongated in the \( x \) direction. As a result, \( \sigma_{xx} \) is significantly decreased with a maximum value around 1.5 GPa.

The variation of \( \sigma_{xx} \) along the scanning direction \( (x) \) can be noticed in Fig. 9 in the case with a single laser. Stress profiles are thus plotted (Fig. 10) along the \( x \) direction at the initial powder/substrate interface in the median longitudinal plane (horizontal white line in Fig. 9). The track height (blue, scale on the right) is also plotted in order to reveal its relation with local stress. One can see the increase of stress during cooling and the much higher stress in direction \( x \) than in other directions. A remarkable finding is the correlation between the local stress (for all components) and the local track height (or width). The stress peaks of \( \sigma_{xx} \), \( \sigma_{yy} \), and \( \sigma_{zz} \) correspond to the lower and narrower track necks and vice versa. This means that stress concentration can be generated in track necks. Consequently, tracks with stable transverse section are certainly favourable from the point of view of a regular and stable additive construction, but also regarding the minimization of crack risk during construction.

4. Macro-scale modelling at the scale of the part being built

Obviously, the mesoscale approach previously presented is not sustainable at the scale of a whole part. Instead, a macroscale approach is introduced here, including a simplified approach for both energy input and material addition. This approach is based on more macroscopic additions at the scale of entire layers, or fractions of layers, providing a com-
promise between accuracy and computational efficiency. Details of the present modelling are provided in Zhang et al. [16]. The following section is restricted to its main features.

4.1. Concept of deposition layer by layer or by layer fractions

As shown in Fig. 11, the construction plan of a part can be decomposed into several fractions in each layer. In practice, this decomposition may be based on a limit value for the scanned length in any fraction: \( t_{\text{scan}}^{\ell} \). Such a user-defined parameter, \( t_{\text{scan}}^{\ell} \), reflects the desired balance between computational accuracy and computational time. For instance, fixing this parameter at a very high value (of the order of the time required to treat a full layer) will result in a deposition full layer by full layer. Conversely, taking low values for this parameter (of the order of a few laser beam diameters) would result in a large number of layer fractions inside each layer: the model would tend to degenerate into a smaller scale simulation in which the laser scan path is accurately reproduced. More details can be found in reference [16].

Each layer fraction is supposed to be heated during a short time interval \( t_{\text{heat}} \). The latter is estimated from the laser radius and scanning velocity and corresponds to the time duration during which the material is exposed to the laser radiation. Note that this time duration does not depend on of the layer or layer fraction considered. Layer fractions are assumed to be heated homogeneously throughout their thickness. Accordingly, a simple energy balance leads to the expression of the heat source term to be implemented as the right-hand side of Eq. (4):

\[
\dot{Q}_L = \frac{P_L (1 - R) t_{\text{scan}}^{\ell}}{S_{\text{if}} t_{\text{heat}} \Delta z_t}
\]

(18)

where \( \Delta z_t \) is the powder bed thickness, and \( t_{\text{scan}}^{\ell} \) and \( S_{\text{if}} \) are the scan time and the surface of the considered layer fraction, respectively.

Cooling is afterwards simulated during the residual time, \( t_{\text{cool}}^{\ell} \), defined as \( t_{\text{scan}}^{\ell} - t_{\text{heat}} \) (Fig. 11). This approach is repeated till all the various fractions of layers are consecutively melted. When the scanning of a given layer is ended, a new coating of powder is added, which is simulated by the updating of the level-set function \( \psi \), as mentioned in Section 2.2, and cooling is simulated during a certain dwell time to spread a new powder bed layer at the top of the construction. The simulation procedure is repeated till the end of the process. Each time increment of the procedure consists of a thermal resolution, a mechanical resolution, and a possible remeshing step.

4.2. Application

The present macroscale modelling strategy is applied to a typical impeller structure made of the Ni-based superalloy IN718 with a diameter of 20 mm at the base and a height of 10 mm, as shown in Fig. 12. The limit scanned length is fixed to \( t_{\text{scan}}^{\ell} = 56 \) mm. Due to the variable section areas of the part, the number of layer fractions per deposited layer varies from 20 layer fractions in the bottom of the part to 4 layer fractions only in the top of the impeller. At any instant of the simulation, the computational domain includes the metallic material (substrate and already-built fraction of the final part), the gas and the non-irradiated powder.
To maintain computational efficiency, the FE mesh is regularly adapted during the construction process. The adaptation strategy is globally based on the updated two-level sets as given in Fig. 1b, and on predefined rules such as keeping a fine mesh near the construction front of the piece, while coarsening the mesh far from the construction front and deep into the non-irradiated powder. Such characteristic features can be observed in Fig. 12c, where the finite element mesh is shown close to the end of the construction process. As a result, the mesh contains around 2 million elements. The thermo-mechanical analysis is performed all along the construction process, including a total of 50 layers. It is then continued during the cooling process to room temperature, during 3 h. The constructed part is then removed from the substrate. The temperature evolution during and following the construction, the residual stress and distortion after cooling down to room temperature and removing from the substrate are presented in the following subsections.

4.2.1. Heat transfer in constructed part and non-irradiated powder

For the thermal analysis, a convective heat exchange boundary condition is considered along the bottom and lateral surfaces of the domain, while an adiabatic condition (null heat flux) is assumed along the boundaries of the gas domain on the top surface, see [16] for details. Compared to this previous work, the porosity of the powder is here taken as 52%, and the dwell time is extended to 17 s, which is more representative of the real process. In Fig. 13, temperature distributions are given in the assembly part plus the non-irradiated powder and in the constructed part alone. In Fig. 13a and c, the elements located in the gas domain are not present. In practice, elements such as $\mathcal{H}(\psi) < 0$ are not represented. The same treatment is applied in Fig. 13b and d, where, in addition, elements such as $\mathcal{H}(\psi) > 0$ and $\mathcal{H}(\psi) < 0$ are eliminated (non-irradiated powder elements). For the non-irradiated powder near the constructed part, temperature keeps around $300^\circ$C, so the consideration of the non-irradiated powder is quite important to simulate heat transfer in the whole domain (Fig. 13a). This is all the more important that the powder is confined between part regions, especially in the middle of the central shaft of the part. It can be noted that in the part, below the construction front, the temperature is maintained in the range 250–300°C.

When the part is completed, the highest temperature in the non-irradiated powder increases to more than $300^\circ$C (Fig. 13c), and the temperature gradient, essentially vertical, is more obvious in the part (Fig. 13d).

4.2.2. Stress build-up in constructed part - Residual stress

After cooling down to room temperature, the residual stress distributions are given first in the part/substrate assembly, and second in the part alone after substrate removal, see Fig. 14. As the distributions of $\sigma_{xx}$ and $\sigma_{yy}$ are similar, only $\sigma_{xx}$ is shown. For the residual stress in the x direction, tensile stresses mainly locate in the substrate and in the bottom of the constructed part (Fig. 14a), while compressive stresses are found in the middle of the blades. When the substrate is removed,
Fig. 13. Macroscale simulation: temperature distribution at an intermediate stage of the construction a) and b), and at the end of the construction c) and d).

Fig. 14. Residual stress distribution after cooling down to room temperature [left column: a) and c)], and after substrate removal [right column: b) and d)].
the stress in the bottom of the part is released to a lower level. The simulation of the removal process consists of two operations. Firstly, the mechanical properties of the substrate material are changed to the properties of a Newtonian material with a low viscosity. Secondly, the displacement field associated with this modification is analysed by releasing gradually the boundary conditions applied to the lower face of the substrate. Proceeding in this way, the mechanical resolution allows finding the final configuration of the part after separation from the substrate.

As for the residual stress in the $z$ direction, the maximum before substrate removal is found in the transition zone between part and substrate. After substrate removal, stress is significantly reduced in this region of the part, while stresses in the upper regions have negligible changes. Moreover, it is found that the values of residual stress in the $z$ direction are more homogeneous compared to these in the $x$ direction.

4.2.3. Displacement build-up in constructed part – Distortion

The distortion for the constructed part after cooling down to room temperature is given in Fig. 15. The norm of the displacement $||\mathbf{u}||$ is represented before and after the substrate is removed. Maximum and minimum values are around 0.6 mm (Fig. 15a–b) and are located at the top ends of the blades. It can be noticed that, for this impellor configuration, the distortion distributions of the constructed part show slight difference before and after the substrate is removed.

5. Discussion

In light of the above descriptions, a discussion is given that aims at comparing the meso- and macroscale models. This part is structured considering solvers for conservation equations, inputs/outputs, tracked boundary, remeshing and computational times. Most of the comparisons are summarized in Table 2.

Track/part construction. From the above illustrations of the models, the main difference is obvious. The models do not apply at the same scales. While the macroscopic approach aims at reaching a description of heat flow and mechanical behaviour at the scale of the whole part, the mesoscopic approach is limited to a few tracks, each track being restricted to small length. On the other hand, the mesoscopic model integrates more physical phenomena, and is the basis for integrating even more physical phenomena in the future. This will be discussed in the perspective of the present session. Ideally one would wish to simulate the whole part with the mesoscopic approach. This is yet impossible as will be discussed later when considering the required computational resources. The macroscopic approach thus becomes essential when outputs are required that need to tackle the part and the process, e.g., for predicting residual stresses or geometrical features or defects due to accumulation of hundreds or thousands of layers.

Level set boundaries. A level set is considered with both models that tracks the material/gas boundary. The second level set introduced by the macroscale model tracks the interface between the constructed part and the powder bed. This is achieved by using a conform mesh so as to be as close as possible to the actual geometry and to reduce the need for a very fine mesh on each side of the interface. As a consequence, while it is easy to visualize parts with/without the powder bed with the macro-model, the extraction of the consolidated domain in the mesoscale model requires to filter the information using, e.g., the fraction of powder or gas \cite{15,25}. The description of the interface is less precise with the latter methodology.

Energy conservation. The mesoscale model integrates a volumetric heat source (Eqs. (4) and (15)) that depends on the distance below the material/gas boundary represented by the level-set function. Yet the initial spatial distribution of the heat source at the material/gas boundary is not uniform as it follows a Gaussian distribution. It should be mentioned that the Gaussian-type distribution is not imperative and can be modified easily. This is different in the macroscale model where the heat source is homogeneous in the thickness of the powder bed and uniform throughout the area of each layer fraction. But the main difference between the energy solvers is due to the absence of melting and solidification in the macroscale model. It is inferred with this approximation that the size of the melt pool and the time scale for phase transformation involving liquid are both very small compared to the volume of the part and powder beds domains and the time for the diffusion of heat in these domains. Hence the energy required for melting is compensated by the latent heat released during solidification and can well be neglected when conducting an analysis at the macroscale. Hence the outputs do not include
the distribution of phases and the solidification path. While these data are required for mesoscale modelling, they are not necessary for the macroscale modelling.

**Total mass conservation and fluid mechanics.** These equations are only solved by the mesoscale model, providing output with fluid flow, change of material volume upon melting and consolidation of the powder (as the powder is a homogeneous domain with an equivalent density), track shape including the possibility to predict surface roughness and balling. One should notice that these outputs are essential for calibrations. Indeed, selection of processing parameters for an additive manufacturing first start with single tracks generations as a function of power, velocity and other heat source features. Similarly, sensitivity to several defects is also evaluated with such simple tests. Availability of a calibrated physically based model for such studies is imperative.

**Solid mechanics.** Prediction of stresses and strains at the consolidated regions are developed based on the same solver. However, they aim at providing different outputs. For the macroscale model, the goal is to predict distortion and residual stresses in the whole part. The geometrical dimensions may then be checked, as well as the risk for cracking during construction or cooling to room temperature. In addition, the final geometry of the whole part is predicted and may be compared to the CAD model. This provides information on possible optimization of the SLM strategy in order to minimize distortions. Oppositely, tracking of the pool with the mesoscale model can be orientated toward hot tearing, i.e. a metallurgical defect that is linked to phase transformation. The occurrence of cracks may be estimated as well as defect orientation depending on main stress directions.

**Remeshing strategies.** Remeshing strategies are first developed to track domain boundaries. For the macroscale model, this is done by defining a fine mesh close to the deposited layer and progressively making it coarser with the distance to the construction front. At the same time, a conform mesh is kept at the boundary between the part and the powder bed. This second strategy avoids artificial loss of the geometrical contours of the part due to successive remeshing over time and also significantly reduces the number of elements compared to a standard level-set-based front-capturing remeshing strategy. The remeshing strategy for the mesoscale model does not only aim at tracking the boundary between the material and the gas, but also at refining the mesh where large gradients (or more precisely second order spatial derivatives) develop. For instance, variables such as the density, the liquid fraction, the heat source distribution, and the temperature are also considered. This permits refining the gas/material interface, the melt pool boundary, the region impacted by the laser and the region with high variation of the temperature gradient, respectively. In both models, isotropic and anisotropic metrics are continuously calculated during the simulations and communicated to the remeshing procedure in charge of updating the nodal positions and the mesh topology.
Time integration. This is certainly one of the main differences between the models. Classical time integration is achieved using the mesoscale model: successive resolutions of energy, fluid mechanics, transport of the level set, solid mechanics, and remeshing are performed [25]. Because of the physical phenomena to capture (fluid flow of the order of laser velocity, i.e. 0.3 m s\(^{-1}\)), a smooth simulation of the fluid flow and its instabilities requires small time steps. Estimation can be achieved by using the track width as a representative size, i.e. a few tens of \(\mu\)m. One thus finds a time scale of typically hundreds of \(\mu\)m, i.e. time steps of the order of the \(\mu\)s. Optimization can be made by identifying physical phenomena that do not proceed with the same time scale. For instance, one could reduce the number of resolution for solid mechanics with a larger time step, as suggested by Bellet et al. [29]. In macroscale simulations, as the flow in the melt pool is not solved, the time step limitation seems not so drastic. What limits the time step is actually the heating of each layer or layer fraction. As explained above, the heating time is the time during which the material is exposed to the laser radiation. A simple estimation consists of the ratio \(t_{\text{heat}} = 2t_{\text{int}}/v_L\). Taking \(2t_{\text{int}}\) and \(v_L\) of the order of 75 \(\mu\)m and 0.3 m s\(^{-1}\), respectively, \(t_{\text{heat}}\) is of the order of a few hundreds of \(\mu\)s. Zhang et al. [16] demonstrated that \(t_{\text{heat}}\) could be multiplied by a certain factor – up to 40 – without affecting significantly the results. Besides, during cooling of each layer or layer fraction, or during dwell time, the time step can be considerably larger than \(t_{\text{heat}}\). In total, this allows relaxing time step limitations and maintaining sustainable computational time for the macroscopic approach.

Computational times. Computational time per unit length can be computed for both models. It reaches 0.05 day m\(^{-1}\) for the macroscale model and 1300 day m\(^{-1}\) for the mesoscale model. In fact, with a total distance travelled by the laser of 70 m, the simulation of the part shown in Fig. 12 with the mesoscale model could be estimated to 250 years. This means that a simulation of the whole part with a mesoscale model is currently out of reach, even with supercomputers.

6. Conclusion

Thermomechanical analyses for additive manufacturing are performed with meso- and macroscale models. Both analyses include a combination of the level-set methodology and remeshing strategies to follow the deposited track and the construction by layers. The main difference between the models is the melt pool simulation, detailed with the mesoscale model while omitted with the macroscale model.

In the mesoscale model, the fluid dynamics in the melt pool caused by opposite temperature surface tension coefficients is discussed. This coefficient is shown to have significant influence on the length and width of the melt pool. The fluid dynamics and solidification result in the final track shape and its surface roughness. While very high scanning speed at constant heat source power is known to prevent melting, intermediate value leads to the balling effect as demonstrated by the mesoscale model. For multiple track deposition, it is shown that the shape of the layer surface is more sensitive to the hatch distance than to the scanning direction, as the latter only modifies the transition region between successive tracks. At the end, simulations show that the maximum tensile stress can be reduced by using an auxiliary laser that heats the tail of the melt pool. In addition, stress concentration may occur with irregular tracks, higher stress being found in the regions with smaller cross sections.

In the macroscale model, a typical impeller part is simulated with input geometrical description directly imported from the CAD software. Two main findings are achieved through the analyses of the simulation. At first, the temperature of the non-irradiated powder near the constructed part is maintained at a high level during processing. This demonstrates the importance of accounting for both the consolidated part and the powder bed during the whole thermomechanical simulation. After cooling down to room temperature, it is also shown that the residual stresses in the vertical direction are more homogenous compared to these in the horizontal directions, while the maximum distortions in both vertical and horizontal directions are located in the blades.

The presentation of the models, their illustration, and the discussion can be used to draw perspectives for further developments. The first possible additional developments concern the mesoscale model. Modelling of the key hole and more generally a deeper implementation of the interaction of the laser with the material is feasible as already shown in the welding process [30]. Similarly, one could couple the melt pool solidification with the description of metallurgical features, such as the grain structure and its associated texture as previously done in welding simulations [31]. More ambitious is the prediction of porosity and denudation, two defects that are well recognized in the additive manufacturing but not yet tackled. As it is clear that both methodologies present drawbacks and advantages, construction of a modelling chain could also be considered. The mesoscale model would then serve to feed the macroscale model. For instance, after calibration of mesoscale model on a set of experimental data, one could calibrate the heat source that enters the macroscale model so as to retrieve the heat flow computed with the mesoscale model. While this work is tedious, it could then open the door to quantitative macroscale simulations while maintaining simplifications. As explained above, this is the only way to tackle large domain simulations with reasonable computational resources. Beyond model developments, work is in progress for comparison with experimental characterizations. This is one key to reach model calibration and predictive value of the simulations.
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