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Abstract

Approximation problems involving a single convex body in $\mathbb{R}^d$ have received a great deal of attention in the computational geometry community. In contrast, works involving multiple convex bodies are generally limited to dimensions $d \leq 3$ and/or do not consider approximation. In this paper, we consider approximations to two natural problems involving multiple convex bodies: detecting whether two polytopes intersect and computing their Minkowski sum. Given an approximation parameter $\varepsilon > 0$, we show how to independently preprocess two polytopes $A, B \subseteq \mathbb{R}^d$ into data structures of size $O\left(\frac{1}{\varepsilon^{(d-1)/2}}\right)$ such that we can answer in polylogarithmic time whether $A$ and $B$ intersect approximately. More generally, we can answer this for the images of $A$ and $B$ under affine transformations. Next, we show how to $\varepsilon$-approximate the Minkowski sum of two given polytopes defined as the intersection of $n$ halfspaces in $O\left(n \log(1/\varepsilon) + \frac{1}{\varepsilon^{(d-1)/2}}\right)$ time, for any constant $\alpha > 0$. Finally, we present a surprising impact of these results to a well studied problem that considers a single convex body. We show how to $\varepsilon$-approximate the width of a set of $n$ points in $O\left(n \log(1/\varepsilon) + \frac{1}{\varepsilon^{(d-1)/2+\alpha}}\right)$ time, for any constant $\alpha > 0$, a major improvement over the previous bound of roughly $O(n + \frac{1}{\varepsilon^{d-1}})$ time.

1 Introduction

Approximation problems involving a single convex body in $d$-dimensional space have received a great deal of attention in the computational geometry community [4,9–12,18,19,45]. Recent results include near-optimal algorithms for approximating the convex hull of a set of points [9,19], as well as an optimal data structure for answering approximate polytope membership queries [11]. In contrast, works involving multiple convex bodies are generally limited to dimensions $d \leq 3$ and/or do not consider approximation [2,13,29,30,44]. In this paper we present new approximation algorithms to natural problems that either involve multiple convex polytopes or result from such an analysis:

- Determining whether two convex polytopes $A$ and $B$ intersect
- Computing the Minkowski sum, $A \oplus B$, of two convex polytopes
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• Computing the width of a convex polytope \( A \) (which results from an analysis of the Minkowski sum \( A \oplus (-A) \))

Throughout we assume that the input polytopes reside in \( \mathbb{R}^d \) and are full-dimensional, where the dimension \( d \) is a fixed constant. Polytopes may be represented either as the convex hull of \( n \) points (point representation) or as the intersection of \( n \) halfspaces (halfspace representation). In either case, \( n \) denotes the size of the polytope.

1.1 Convex Intersection

Detecting whether two geometric objects intersect and computing the region of intersection are fundamental problems in computational geometry. Geometric intersection problems arise naturally in a number of applications. Examples include geometric packing and covering, wire and component layout in VLSI, map overlay in geographic information systems, motion planning, and collision detection. Several surveys present the topics of collision detection and geometric intersection [33,36,37].

The special case of detecting the intersection of convex objects has received a lot of attention in computational geometry. The static version of the problem has been considered in \( \mathbb{R}^2 \) [39, 42] and \( \mathbb{R}^3 \) [20,38]. The data structure version where each convex object is preprocessed independently has been considered in \( \mathbb{R}^2 \) [13, 21, 22, 25] and \( \mathbb{R}^3 \) [13, 22, 25, 26].

Recently, Barba and Langerman [13] considered the problem in higher dimension. They showed how to preprocess convex polytopes in \( \mathbb{R}^d \) so that given two such polytopes that have been subject to affine transformations, it can be determined whether they intersect each other in logarithmic time. However, the preprocessing time and storage grow as the combinatorial complexity of the polytope raised to the power \( (d/2) \). Since the combinatorial complexity of a polytope with \( n \) vertices can be as high as \( \Theta(n^{d/2}) \), the storage upper bound is roughly \( O(n^{d/4}) \). This high complexity motivates the study of approximations to the problem.

We define approximation in a manner that is sensitive to direction. Consider any convex body \( K \) in \( \mathbb{R}^d \) and any \( \varepsilon > 0 \). Given a nonzero vector \( v \in \mathbb{R}^d \), define \( \Pi_v(K) \) to be the minimum slab defined by two hyperplanes that enclose \( K \) and are orthogonal to \( v \). Define the directional width of \( K \) with respect to \( v \), width\(_v\)(\( K \)), to be the perpendicular distance between these hyperplanes. Let \( \Pi_{v,\varepsilon}(K) \) be the central expansion of \( \Pi_v(K) \) by a factor of \( 1 + \varepsilon \), and define \( K_v \) to be the intersection of these expanded slabs over all unit vectors \( v \). It can be shown that for any \( v \), width\(_v\)(\( K_v \)) = \( (1 + \varepsilon) \) width\(_v\)(\( K \)). An \( \varepsilon \)-approximation of \( K \) is any set \( K' \) (which need not be convex) such that \( K \subseteq K' \subseteq K_v \). This defines an inner approximation. It is also possible to define an analogous notion of outer approximation in which each directional width is no smaller than \( 1 − \varepsilon \) times the true width. Our results can be extended to either type of approximation.

A related notion studied extensively in the literature is that of \( \varepsilon \)-kernels. Given a discrete point set \( S \) in \( \mathbb{R}^d \), an \( \varepsilon \)-kernel of \( S \) is any subset \( Q \subseteq S \) such that conv\((Q)\) is an inner \( \varepsilon \)-approximation of conv\((S)\) [4]. It is also well known that \( O(1/\varepsilon^{(d−1)/2}) \) points are sufficient and sometimes necessary in an \( \varepsilon \)-kernel. Kernels efficiently approximate the convex hull and as such have been used to obtain fast approximation algorithms to several problems such as diameter, minimum width, convex hull volume, minimum enclosing cylinder, minimum enclosing annulus, and minimum-width cylindrical shell [4, 5].

In the \( \varepsilon \)-approximate version of convex intersection, we are given two convex bodies \( A \) and \( B \) and a parameter \( \varepsilon > 0 \). If \( A \cap B \neq \emptyset \), the answer is “yes.” If \( A \cap B = \emptyset \), then the answer is “no.” Otherwise, either answer is acceptable. The \( \varepsilon \)-approximate polytope intersection problem is defined as follows. A collection of two or more convex polytopes in \( \mathbb{R}^d \) are individually preprocessed (with knowledge of \( \varepsilon \)). Given any two preprocessed polytopes, \( A \) and \( B \), the query determines whether \( A \) and \( B \) intersect approximately. In general, the query algorithm can be applied to any affine transformation of the preprocessed polytopes.

**Theorem 1.** Given a parameter \( \varepsilon > 0 \) and two polytopes \( A, B \subset \mathbb{R}^d \) each of size \( n \) (given either using a point or halfspace representation), we can independently preprocess each polytope into a data structure in order to answer \( \varepsilon \)-approximate polytope intersection queries with query time \( O(\text{polylog} \frac{1}{\varepsilon}) \), storage \( O(1/\varepsilon^{(d−1)/2}) \), and preprocessing time \( O(n \log \frac{1}{\varepsilon} + 1/\varepsilon^{(d−1)/2 + \alpha}) \), where \( \alpha \) is an arbitrarily small positive constant.

The space is nearly optimal in the worst case because there is a lower bound of \( \Omega(1/\varepsilon^{(d−1)/2}) \) on the worst-case bit complexity of representing an \( \varepsilon \)-approximation of a polytope [11].
1.2 Minkowski Sum

Given two convex bodies \( A, B \subset \mathbb{R}^d \), the Minkowski sum \( A \oplus B \) is defined as \( \{ p + q : p \in A, q \in B \} \) (see Figure 1(a)). Minkowski sums have found numerous applications in motion planning [7,31], computer-aided design [44], computational biology [40], satellite layout [15], and image processing [35]. Minkowski sums have also been well studied in the context of discrete and computational geometry [1,3,29,32,43].

It is well known that in dimension \( d \geq 3 \), the number of vertices in the Minkowski sum of two polytopes can grow as rapidly as the product of the number of vertices in the two polytopes [7]. This has led to the study of algorithms to compute approximations to Minkowski sums in \( \mathbb{R}^3 \) [2, 30, 44]. In this paper, we show how to approximate the Minkowski sum of two convex polytopes in \( \mathbb{R}^d \) in near-optimal time.

**Theorem 2.** Given a parameter \( \varepsilon > 0 \) and two polytopes \( A, B \subset \mathbb{R}^d \) each of size \( n \) (given either using a point or halfspace representation), it is possible to construct an \( \varepsilon \)-approximation of \( A \oplus B \) of size \( O(1/\varepsilon^{(d−1)/2}) \) in \( O(n \log 1/\varepsilon + 1/\varepsilon^{(d−1)/2+\alpha}) \) time, where \( \alpha \) is an arbitrarily small positive constant.

The output representation can be either point-based or halfspace-based, irrespective of the input representations.

1.3 Width

Define the directional width of a set \( S \) of \( n \) points to be the directional width of \( \text{conv}(S) \). The width of \( S \) is the minimum over all directional widths. The maximum over all directional widths is equal to the diameter of \( S \). Both problems can be approximated using the \( \varepsilon \)-kernel of \( S \). After successive improvements [4,6,8,14,18], algorithms to compute \( \varepsilon \)-kernels and to \( \varepsilon \)-approximate the diameter in roughly \( O(n + 1/\varepsilon^{d/2}) \) time have been independently discovered by Chan [19] and the authors [9]. Somewhat surprisingly, these works offer no improvement to the running time to approximate the width [4,17,18,28,45], which Chan [19] posed as an open problem. The fastest known algorithms date from over a decade ago and take roughly \( O(n + 1/\varepsilon^{d−1}) \) time [17,18].

Agarwal et al. [2] showed that the width of a convex body \( K \) is equal to the minimum distance from the origin to the boundary of the convex body \( K \oplus (−K) \) (see Figure 1(b)). Using Theorem 2, we can approximate the width by computing an \( \varepsilon \)-approximation of \( K \oplus (−K) \) represented as the intersection of halfspaces and then determining the closest point to the origin among all bounding hyperplanes. The following presents this result.

**Theorem 3.** Given a set \( S \) of \( n \) points in \( \mathbb{R}^d \) and an approximation parameter \( \varepsilon > 0 \), it is possible to compute an \( \varepsilon \)-approximation to the width of \( S \) in \( O(n \log 1/\varepsilon + 1/\varepsilon^{(d−1)/2+\alpha}) \) time, where \( \alpha \) is an arbitrarily small positive constant.
1.4 Techniques

Our algorithms and data structure are based on a data structure defined by a hierarchy of Macheath regions [9,11], which answers approximate directional width queries in polylogarithmic time. First, we show how to use this data structure as a black box to answer approximate polytope intersection queries by transforming the problem to a dual setting and performing a multidimensional convex minimization. Next, we show how to use approximate polytope intersection queries to compute $\varepsilon$-approximations of the Minkowski sum. The approximation to the width follows directly.

Since we only access the input polytopes through a data structure for approximate directional width queries, our results apply in much more general settings. For example, we could answer in polylogarithmic time whether the Minkowski sum of two polytopes (preprocessed independently) approximately intersects a third polytope. Our techniques are also amenable to other polytope operations such as intersection and convex hull of the union, as long as the model of approximation is defined accordingly.

The preprocessing time of the approximate directional width data structure we use is $O(n \log \frac{1}{\varepsilon} + 1/\varepsilon(d-1)/2+\alpha)$, for arbitrarily small $\alpha > 0$. If this preprocessing time is reduced in the future, the complexity of our algorithms becomes equal to the preprocessing time plus $O((1/\varepsilon(d-1)/2) \log \frac{1}{\varepsilon})$.

2 Preliminaries

In this section we present a number of results, which will be used throughout the paper. The first provides three basic properties of Minkowski sums. The proof can be found in standard sources on Minkowski sums (see, e.g., [41]).

**Lemma 4.** Let $A,B \subset \mathbb{R}^d$ be two (possibly infinite) sets of points. Then:

(a) $A \cap B \neq \emptyset$ if and only if $O \in A \oplus (-B)$, where $O$ is the origin.

(b) $\text{conv}(A \oplus B) = \text{conv}(A) \oplus \text{conv}(B)$.

(c) For all nonzero vectors $v$, $\text{width}_v(A \oplus B) = \text{width}_v(A) + \text{width}_v(B)$.

Next, we recall a recent result of ours on answering directional width queries approximately [9], which we will use as a black box later in this paper. Given a set $S$ of $n$ points in a constant dimension $d$ and an approximation parameter $\varepsilon > 0$, the answer to the approximate directional width query for a nonzero query vector $v$ consists of a pair of points $p, q \in S$ such that $\text{width}_v([p,q]) \geq (1-\varepsilon) \text{width}_v(S)$.

**Lemma 5.** Given a set $S$ of $n$ points in $\mathbb{R}^d$ and an approximation parameter $\varepsilon > 0$, there is a data structure that can answer $\varepsilon$-approximate directional width queries with query time $O(\log^2 \frac{n}{\varepsilon})$, space $O(1/\varepsilon(d-1)/2)$, and preprocessing time $O(n \log \frac{1}{\varepsilon} + 1/\varepsilon(d-1)/2+\alpha)$.

2.1 Fattening

Existing algorithms and data structures for convex approximation often assume that the bodies have been fattened by an appropriate affine transformation. In the context of multiple bodies, this is complicated by the fact that different fattening transformations may be needed for the two bodies or their Minkowski sum. In this section we explore this issue.

Consider a convex body $K$ in $d$-dimensional space $\mathbb{R}^d$. Given a parameter $0 < \gamma \leq 1$, we say that $K$ is $\gamma$-fat if there exist concentric Euclidean balls $B$ and $B'$, such that $B \subseteq K \subseteq B'$, and $\text{radius}(B)/\text{radius}(B') \geq \gamma$. We say that $K$ is fat if it is $\gamma$-fat for a constant $\gamma$ (possibly depending on $d$, but not on $\varepsilon$ or $K$). For a centrally symmetric convex body $C$, the body obtained by scaling $C$ about its center by a factor of $\lambda$ is called the $\lambda$-expansion of $C$.

Let $K$ be a convex body. We say that a convex body $C$ is a $\lambda$-sandwiching body for $K$ if $C$ is centrally symmetric and $C \subseteq K \subseteq C''$, where $C''$ is a $\lambda$-expansion of $C$. John [34] proved tight bounds for the constant $\lambda$ of a $\lambda$-sandwiching ellipsoid. This ellipsoid is referred to as the John ellipsoid.

**Lemma 6.** For every convex body $K$ in $\mathbb{R}^d$, there exists a $d$-sandwiching ellipsoid. Furthermore, if $K$ is centrally symmetric, there exists a $\sqrt{d}$-sandwiching ellipsoid.
It is an immediate consequence of this lemma that for any convex body \( K \) there exists an affine transformation \( T \) such that \( T(K) \) is \((1/d)\)-fat. Any affine transformation that maps the John ellipsoid into a Euclidean ball will do. The following lemma generalizes this to hyperrectangles (see also Barequet and Har-Peled [14]).

**Lemma 7.** For every convex body \( K \) in \( \mathbb{R}^d \), there exists a \((d^{3/2})\)-sandwiching hyperrectangle.

**Proof.** Let \( E \) denote the \( d \)-sandwiching ellipsoid for \( K \), described in Lemma 6. By elementary geometry, there exists a \( \sqrt{d} \)-sandwiching hyperrectangle \( R \) for \( E \). We claim that \( R \) is a \((d^{3/2})\)-sandwiching hyperrectangle for \( K \). To prove this claim, observe that \( R \subseteq E \subseteq R' \) and \( E \subseteq K \subseteq E' \), where \( R' \) is the \( \sqrt{d} \)-expansion of \( R \) and \( E' \) is the \( d \)-expansion of \( E \). Letting \( R'' \) denote the \( d \)-expansion of \( R' \), it is easy to see that \( E' \subseteq R'' \). It follows that \( R \subseteq E \subseteq K \subseteq E' \subseteq R'' \). Since \( R'' \) is the \( d \)-expansion of \( R' \) and \( R' \) is the \( \sqrt{d} \)-expansion of \( R \), it follows that \( R'' \) is the \((d^{3/2})\)-expansion of \( R \). This completes the proof.

Next, let us consider fattening in the context of multiple bodies. The next two lemmas follow from elementary geometry and properties of Minkowski sums.

**Lemma 8.** Let \( C_1 \) and \( C_2 \) be \( \lambda \)-sandwiching bodies for \( K_1 \) and \( K_2 \), respectively. Then \( C_1 \oplus C_2 \) is a \( \lambda \)-sandwiching body for \( K_1 \oplus K_2 \).

**Lemma 9.** Let \( K \) be a convex body. Given a \( \lambda \)-sandwiching polytope for \( K \) of constant complexity, we can compute a \( \gamma \)-fattening affine transformation \( T \) for \( K \) in constant time, where \( \gamma = 1/(\lambda \sqrt{d}) \).

**Proof.** Let \( C \) denote the given \( \lambda \)-sandwiching polytope for \( K \). Recalling that \( \lambda \)-sandwiching polytopes are centrally symmetric, by Lemma 6 we can find a \( \sqrt{d} \)-sandwiching ellipsoid \( E \) for \( C \). As \( C \) has constant complexity, we can determine \( E \) in \( O(1) \) time. In \( O(1) \) time, we can also find the affine transformation \( T \) that converts \( E \) into a Euclidean ball. We claim that \( T(K) \) is \( \gamma \)-fat for \( \gamma = 1/(\lambda \sqrt{d}) \). To prove this claim, observe that \( E \subseteq C \subseteq E' \) and \( C \subseteq K \subseteq C' \), where \( E' \) is the \( \sqrt{d} \)-expansion of \( E \) and \( C' \) is the \( \lambda \)-expansion of \( C \). Letting \( E'' \) denote the \( \lambda \)-expansion of \( E' \), it is easy to see that \( C' \subseteq E'' \). It follows that \( E \subseteq C \subseteq K \subseteq C' \subseteq E'' \). Since \( E' \) is the \( \sqrt{d} \)-expansion of \( E \) and \( E'' \) is the \( \lambda \)-expansion of \( E' \), it follows that \( E'' \) is the \( \lambda \sqrt{d} \)-expansion of \( E \). Thus \( T(K) \) is contained between Euclidean balls \( T(E) \) and \( T(E'') \), whose radii differ by a factor of \( \lambda \sqrt{d} \), which proves the lemma.

We conclude by showing that we can maintain a small amount of auxiliary information for any collection of convex bodies in order to determine the fattening transformation for the Minkowski sum of any two members of this library. We refer to the data structure for approximate directional width queries from Lemma 5 together with the additional information to determine the fattening transformation as the **augmented data structure** for approximate directional width queries.

**Lemma 10.** Consider any finite collection of convex polytopes in \( \mathbb{R}^d \), and let \( \gamma = 1/d^2 \). It is possible to store information of constant size with each polytope such that in constant time we can compute a \( \gamma \)-fattening affine transformation for the Minkowski sum of any two polytopes from the collection. This information can be computed in time proportional to the size of the input polytope [23].

**Proof.** At preprocessing time, we store the \( \lambda \)-sandwiching hyperrectangles \( R_i \) for each \( K_i \), where \( \lambda = d^{3/2} \). By Lemma 7, such hyperrectangles exist and they can be computed in time proportional to the size of the input polytope [23].

Suppose we want to compute a \( \gamma \)-fattening affine transformation for \( K_i' \oplus K_j' \), where \( K_i' \) and \( K_j' \) are the result of applying (possibly different) affine transformations to \( K_i \) and \( K_j \), respectively. Let \( C_i' \) and \( C_j' \) be the polytopes of constant complexity obtained by applying the corresponding affine transformations to \( R_i \) and \( R_j \), respectively. Clearly, \( C_i' \) and \( C_j' \) are \( \lambda \)-sandwiching polytopes for \( K_i' \) and \( K_j' \), respectively. Thus, by Lemma 8, \( C_i' \oplus C_j' \) is a \( \lambda \)-sandwiching polytope for \( K_i' \oplus K_j' \). Note that this polytope has constant complexity and can be computed in constant time. Applying Lemma 9, we can use this polytope to compute a \( \gamma \)-fattening affine transformation for \( K_i' \oplus K_j' \) in constant time, where \( \gamma = 1/(\lambda \sqrt{d}) = 1/d^2 \).

The previous lemma holds more generally even when each of the polytopes are subject to any non-singular affine transformation and to the Minkowski sum of a constant number of polytopes.
2.2 Projective Duality and Width

Our algorithm for approximating the directional width of a point set is based on a projective dual transformation, which maps points into hyperplanes and vice versa. Each primal point \( p = (p_1, \ldots, p_d) \in S \) is mapped to the dual hyperplane \( p^* : x_d = p_1x_1 + \cdots + p_{d-1}x_{d-1} - p_d. \) Each primal hyperplane is mapped to a dual point in the same manner. This dual transformation has several well-known properties [24]. For example, the points in the lower convex hull of \( S \) map to the hyperplanes in the upper envelope.

Let \( H \) be a set of \( n \) hyperplanes in \( \mathbb{R}^d \). Given a point \( r \in \mathbb{R}^{d-1} \), the thickness of \( H \) at \( r \), denoted \( \text{thick}_r(H) \), is defined as follows. Given \( r \in \mathbb{R}^{d-1} \) and \( t \in \mathbb{R} \), let \((r, t)\) denote the point in \( \mathbb{R}^d \) resulting by concatenating \( r \) and \( t \). For the sake of illustration, we think of the \( d \)-th coordinate axis as being the vertical axis. Let \( r' = (r, t_1) \) and \( r'' = (r, t_2) \). We define \( \text{thick}_r(H) \) as the maximum difference \( t_2 - t_1 \) for points \( r', r'' \) in the hyperplanes in \( H \). In other words, the thickness is the vertical distance between the intersection of the vertical line defined by \( r \) with the upper and lower envelopes of \( H \). The following relates width and thickness.

**Lemma 11.** Consider two points \( p, q \in \mathbb{R}^d \) and a vector \( v = (v_1, \ldots, v_{d-1}, -1) \). Let \( p^*, q^* \) denote the dual hyperplanes and \( v_{1,d-1} = (v_1, \ldots, v_{d-1}) \). We have

\[
\text{thick}_{v_{1,d-1}}([p^*, q^*]) = \|v\| \text{width}_v([p, q]).
\]

**Proof.** Given vectors \( u \) and \( v \), let \( u \cdot v \) denote the standard inner product. Assume without loss of generality that \( p \cdot v \geq q \cdot v \). Clearly, \( v \) is nonzero, so \( \text{width}_v([p, q]) = (p \cdot v - q \cdot v)/\|v\| \). Let \( p = (p_1, \ldots, p_d) \) and \( q = (q_1, \ldots, q_d) \). The dual hyperplanes are

\[
p^* : x_d = p_1x_1 + \cdots + p_{d-1}x_{d-1} - p_d \quad \text{and} \quad q^* : x_d = q_1x_1 + \cdots + q_{d-1}x_{d-1} - q_d.
\]

If we set \( x_1, \ldots, x_{d-1} = v_{1,d-1} \) we have \( t_2 = (p_1, \ldots, p_{d-1}) \cdot v_{1,d-1} - p_d \) and \( t_1 = (q_1, \ldots, q_{d-1}) \cdot v_{1,d-1} - q_d \). Therefore

\[
\text{thick}_{v_{1,d-1}}(H) = t_2 - t_1 = (p_1, \ldots, p_{d-1}) \cdot v_{1,d-1} - p_d - ((q_1, \ldots, q_{d-1}) \cdot v_{1,d-1} - q_d)
\]

\[
= p \cdot v - q \cdot v
\]

\[
= \|v\| \text{width}_v([p, q]).
\]

\[\square\]

3 Approximate Convex Intersection

In this section, we will prove Theorem 1 for the case when the input polytopes are represented by points. Assume that we are given two polytopes \( A \) and \( B \) in the point representation. The objective is to preprocess \( A \) and \( B \) individually such that we can efficiently answer approximate intersection queries for \( A \) and \( B \) (or more generally for affine transformations of \( A \) and \( B \)).

Given a convex body \( K, \varepsilon > 0 \), and a point \( p \), an \( \varepsilon \)-approximate polytope membership query is defined as follows. If \( p \in K \), the answer is “yes,” if \( p \notin K \), the answer is “no,” and otherwise, either answer is acceptable. Our strategy to answer approximate intersection queries is based on reducing them to approximate polytope membership queries. This reduction is presented in the following lemma, which is a straightforward generalization of Lemma 4(a) to an approximate context. The proof follows from standard algebraic properties of Minkowski sums and the observation that \( K_\varepsilon \) can be expressed as \( K \oplus \frac{\varepsilon}{2}(K \ominus K) \).

**Lemma 12.** Let \( A, B \subset \mathbb{R}^d \) be two polytopes and \( \varepsilon > 0 \). Determining the \( \varepsilon \)-approximate intersection of \( A \) and \( B \) is equivalent to determining the \( \varepsilon \)-approximate membership of \( O \in A \oplus (-B) \).

**Proof.** We begin by establishing the useful identity \( A_\varepsilon \oplus B_\varepsilon = (A \oplus B)_\varepsilon \). By basic properties of Minkowski sums (commutativity and distributivity) we have

\[
A_\varepsilon \oplus B_\varepsilon = \left( A \oplus \frac{\varepsilon}{2}(A \ominus -A) \right) \oplus \left( B \oplus \frac{\varepsilon}{2}(B \ominus -B) \right)
\]

\[
= (A \oplus B) \oplus \frac{\varepsilon}{2}\left( (A \oplus B) \oplus -(A \oplus B) \right) = (A \oplus B)_\varepsilon,
\]
as desired.

Returning to the proof, if \( A \cap B \neq \emptyset \) then by Lemma 4(a), \( O \in A \oplus (-B) \), and the approximate membership query returns “yes,” as desired. If \( A_x \cap B_x = \emptyset \) then by Lemma 4(a) we have \( O \notin A_x \oplus (-B_x) \) and by the above identity and the easy fact that \(-B_x = (-B)_x\), we have \( O \notin (A \oplus (-B))_x \), implying that the approximate membership query returns “no.”

The previous lemma relates approximate polytope intersection with an approximate membership of the origin in a polytope (Figure 2(a)). Determining whether the origin lies within the convex hull of a set of points \( S \) is a classic problem in computational geometry, which can be solved by linear programming. However, we are interested in a faster approximate solution that does not compute \( S \) explicitly. We cannot afford to preprocess an approximate polytope membership data structure for \( A \oplus (-B) \) for each pair \( A \) and \( B \), since the number of such pairs is quadratic in the number of input polytopes. Instead, we preprocess each input polytope individually, and we show next how to efficiently answer approximate polytope membership queries for \( A \oplus (-B) \) by using augmented data structures for approximate directional width queries for \( A \) and \( B \) as black boxes.

Lemma 13. Given augmented data structures for answering \( \varepsilon \)-approximate directional width queries for polytopes \( A \) and \( B \), we can answer \( \varepsilon \)-approximate membership queries for \( A \oplus (-B) \) using \( O(\text{polylog} \frac{1}{\varepsilon}) \) queries to these data structures.

Proof. Without loss of generality, we may translate space so that the query point coincides with the origin \( O \). Let \( K = A \oplus (-B) \), and let \( S \) be \( K \)'s vertex set. (Note that \( K \) and \( S \) are not explicitly computed.)

The problem of determining whether \( O \in K \) is invariant to scaling and rotation about the origin. It will be helpful to perform some affine transformations that will guarantee certain properties for \( K \). First, we apply Lemma 10 to fatten \( K \) and then apply a uniform scaling about the origin so that \( K \)'s diameter is \( \Theta(1) \). By fatness, \( K \) has a \( \lambda \)-sandwiching ball of radius \( r = \Theta(1) \). If the origin either lies within the inner ball or outside the outer ball, then the answer is trivial. Otherwise, let \( \Delta = 2\lambda r \) be the diameter of the outer ball. We may apply a rotation about the origin so that the center of this ball lies on the positive \( x_d \) axis at a point \( (0, \ldots, 0, \beta) \). Again, this scaling and rotation can be computed in constant time using the augmented information. It follows that the coordinates of the points of \( S \) have absolute values at most \( \Delta = \Theta(1) \).

In summary, there exists an affine transformation computable in constant time such that after applying this transformation, the query point lies at the origin, \( K = \text{conv}(S) \) is sandwiched between two concentric balls of constant radii centered at \( c = (0, \ldots, 0, \beta) \), where \( 0 < \beta \leq \Delta = O(1) \), and \( K \)'s vertex set \( S \) is contained within \([-\Delta, \Delta]^d \). It is an immediate consequence that \( \text{width}_v(K) = \Theta(1) \) for all directions \( v \), and hence it suffices to answer the membership query to an absolute error of \( \Theta(\varepsilon) \).

Lemma 4(c) implies that we can answer \( \varepsilon \)-approximate width queries for \( K \) as the sum of two \( \varepsilon \)-approximate width queries to \( A \) and \( B \). Therefore, our goal is to determine approximately if \( O \in K \) using only approximate width queries to \( A \) and \( B \). In order to do this, we look at the projective dual problem in which each point \( p = (p_1, \ldots, p_d) \in S \) is mapped to the hyperplane \( p^* : x_d = p_1x_1 + \cdots + p_{d-1}x_{d-1} - p_d \). Let \( S^* \) denote the corresponding set of hyperplanes. The primal problem \( O \in K \) is equivalent to the dual

\[
\text{width}_v(S) = \max_{x \in X} v^T x - \min_{y \in Y} y^T x.
\]
problem of determining whether the horizontal hyperplane \( O^*: x_d = 0 \) is sandwiched between the upper and lower envelopes of \( S^* \) (Figure 2(b)). Since the point \( e \) lies vertically above the origin and within \( K \)'s interior, it follows that \( O^* \) cannot intersect the lower envelope. Therefore, it suffices to test whether \( O^* \) intersects the upper envelope.

The dual problem can be solved exactly by computing the minimum value \( y \) of the \( x_d \)-coordinate in the upper envelope and testing whether \( y > 0 \). In the primal, the value of \( y \) corresponds to the negated \( x_d \)-coordinate of the intersection of a facet \( F \) of the lower convex hull of \( K \) and a vertical line passing through the origin (see Figure 2). Let \( F \)’s supporting hyperplane be denoted by \( x_d = w_1 x_1 + \cdots + w_{d-1} x_{d-1} - w_d \). Since \( K \) is sandwiched between two concentric balls of constant radii whose common center lies on this vertical line, it follows from simple geometry that this supporting hyperplane cannot be very steep. In particular, there exists \( \alpha = O(1) \) such that \( w_i \in [-\alpha, \alpha] \) for \( i = 1, \ldots, d-1 \). In the dual, this means that the minimum value \( y \) is attained at a point whose first \( d-1 \) coordinates all lie within \([-\alpha, \alpha]\). In approximating \( y \), we will apply directional width queries only for directional vectors \( v = (v_1, \ldots, v_d) \) whose first \( d-1 \) coordinates lie within \([-\alpha, \alpha]\) and \( v_d = -1 \). Thus, \( \|v\| = O(1) \).

By Lemma 11, the dual of two points \( p, q \in S \) returned by an exact directional width query \( \text{width}_a(K) \) in the primal for a vector \( v = (v_1, \ldots, v_{d-1}, -1) \) correspond to the two dual hyperplanes in the upper and lower envelopes of \( S^* \) that intersect the vertical line \( x_i = v_i \) for \( i = 1, \ldots, d-1 \). Since queries are only applied to directions \( v \) where \( \|v\| = O(1) \) and since \( \text{width}_a(K) = \Theta(1) \) for all directions \( v \), it follows from Lemma 11 that a relative error of \( \varepsilon \) in the directional width implies an absolute error of \( O(\varepsilon) \) in the corresponding thickness. We can think of the upper envelope of \( S^* \) as defining the graph of a convex function over the domain \([-\alpha, \alpha]^{d-1}\). Since \( S \subset [-\Delta, \Delta]^d \), the slopes of the hyperplanes in \( S^* \) are similarly bounded, and therefore this function has bounded slope. It follows that, for an appropriate \( \varepsilon' = \Theta(\varepsilon) \), we can compute this function to an absolute error of \( \varepsilon \) at any \((v_1, \ldots, v_{d-1})\) by performing an \((\varepsilon')\)-approximate directional width query on \( K \) for \( v = (v_1, \ldots, v_{d-1}, -1) \). To complete the proof, it suffices to show that with \( O(\text{polylog} \frac{1}{\varepsilon}) \) such queries, it is possible to compute an absolute \( \varepsilon \)-approximation to \( y \). We do this in the next section.

3.1 Convex Minimization

The following lemma shows how to use binary search to solve a one-dimensional convex minimization problem approximately (see Figure 3(a)).

**Lemma 14.** Let \( a, b \in \mathbb{R} \) and \( \varepsilon \in \mathbb{R}^+ \) be real parameters. Let \( f : [a, b] \rightarrow \mathbb{R} \) be a convex function with bounded slope and \( f_\varepsilon : [a, b] \rightarrow \mathbb{R} \) be a function with \( |f(x) - f_\varepsilon(x)| \leq \varepsilon \) for all \( x \in [a, b] \). Let \( x^* \in [a, b] \) be the value of \( x \) that minimizes \( f(x) \). It is possible to determine a value \( x' \) with \( f(x') - f(x^*) = O(\varepsilon) \) after \( O(\log((b - a)/\varepsilon)) \) evaluations of \( f_\varepsilon(\cdot) \) and no evaluation of \( f(\cdot) \).

**Proof.** First, we present the recursive algorithm used to determine the value \( x' \). If \( b - a < \varepsilon \), then since
the function has bounded slope, we simply return \( x' = a \), as a valid answer.

Otherwise, we start by trisecting the interval \([a, b]\) and evaluate \( f_z(x)\) at the four endpoints \(x_1, x_2, x_3, x_4\) of the subintervals (see Figure 3(a)). Let \( m \) denote the value \( i \) that minimizes \( f_z(x_i)\), breaking ties arbitrarily. To simplify the boundary cases, let \( x_0 = a \) and \( x_5 = b \). We then invoke our algorithm recursively on the interval \([x_{m-1}, x_{m+1}]\) and store the value returned as \(x''\). We return the value \( x \) among the two values \( x_m, x''\) that minimizes \( f_z(x)\).

Since the length of the interval reduces by at least one third at each iteration, the number of recursive calls and therefore evaluations of \( f_z() \) is \( O(\log((b-a)/\varepsilon)) \). Next, we show that \( f(x') - f(x^*) = O(\varepsilon) \). By the convexity of \( f \) we have

\[
f(x) \geq f(x_{m+1}) + 3(x - x_{m+1})(f(x_{m+1}) - f(x_m))/(b - a), \text{ for } x \geq x_{m+1}.
\]

Using that \(|f(x) - f_z(x)| \leq \varepsilon\), we have

\[
f(x) \geq f_z(x_{m+1}) - \varepsilon + 3(x - x_{m+1})(f_z(x_{m+1}) - f_z(x_m) - 2\varepsilon)/(b - a), \text{ for } x \geq x_{m+1}.
\]

Since \( f_z(x_m) \leq f_z(x_{m+1}) \), we have

\[
f(x) \geq f_z(x_m) - \varepsilon - 6\varepsilon(x - x_{m+1})/(b - a), \text{ for } x \geq x_{m+1}.
\]

For \( x \) inside the interval \([a, b]\) we have \( |x - x_{m+1}| \leq b - a \), and therefore

\[
f(x) \geq f_z(x_m) - 7\varepsilon, \text{ for } x_m \leq x \leq b.
\]

The same argument is used to bound the case of \( a \leq x \leq x_{m-1} \), obtaining

\[
f(x) \geq f_z(x_m) - 7\varepsilon, \text{ for } x \notin [x_{m-1}, x_{m+1}].
\]

Either the minimum of \( f(x) \) is inside the interval \([x_{m-1}, x_{m+1}]\) or not. If it is not, then the previous inequality shows that \( f_z(x_m) \) provides a good approximation, regardless of the value returned in the recursive call. If the minimum is inside the interval \([x_{m-1}, x_{m+1}]\), then the recursive call will provide a value result by an inductive argument.

We are now ready to extend the result to arbitrary dimensions.

**Lemma 15.** Let \( a, b \in \mathbb{R} \) and \( \varepsilon \in \mathbb{R}^+ \) be real parameters. Let \( f : [a, b]^d \to \mathbb{R} \) for a constant dimension \( d \) be a convex function with bounded slope and \( f_z : [a, b]^d \to \mathbb{R} \) be a function with \(|f(x) - f_z(x)| \leq \varepsilon\) for all \( x \in [a, b]^d \). Let \( x^* \in [a, b]^d \) be the value of \( x \) that minimizes \( f(x) \). It is possible to determine a value \( x' \) with \( f(x') - f(x^*) = O(\varepsilon) \) after \( O(\log^d((b-a)/\varepsilon)) \) evaluations of \( f_z(\cdot) \) and no evaluation of \( f(\cdot) \).

**Proof.** The minimum \( f(x^*) \) can be written as

\[
f(x^*) = \min_{x \in [a, b]^d} f(x) = \min_{x \in [a, b]} \min_{\tilde{x} \in [a, b]^{d-1}} f(x_1, \tilde{x}).
\]

Note that if \( f(x) \) is a convex function with bounded slope, then so is the function \( g : [a, b] \to \mathbb{R} \) (see Figure 3(b)) defined as

\[
g(x_1) = \min_{\tilde{x} \in [a, b]^{d-1}} f(x_1, \tilde{x}).
\]

The proof is based on induction on the dimension \( d \). Since \( d \) is a constant, the number of induction steps is also a constant. The base case of \( d = 1 \) follows from Lemma 14. By the induction hypothesis, we can solve the \((d-1)\)-dimensional instance to obtain a function \( g'(x_1) \) such that

\[
|g(x_1) - g'(x_1)| = O(\varepsilon).
\]

Using Lemma 14 for the function \( g'(\cdot) \), we obtain a value \( x' \) with \( f(x') - f(x^*) = O(\varepsilon) \).

For the number of function evaluations \( t(d) \) for a given dimension \( d \) we have

\[
t(1) = O(\log((b-a)/\varepsilon)) \text{ and } t(k) = t(1) \cdot t(k-1).
\]

The recurrence easily solves to the desired

\[
t(d) = O(\log^d((b-a)/\varepsilon)).
\]

By applying Lemma 15 to the dual problem defined in the proof of Lemma 13 (where \( f \) is the graph of the upper envelope of \( S^* \) and \([a, b] = [-\alpha, \alpha]\)) with the augmented data structure from Lemma 5, we obtain Theorem 1 for the case when the input polytopes are represented by points. We will consider the case when the input polytopes are represented by halfspaces at the end of the next section.
4 Minkowski Sum Approximation

In this section, we will prove Theorems 2 and 3, as well as Theorem 1 for the case when the input polytopes are represented by halfspaces. Assume that we are given two polytopes $A$ and $B$ in the point representation, and we have computed the augmented approximate directional width data structures from Lemma 5 for each polytope. The objective is to obtain an $\varepsilon$-approximation of the Minkowski sum $A \oplus B$ of size $O(1/\varepsilon^{(d-1)/2})$ using these data structures. Our approach is to fatten $A \oplus B$ using Lemma 10 and then apply Dudley’s construction [27] in order to obtain an approximation with $O(1/\varepsilon^{(d-1)/2})$ halfspaces.

For completeness, we start by describing Dudley’s algorithm.

Let $K \subset [-1, 1]^d$ be a fat polytope of constant diameter. Dudley’s algorithm obtains an $\varepsilon$-approximation represented by halfspaces as follows. Let $D$ be a ball of radius $2\sqrt{d}$ centered at the origin. (Note that $K \subset D$.) Place a set $W$ of $\Theta(1/\varepsilon^{(d-1)/2})$ points on the surface of $D$ such that every point on the surface of $D$ is within distance $O(\sqrt{\varepsilon})$ of some point in $W$. For each point $w \in W$, let $w'$ be its nearest point on the boundary of $K$. We call these points samples. For each sample point $w'$, take the supporting halfspace passing through $w'$ that is orthogonal to the vector from $w'$ to $w$. The approximation is defined as the intersection of these halfspaces (see Figure 4(a)).

Bronshteyn and Ivanov [16] presented a similar construction. Instead of approximating $K$ by halfspaces, Bronshteyn and Ivanov’s construction approximates $K$ as the convex hull of the aforementioned set of samples$^1$ (see Figure 4(b)). In both constructions it is possible to tune the constant factors so that closest point queries need only be computed to within an absolute error of $\Theta(\varepsilon)$.

An approximate closest point query between a polytope $K$ and a point $p$ within constant distance from $K$ can be reduced to computing an $\varepsilon$-approximation to the smallest radius ball centered at $p$ that intersects $K$. This can be solved through binary search on the radius of this ball, where each probe involves determining whether $K$ intersects a ball of some radius centered at $p$. Notice that the data structure for approximate polytope intersection from Section 3 only accesses the bodies through approximate directional width queries, besides the initial fattening transformation. By Lemma 4(c), given two preprocessed bodies $A$ and $B$, we can answer directional width queries on $A \oplus B$ through directional width queries on $A$ and $B$ individually. (In the case of a ball, no data structure is required.) Therefore, we can test intersection with a Minkowski sum $A \oplus B$, as long as we have augmented approximate directional width data structures for both $A$ and $B$.

In order to establish Theorem 2 for the case when the input polytopes are represented by points, we apply the aforementioned binary search to simulate Dudley’s construction. Each sample is obtained after $O(\log \frac{1}{\varepsilon})$ $\varepsilon$-approximate polytope intersection queries. The total running time is dominated by the

$^1$Dudley’s construction yields an outer approximation and Bronshteyn and Ivanov’s yields inner approximation, but it is possible to convert both to the other type through standard techniques. For details, see Lemma 2.8 of the full version of [9].
preprocessing time of Lemma 5. Note that the output polytope may be represented by either points or halfspaces according to whether we use Dudley’s or Bronshteyn and Ivanov's algorithm. To show that the input polytopes may be represented by halfspaces, we show how to efficiently convert between the two representations.

**Lemma 16.** Given an approximation parameter $\varepsilon > 0$ and a polytope $K \subset \mathbb{R}^d$ of size $n$ (given either using a point or halfspace representation), we can obtain an $\varepsilon$-approximation of size $O(1/\varepsilon^{(d-1)/2})$ (in either representation, independent of the input representation) in $O(n \log \frac{1}{\varepsilon^2} + 1/\varepsilon^{(d-1)/2})$ time, where $\alpha > 0$ is an arbitrarily small constant.

**Proof.** The case when the input is represented by points is a trivial case of Theorem 2, where $B = \{O\}$.

For the alternative case, it suffices to obtain an $\varepsilon$-approximation of the polar polytope after fattening. (For details see Lemma 2.9 of the full version of [9].)

We remind the reader that Agarwal et al. [2] showed that the width of a convex body $K$ is equal to the minimum distance from the origin to the boundary of the convex body $K \oplus (-K)$. To obtain Theorem 3, we compute Dudley’s approximation of $K \oplus (-K)$ and then we determine the closest point to the origin among the $O(1/\varepsilon^{(d-1)/2})$ bounding hyperplanes of the approximation.
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