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Abstract: The characterization of snow extent is critical for a wide range of applications. Since 1966, snow maps at different spatial resolutions have been produced using various satellite sensor images. Nowadays, the most widely used products are likely those derived from Moderate-Resolution Imaging Spectroradiometer (MODIS) data, which cover the whole Earth at a near-daily frequency. There are a variety of snow mapping methods for MODIS data, based on different methodologies and applied at different spatial resolutions. Up to now, all these products have been tested and evaluated separately. This study aims to compare the methods currently available for retrieving snow from MODIS data. The focus is on fractional snow cover, which represents the snow cover area at the subpixel level. We examine the two main approaches available for generating such products from MODIS data; namely, linear regression of the Normalized Difference Snow Index (NDSI) and spectral unmixing (SU). These two approaches have resulted in several methods, such as MOD10A1 (the NSIDC MODIS snow product) for NDSI regression, and MODImLAB for SU. The assessment of these approaches was carried out using higher resolution binary snow maps (i.e., showing the presence or absence of snow) at spatial resolutions of 10, 20, and 30 m, produced by SPOT 4, SPOT 5, and LANDSAT-8, respectively. Three areas were selected in order to provide landscape diversity: the French Alps (117 dates), the Pyrenees (30 dates), and the Moroccan Atlas (24 dates). This study investigates the impact of reference maps on accuracy assessments, and it is suggested that NDSI-based high spatial resolution reference maps advantage NDSI medium-resolution snow maps. For MODIS snow maps, the results show that applying an NDSI approach to accurate surface reflectance corrected for topographic and atmospheric effects generally outperforms other methods for the global retrieval of snow cover area. The improvements to the newer version of MOD10A1 (Collection 6) compared to the older version (Collection 5) are significant. Products based on SU provide a good alternative and more accurate retrieval of the snow fraction where wider ranges of land covers are concerned. The fusion process and its resulting 250 m spatial resolution product improve snow line retrieval. False detection in mixed pixels, probably due to the spectral variability associated with the various materials in the spectral mixture, has been identified as an area that will require improvement.
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1. Introduction

The optical properties of snow are unique compared to those of other materials, mainly due to snow’s high reflectance in the visible spectrum (VIS; 400–800 nm) and decreased reflectance in the near infrared (NIR; 800–1000 nm) and short-wave infrared (SWIR; 1000–2500 nm) domains [1]. Historically, snow cover monitoring relied mainly on field data from permanent stations and field campaigns, or the use of photographic measurements. These data are usually spatially or temporally discontinuous, which is a problem considering the high spatial and temporal variability of snow cover and its properties. Nowadays, optical satellites provide a suitable means of monitoring some of this variability over large areas. A large number of satellites are equipped with multispectral imaging systems that cover the optical and reflective infrared domains (e.g., SPOT 4 and SPOT 5 in the past and, for example, LANDSAT-8, Moderate-Resolution Imaging Spectroradiometer (MODIS) on Terra, and Sentinel-2 today). These sensors use different spectral resolutions (between 4 and 10 bands in the VIS and NIR/SWIR), different spatial resolutions (with a ground spatial interval (GSI) of between 10 m and 1 km), and different revisit times of between 1 and 28 days. These multispectral datasets are currently used to retrieve the snow cover area (SCA) based on the optical properties of snow in the VIS and NIR/SWIR domains. However, the use of optical data from satellites is limited by cloud cover, which can mask over 50% of the pixels in winter [2]. Directly related to the cloud cover issue, the revisit time is also an important factor to consider. The use of high spatial resolution satellites for snow cover mapping, such as SPOT 4 and SPOT 5 (28-day return time with a GSI of 20 m and 10 m, respectively), LANDSAT-8 (return time of 16 days at a GSI of 30 m), or even Sentinel-2 (return time of 5 days in constellation at 10–20 m), is limited by the revisit time.

MODIS [3,4] offers a ground resolution of between 250 and 500 m at nadir in the VIS and SWIR bands, respectively, and a near-daily return time, which increases the probability of a cloud-free image.

The MODIS sensor [3,4] on board the Terra and Aqua satellites has been in orbit for over 15 years, and many methods have been put forward as a means of obtaining data on the SCA, that is, the total snow area. The SCA can be obtained by the sum of a binary product (i.e., snow or no snow in the pixel) or by the sum of a snow cover fraction product (i.e., pixel snow fraction; SCF hereafter). Hall et al. [5,6] used a method for producing binary snow maps at 500 m. This approach takes advantage of the contrasting reflectance of snow in the SWIR band (MODIS Band 6) and green visible band (MODIS Band 4) using the Normalized Difference Snow Index (NDSI) [7]. The binary snow cover product is obtained by applying a threshold value to the NDSI. Salomonson and Appel [8,9] retrieved SCF at the pixel level from a linear regression of the NDSI. LANDSAT images were used both for the calibration of the linear regression and verification against a binary snow product at 30 m. In this study, the root mean square error (RMSE) ranged between 0.04 and 0.10 for test sites over Alaska, Labrador, and Siberia [9]. The workflow presented in [8,9] is the basis of the former MOD10A1 snow product (Collection 5). MOD10A1 Collection 6 distributed by the NSIDC (National Snow and Ice Data Center: http://nsidc.org/) no longer provides SCF products, but rather, only NDSI maps. In this study, MOD10A1 Collection 6 NDSI maps were used to produce SCF maps using the workflow described in [8,9].

However, the NDSI is based on only two of the five available spectral bands at 500 m and so, unlike spectral unmixing (SU) [10–12], does not fully take advantage of all the available information. SU can be formulated as a blind source separation problem with the objective of recovering the spectral signature of certain materials, called endmembers, in a given scene [13], as well as their relative proportion in each pixel. The SCF of a pixel corresponds to the sum of the abundance of each snow endmember [14]. An SCF product over different parts of the globe (e.g., North America and Europe) was developed by Painter et al. [11], who proposed the use of SU to calculate SCF at a resolution of 500 m using the MODSCAG algorithm. Rittger et al. [15] assessed the performance of this product against various scenes obtained using SU on LANDSAT-8 images to calculate the SCF at 30 m, and these images were used as the reference due to the higher spatial resolution. They found the
average RMSE over all non-cloudy MOD10A1 pixels to be 0.23, whereas the MODSCAG RMSE was 0.10. This shows both a possible improvement through the SU approach and an error rate of NDSI approaches that was higher than expected.

Sirguey et al. [16] used the two MODIS bands at a spatial resolution of 250 m, applying an ARSIS fusion approach (from its French name, Amélioration de la Résolution Spatiale par Injection de Structures [17]) to increase the resolution of the five 500-meter bands down to 250 m in order to facilitate the mapping of snow in steep terrains. The MODIS Imagery Laboratory (MODImLAB) workflow [12] is able to produce SCF maps at 250 m through SU, using a set of endmembers based on New Zealand land cover. An accuracy assessment of the SCF maps was carried out by Sirguey et al. [12] over New Zealand by comparing them with reference binary snow cover maps derived from ASTER images using the NDSI approach described in [5]. As demonstrated by the modified Hausdorff distance scores, snow line accuracy was improved. The global RMSE was comparable with the MODSCAG value (i.e., 0.10) and was calculated after aggregation of the snow maps to a resolution of 500 m in order to allow for a more accurate comparison [12].

Faced with the diversity of approaches and applications, this paper aims to conduct an accuracy assessment of the two main approaches; namely, NDSI linear regression and SU. In order to make this comparison, several products produced by different teams around the world, as well as additional experimentation, were used to highlight the limitations of the various approaches. The corresponding snow cover maps were compared with common high-resolution snow maps—which were considered to be an accurate representation of reality—in order to provide a more comprehensive and accurate comparison of the different products. The products examined were MOD10A1 (Collection 5 and the newer Collection 6) and MODImLAB, as well as two variants of these methods: one based on the NDSI linear regression method (but, in contrast to the NSIDC product, with atmospheric and topographic correction) and the second based on SU. The purpose of these two additional products is to focus on the limitations of the NDSI and SU approaches, considering the fact that all products, in comparison with the original design, present some subtle differences in such parameters as threshold. A total of five products were therefore compared: three related to the NDSI approach and two to the SU approach.

This comparison takes advantage of the Let-it-Snow chain to use the recent Take-5 experiment (https://spot-take5.org) to assess the snow cover products. The Take 5 experiment was carried out as SPOT 4 and SPOT 5 approached the end of their life as a simulator of the future Sentinel-2 time series. By lowering their orbits, their revisit time was decreased to five days, producing data for 45 selected sites at a ground spatial resolution of 20 m (SPOT 4 Take 5) and 150 sites at 10 m (SPOT 5 Take 5). In addition to this, and in order to obtain a larger dataset for pertinent areas, the LIS product applied on LANDSAT-8 (http://tully.ups-tlse.fr/grizonnet/let-it-snow/blob/master/doc/ATBD_CES-Neige.pdf) was also used as a reference. This led to the higher spatial and temporal resolution of snow maps available during this time period. This large amount of data was selected to cover three different areas—the French Alps, the Pyrenees, and the Moroccan Atlas—which would allow the analysis to be performed using different land cover types, with particular focus on high mountains, low mountain ranges, and desert areas. A total of 181 dates, comprising 117 dates for the Alps, 30 dates for the Pyrenees, and 24 dates for Morocco, were selected to capture various snow cover scenarios.

The paper is organized as follows. Section 2 presents the two main methods for retrieving SCFs from MODIS. Section 3 presents the areas that were studied and the reference datasets. Section 4 describes the methodology for the accuracy assessment, and Section 5 provides the corresponding results. A discussion of the main limitations of the different approaches can be found in Section 6. Finally, Section 7 provides some concluding remarks and suggestions for areas in which future work might be carried out.

2. Snow Cover Fraction Products Based on MODIS Images

There are different approaches to retrieving snow cover from a multispectral sensor. Depending on the available bands in the NIR and SWIR, approaches such as NDSI may or may not be applied.
This study considers the two main approaches for SCF retrieval, which were applied to data from the MODIS sensor. The first is based on the NDSI linear regression method, and the second is based on linear SU.

2.1. NDSI Based SCF

The NDSI is defined by

$$\text{NDSI} = \frac{r_{VIS} - r_{SWIR}}{r_{VIS} + r_{SWIR}}$$  \hspace{1cm} (1)

where $r$ is the reflectance of the dedicated band [7,18]. Salomonson et al. [8,9] suggested calculating the SCF as a linear regression of the NDSI of the pixel $p$ as follows:

$$\text{SCF}_p = -0.001 + 1.45\text{NDSI}_p.$$  \hspace{1cm} (2)

MODIS Bands 4 and 6, with center wavelengths at 0.555 µm and 1.640 µm, respectively, are used as the VIS and the SWIR band for the NDSI.

2.1.1. MOD10A1 Collection 5 and Collection 6

The MOD10A1 product distributed by the NSIDC (http://nsidc.org/) is based on the top-of-atmosphere (TOA) reflectance derived from MOD02HKM and MOD021KM data. Cloud masks are provided by the MOD35L2 product and completed with a quality index in order to limit misclassification and inform the user of possible error. One of the main thresholds suggests that, if a pixel has a Band 2 value $\leq 0.10$ or a Band 4 value $\leq 0.11$, it is considered snow-free. Many more improvements were made to Collection 6 compared to Collection 5, with such improvements mainly focusing on cloud cover and the quality index. According to the NSIDC user guide, the surface temperature screening used to decide if a pixel detected as snow is a false positive, now also takes the pixel’s elevation into account. This is especially important for elevated snow-covered surfaces in spring and summer. The general quality assessment flags are available in a new layer. Improvements made to avoid cloud/snow confusion were minor, as the updates for Collection 6 was more focused on improving snow detection in clear-sky conditions. All the specifications for the Collection 6 product can be found on the NSIDC website (https://nsidc.org/sites/nsidc.org/files/files/MODIS-snow-user-guide-C6.pdf) [19].

SCF data are no longer provided in the newer MODIS Collection 6 (hereafter C6). In order to be consistent with other products used in this study, the SCF was obtained using the linear regression method described in [9] and was applied to the NDSI map provided by C6 and only to pixels that had snow according to the C6 NDSI snow cover product. New cloud cover data are available in C6 and were used as a mask for the above data.

Collection 5 (hereafter C5) is still available through the NSIDC platform. C5 results, which also used the same linear regression of the former NDSI, were also included as part of this assessment, as they allow the improvements of the C6 update to be seen.

2.1.2. Atmospheric and Topographic Corrected NDSI (NDSI$_{ATOPCOR}$)

In C5 and C6 provided by the NSIDC, the linear regression approach is applied to TOA reflectance and does not include atmospheric or topographic correction. In order to study the impact of atmospheric and topographic correction, a new product was developed, hereafter referred to as NDSI$_{ATOPCOR}$. This algorithm uses as its input the TOA reflectance from the MODIS L1B product. Atmospheric and topographic correction (ATOPCOR) was carried out to calculate surface reflectance [12]. This provided an estimation of surface spectral reflectance as it would be measured at ground level in the absence of atmospheric and topographic scattering or absorption. In addition, wavelet fusion based on the ARSIS concept [17] was applied between Bands 1–2 (250 m) and 3–7 (500 m), resulting in seven bands at 250 m [12]. The main advantage of this over the MOD09GA product
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(i.e., the official ground reflectance product) is that it takes into account topographic effects, including shadows, in the surface reflectance product. A cloud mask was also generated, which was based on a custom algorithm (described in [12]) that differs from the MOD35L2 cloud product.

2.2. Spectral Unmixing

2.2.1. General Approach of Spectral Unmixing

In linear spectral unmixing (SU), the spectral signature of a pixel is modeled as a linear combination of the spectra of pure materials, called endmembers, supposedly contained in the pixel. This is the so-called linear mixing model (LMM) [13]. The linearity of the model assumes that a solar ray is reflected by only one material present on the surface. The reflectance of a pixel is thus only composed of a macroscopic mixture of the spectra of the materials present on the surface area corresponding to a pixel. Considering \( \mathbf{E} = [\mathbf{e}_1, \ldots, \mathbf{e}_m] \) as the spectral signature of endmembers, where each \( \mathbf{e}_i \in \mathbb{R}^q \) is a \( q \)-dimensional column vector (i.e., \( q \) spectral bands), the LMM states that the signature \( \mathbf{r} \in \mathbb{R}^q \) of the pixel \( p \) is defined as

\[
\mathbf{r}_p = \sum_{i=1}^{m} \mathbf{e}_i \phi_{i,p} + \mathbf{n}_p \tag{3}
\]

where \( \phi_{p} = [\phi_{1,p}, \phi_{2,p}, \ldots, \phi_{m,p}] \) is the \( m \)-dimensional vector of fractional per-pixel abundances and \( \mathbf{n} \) is an independent additive noise component. The retrieval of the fractional abundance of each endmember in a pixel can be modeled as an inversion problem as follows:

\[
\hat{\phi}_p = \arg \min_{\phi_p} \| \mathbf{r}_p - \sum_{i=1}^{m} \mathbf{e}_i \phi_{i,p} \|_2. \tag{4}
\]

Typically, some physical constraints are added to the LMM. The abundance non-negative constraint (ANC), \( \phi_i \geq 0, \forall i \), ensures the absence of negative abundances in the result. The abundance sum-to-one constraint (ASC), \( \sum_{i=1}^{m} \phi_i = 1 \), makes the total abundance of the materials sum up to one. The LMM with ANC and ASC leads to the so-called full constrained least square unmixing (FCLSU) [13].

2.2.2. MODImLAB [12]

MODImLAB uses as its input the corrected reflectance after ATOPCOR correction [12] and after employing the fusion concept [16,17] described in Section 2.1.2. The SU approach is applied to these data using an endmember library composed of eight endmembers derived from field measurements and manually selected MODIS reflectances. Four of these endmembers are associated with snow (classified as snow, snow and ice, ice only, and old snow), and the remaining four are associated with vegetation, rocks, pasture, and debris, corresponding to New Zealand land cover.

All the pixels with an NDSI value lower than \(-0.2\) are considered snow-free. FCLSU is applied to each pixel that could contain snow within the whole set of eight endmembers. The final SCF of a given pixel is obtained from the sum of the abundances of the four endmembers associated with snow according to [14].

2.2.3. Pure SU Approach (LMM\textsubscript{pure})

MODImLAB is based on the LMM. As with other approaches using SU, it relies on some degree of pre- or post-processing to reduce unmixing errors. With this in mind, another product was added to the comparison—hereafter referred to as LMM\textsubscript{pure}—in order to assess the general SU approach used in MODIS snow cover estimation. LMM\textsubscript{pure} is based solely on the LMM theory (i.e., no threshold on the SCF or the NDSI value). The set of endmembers was the same as for MODImLAB, but without the NDSI threshold that MODImLAB uses. The reflectance data used for the unmixing were calculated after ATOPCOR correction [12] and after employing the fusion concept [16] to obtain the SCF at 250 m.
3. Dataset

3.1. Areas of Interest

3.1.1. French Alps

The first area of interest is located near Grenoble, France (Figure 1, Table 1). An area of 100 by 80 km was defined (400 × 320 pixels at a resolution of 250 m) which comprised the city of Grenoble to the West, and the Dôme des Ecrins mountain (4000 m a.s.l.) southeast of the imaged scene. This area is composed of terrain at a wide range of altitudes (from 200 to 4000 m, with an average elevation of 1440 m a.s.l.). It includes a variety of different land covers including urban areas, agricultural plains, and various mountain aspects. The observation period covers winter 2013 to spring 2016, with the three types of sensors previously mentioned as reference. A total of 117 scenes acquired at various dates over four years allowed for a wide range of snow-line elevations (from 300 m to more than 2500 m) and snow types (e.g., fresh snow in winter, and dirty and melting snow in spring and summer) to be covered.

Figure 1. The three areas of interest in the French Alps (a), the Pyrenees (b), and the Moroccan Atlas (c). The land cover types for the Alps and Pyrenees shown to the right of the figure are from the Corine Land Cover library [20] at a spatial resolution of 30 m. Land cover for Morocco was obtained from classification of MODIS using imagery at a spatial resolution of 500 m from [21].

Table 1. Main characteristics of the three areas studied.

<table>
<thead>
<tr>
<th>Area</th>
<th>Size (km²)</th>
<th>Dates</th>
<th>Min. Altitude</th>
<th>Max. Altitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>French Alps</td>
<td>9216</td>
<td>117</td>
<td>200</td>
<td>4100</td>
</tr>
<tr>
<td>Pyrenees</td>
<td>12,100</td>
<td>30</td>
<td>250</td>
<td>3300</td>
</tr>
<tr>
<td>Atlas</td>
<td>14,625</td>
<td>24</td>
<td>100</td>
<td>4080</td>
</tr>
</tbody>
</table>

3.1.2. Pyrenees

The area of interest in the Pyrenees is located on the border between France and Spain, and entirely covers Andorra. A large area measuring 110 × 110 km, corresponding to 440 × 440 MODIS pixels, was used in this study (Figure 1). The observation period, employing SPOT 4–Take5 and LANDSAT-8 imagery, covers winter and spring 2013, 2014, and 2015, with a total of 30 dates (Table 1). There is no
large city in this area. The range of altitudes is 250 to 3300 m, with an average elevation of 532 m a.s.l. There was a greater quantity of forest areas and plains in this area of interest compared to that located in the Alps.

3.1.3. High Atlas

The third area of interest identified for the purposes of this study is located in Morocco. With Marrakesh on the West, and measuring 125 km by 117 km, this area corresponds to a SPOT 4 tile covering the south of the Atlas chain (Figure 1). The mean elevation is 1012 m a.s.l., with the Toubkal peak reaching 4160 m a.s.l. Due to the arid climate, snow is rare at low elevations and often limited to the higher peaks. The observation period covers the first half of 2013 (24 dates, Table 1). This third study site provides an opportunity to study the effectiveness of the different products over an area with very sparse snow cover. This meant that the impact of the presence of sand on snow cover could be evaluated, as could, more generally, the effect of a non-alpine terrain on the different approaches and products.

3.2. Method for Reference SCF Map

A large number of SC products with a high spatial resolution but low revisit time are available. This study used data from the SPOT 4 and SPOT 5 Take 5 experiments (see Section 1), with a revisit time of five days. SPOT 4 Take 5 surface reflectance data are produced at a spatial resolution of 20 m. SPOT 5 Take 5 has the same spectral characteristics, but a spatial resolution of 10 m. In order to expand the database, LANDSAT-8 data were also used, which have a spatial resolution of 30 m and a revisit time of 8–16 days. The LANDSAT-8 data covered the entire period of study in the Alps and Pyrenees, and these snow maps are therefore interleaved in the SPOT 4 and SPOT 5 datasets.

The corresponding binary snow cover products used to calculate the reference SCF for MODIS pixels were obtained by post-processing the data produced using the Let-it-Snow processing chain (Let-it-Snow documentation can be found at http://tully.ups-tlse.fr/grizonnet/let-it-snow/blob/master/doc/ATBD_CES-Neige.pdf and the open-source code at http://tully.ups-tlse.fr/grizonnet/let-it-snow/tags). The snow detection is based on the NDSI thresholding techniques described in Section 1 and the reflectance in the red band. A criterion on the red reflectance is used to avoid lakes to be detected as snow. All the reflectance used are slope-corrected surface reflectance. A first pass is made with sufficient thresholds to avoid false detection of snow and allow one to determine snow line elevation. A second pass is then made over all non-cloudy pixel above this line with a lower threshold to extract all snow-covered pixels. Cloud and shadow masks were also produced using these algorithms.

The statistical effect of aggregation (Figure 2) ensured that the variance of the sub-pixel SCF reduced according to the number of pixels used to compute it [12]. Using a binary approach for the reference meant that the spatial resolution of the reference had to be high enough in relation to the spatial resolution of the product to be evaluated. For MODIS, a 250 m SCF product is the finest resolution available for this comparison. The aggregation meant that each MODIS pixel would be compared with 625 SPOT 5 Take 5 pixels, 156.25 SPOT 4 Take 5 pixels, or 69.4 LANDSAT-8 pixels. These degraded fractional snow maps were used as reference maps in the following sections.
Figure 2. Workflow of the methodology used in this study to produce comparable maps of SCF at 250 m. The top line describes the aggregation methodology for the reference snow maps initially based on NDSI thresholding. The other lines detail the methodology for the different products from MODIS data: from two of the five 500 m bands of MODIS for the MOD10A1 (based on NDSI linear regression) products at 500 m upscaled to 250 m (middle line), the seven fused bands of MODIS for MODImLAB and LMMpure (based on unmixing), and two of these fused bands for NDSIATOPCOR (based on NDSI linear regression) (bottom line).

4. Method for Accuracy Assessment

4.1. Pre-Processing

Following the workflow shown in Figure 2, all products to be compared were re-projected to the same coordinate reference system for each area (Lambert 93 for the Alps and the Pyrenees, and UTM for Morocco). MOD10A1 data were re-projected from the sinusoidal tile to the convenient coordinate system using nearest neighbor interpolation. The grids were aligned and the spatial resolution of the binary reference map was then aggregated to 250 m to produce a reference SCF (Figure 2). All product pixels and reference maps were at a spatial resolution of 250 m and precisely co-registered. If a pixel used to produce a 250 m pixel was covered with clouds, this low-scale pixel would be considered cloudy and would not be taken into account in the comparison. The different cloud masks were fused so as to only compare results over cloud-free pixels as determined by each product.

4.2. Metrics

Different metrics can be used to assess the accuracy of products. Binary metrics (i.e., based on whether or not a condition is satisfied) are efficient when it comes to assessing the overall performance of an approach (e.g., false detection or misclassification). Fractional metrics (i.e., quantitative assessment) allow a sub-pixel comparison through the SCF. An intermediate approach uses feature-based metrics, which focus on the contours (i.e., snow line) of the resulting snow map. More accurate results in terms of snow line should result in a better reconstruction of the snow surface.
• Binary metrics
For all of these metrics, a pixel is considered as covered by snow if $SCF_p > 0$. Similarly to the study by the authors of [15], this assessment considered precision to evaluate the probability that a pixel in which snow was detected did indeed contain snow. Precision is defined as

$$\text{PRECISION} = \frac{TP}{TP + FP}$$

(5)

where $TP$ (true positive) is the number of snow pixels on a product that indeed had snow according to the reference, and $FP$ (false positive) is the number of snow pixels on the map being evaluated that should be free of snow according to the reference.

Recall [22] was considered to evaluate the probability of a snow-covered pixel being detected:

$$\text{RECALL} = \frac{TP}{TP + FN}$$

(6)

where $FN$ (false negative) is the number of snow-free pixels on the product that should be snow pixels according to the reference. Rittger et al. and Gascoin et al. [15,23] also used accuracy to determine the probability of a pixel being correctly classified as having snow or being snow-free. Since accuracy is dependent on the size of the snow-free surface, and makes dates and areas difficult to compare, it is preferable to use the $F_{\text{score}}$, which is defined as

$$F_{\text{score}} = \frac{2TP}{2TP + FP + FN}.$$  

(7)

The $F_{\text{score}}$ penalizes both false negatives and false positives, without being dependent on the total snow area.

• Fractional Metrics
The root mean square error (RMSE) is defined as

$$\text{RMSE} = \sqrt{\frac{\sum_{p=1}^{N_p} (SCF_{R_p} - SCF_{C_p})^2}{N_p}}$$

(8)

where $SCF_{R_p}$ is the SCF of the reference map in a pixel $p$, $SCF_{C_p}$ is the SCF of the evaluated map in the same pixel, and $N_p$ is the total number of pixels being evaluated. The RMSE was calculated using two different approaches. The first takes all the cloud-free pixels into consideration in order to identify the best general reconstruction. This shows the impact of false negative detection and will be hereafter referred to as RMSE. The second, hereafter referred to as $\text{RMSE}_{\text{snow}}$, uses only snow-covered pixels ($SCF_p > 0$ on the reference) to determine the best snow reconstruction and avoid being influenced by the snow extent (e.g., with a low SCA, the RMSE could be very low even if $\text{RMSE}_{\text{snow}}$ is high).

• Feature-Based Metrics
Sirguey et al. [12] used a comparison of snow lines to show the improvement made by using fusion at 250 m. Snow lines were calculated by first thresholding the evaluated and reference map SCFs at a value of 50% and then extracting the internal borders of the foreground regions on the binary map. In order to evaluate the accuracy of the snow lines extracted from the evaluated SCFs, compared with those from the reference SCF, the average symmetric surface distance (ASSD)
from [24] was used. Let \( S(R) \) denote the snow line of the reference and \( S(M) \) be the snow line of one of the models. The shortest distance between a pixel \( s_M \in S(M) \) to \( S(R) \) is defined as

\[
d(s_M, S(R)) = \min_{s_R \in S(R)} \| s_M - s_R \| \tag{9}
\]

where \( \| . \| \) denotes the 2D Euclidean distance. The ASSD is then given by

\[
ASSD(R, M) = \frac{1}{|S(R)| + |S(M)|} \left( \sum_{s_R \in S(R)} d(s_R, S(M)) + \sum_{s_M \in S(M)} d(s_M, S(R)) \right) \tag{10}
\]

4.3. Additional Experiments

4.3.1. Spatial Resolution

The workflow in Figure 2 presents the data mainly considered for comparison, which is made at a spatial resolution of 250 m. However, MOD10A1 C5 and C6 are not available at this resolution. This can artificially introduce some biases to the comparison. In order to estimate the impact of the spatial resolution, one of the experiments aggregated the 250 m data to a coarser resolution of 500 m—the MOD10A1 native resolution—in order to perform the comparison.

4.3.2. Impact of Land Cover

The land cover types provided by the Corine Land Cover library [20] for the Alps and Pyrenees allowed a comparison to be made of each land cover type at a spatial resolution of 30 m. All the metrics described above can be applied to these different sub-areas. This study focused on the SCA for each land type, calculated using both reference and product data, in order to compare changes in SCA and determine how each land type affects the total error. In particular, the goal was to highlight the problem presented by forested areas.

5. Results

5.1. Binary Metrics

Mean values averaged over all the available dates for each product, in each area and for the three binary metrics, are provided in Table 2. For all these binary metrics, the higher the value, the more accurate it was.

In the Alps, the precision scores showed that the highest probability of a pixel classified as snow actually having snow was with NDSI\textsubscript{ATOPCOR} and C5. For MODImLAB, which uses a threshold based on NDSI for low SCF, the precision was better than for LMM\textsubscript{pure}, which is clearly handicapped by dates with reduced snow cover, when a high number of false positives were detected. The correlation between snow cover and precision was 0.84 for LMM and 0.59 for MODImLAB. Of the NDSI approaches, C6 was 20 points behind the other two approaches.
Table 2. Average binary and fractional metrics values for the three areas of interest compared at 250 m (range [0–1]). An efficient approach will show high scores for binary metrics (F score, Precision, and Recall) and low values for RMSE and RMSE\textsubscript{snow}.

<table>
<thead>
<tr>
<th>Zone</th>
<th>Method</th>
<th>F score</th>
<th>Precision</th>
<th>Recall</th>
<th>RMSE</th>
<th>RMSE\textsubscript{snow}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alps</td>
<td>C5</td>
<td>0.474</td>
<td>0.671</td>
<td>0.472</td>
<td>0.157</td>
<td>0.286</td>
</tr>
<tr>
<td></td>
<td>C6</td>
<td>0.506</td>
<td>0.467</td>
<td>0.662</td>
<td>0.154</td>
<td>0.250</td>
</tr>
<tr>
<td></td>
<td>NDSI\textsubscript{ATOPCOR}</td>
<td>0.641</td>
<td>0.705</td>
<td>0.661</td>
<td>0.133</td>
<td>0.303</td>
</tr>
<tr>
<td></td>
<td>MODImLAB</td>
<td>0.500</td>
<td>0.559</td>
<td>0.595</td>
<td>0.155</td>
<td>0.347</td>
</tr>
<tr>
<td></td>
<td>LMM\textsubscript{pure}</td>
<td>0.340</td>
<td>0.260</td>
<td>0.812</td>
<td>0.154</td>
<td>0.335</td>
</tr>
<tr>
<td>Pyrenees</td>
<td>C5</td>
<td>0.586</td>
<td>0.654</td>
<td>0.677</td>
<td>0.244</td>
<td>0.320</td>
</tr>
<tr>
<td></td>
<td>C6</td>
<td>0.592</td>
<td>0.509</td>
<td>0.796</td>
<td>0.246</td>
<td>0.312</td>
</tr>
<tr>
<td></td>
<td>NDSI\textsubscript{ATOPCOR}</td>
<td>0.670</td>
<td>0.652</td>
<td>0.774</td>
<td>0.215</td>
<td>0.290</td>
</tr>
<tr>
<td></td>
<td>MODImLAB</td>
<td>0.620</td>
<td>0.523</td>
<td>0.890</td>
<td>0.207</td>
<td>0.280</td>
</tr>
<tr>
<td></td>
<td>LMM\textsubscript{pure}</td>
<td>0.462</td>
<td>0.357</td>
<td>0.950</td>
<td>0.211</td>
<td>0.279</td>
</tr>
<tr>
<td>Morocco</td>
<td>C5</td>
<td>0.237</td>
<td>0.489</td>
<td>0.216</td>
<td>0.057</td>
<td>0.306</td>
</tr>
<tr>
<td></td>
<td>C6</td>
<td>0.392</td>
<td>0.421</td>
<td>0.423</td>
<td>0.057</td>
<td>0.274</td>
</tr>
<tr>
<td></td>
<td>NDSI\textsubscript{ATOPCOR}</td>
<td>0.446</td>
<td>0.623</td>
<td>0.421</td>
<td>0.047</td>
<td>0.228</td>
</tr>
<tr>
<td></td>
<td>MODImLAB</td>
<td>0.452</td>
<td>0.408</td>
<td>0.623</td>
<td>0.053</td>
<td>0.236</td>
</tr>
<tr>
<td></td>
<td>LMM\textsubscript{pure}</td>
<td>0.069</td>
<td>0.038</td>
<td>0.709</td>
<td>0.091</td>
<td>0.236</td>
</tr>
</tbody>
</table>

The recall score shows opposite results to those of precision for the two-extremes approach values. Reference snow-covered pixels were well recovered by LMM\textsubscript{pure} (0.812) and less often for C5 (0.472). NDSI\textsubscript{ATOPCOR} was found to be on a level with C6, these having recall scores of 0.661 and 0.662, respectively. The four other approaches had intermediate values for this metric. This leads to a higher F score (i.e., the best compromise) for NDSI\textsubscript{ATOPCOR} at 0.641 when the other approaches are close to 0.5 and LMM\textsubscript{pure} at 0.340 highly penalized by precision.

In the Pyrenees, the results in terms of the approaches rankings were similar to those for the Alps. The main difference was the F score, which was lower in the Pyrenees than in the Alps. While similar values were found for precision, recall was higher for all methods. In the Moroccan Atlas, these values were lower, especially for the LMM\textsubscript{pure} F score (0.069)), mainly due to a precision of 0.038. The number of false detections increased, due to the large size of the tested area and the very low amount of snow (less than 8% covered by snow). This low value for total SCA seems to increase the difficulty C5 had in retrieving snow, as demonstrated by the low recall. These limitations seem to have been corrected in C6, which had similar precision but a recall twice as high. The NDSI\textsubscript{ATOPCOR} approach continued to have higher precision but also a relatively high number of false negatives (mean recall = 0.42). In these conditions, the SU approach provides the highest probability of detecting snow.

Overall, these results show the difficulty of balancing the recovery of snow pixels (high recall) with avoiding false positives (high precision). MODImLAB, NDSI\textsubscript{ATOPCOR}, and C6 seem to provide a good compromise, as demonstrated by the F score.

5.2. Fractional Metrics

Fractional metrics allow a more precise description of errors than binary metrics since, unlike with binary metrics, a “small” error impacts the result less than a “big” error. Mean values for RMSE are presented in Table 2 and show significant variations between the different areas. However, mean values are not able to accurately describe variations in the results throughout the season. The day-by-day results for RMSE and RMSE\textsubscript{snow} are therefore presented in Figure 3 and 4.

In the Alps, the mean RMSEs for MODImLAB and LMM\textsubscript{pure} were similar (0.155 and 0.154, respectively). C5 and C6 also showed similar mean results (0.157 and 0.154, respectively), with C6 being slightly more accurate. The day-by-day results reveal that, overall, C6 was more accurate, as shown in Figure 3. The best results were obtained for NDSI\textsubscript{ATOPCOR}, with a mean RMSE of 0.133. These observations are reinforced by the date-by-date comparison in Figure 3, where the two MOD10A1
collections show markedly different results, especially over the first dates being compared. As regards the linear regression of the NDSI, it can be observed that NDSI\textsubscript{ATOPCOR} is more precise when using the same linear regression, which further confirms the importance of atmospheric and topographic correction. LMM\textsubscript{pure} and MODImLAB presented similar results, in contrast to the results for binary metrics. LMM\textsubscript{pure} was generally found to be less accurate than MODImLAB when the snow cover was low, and more accurate when the snow cover increased. However, the tendency of LMM\textsubscript{pure} towards producing false positives, as previously demonstrated by its low precision, did not significantly affect its RMSE.
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**Figure 3.** Root mean square error (RMSE) (markers) and total snow cover fraction (orange line) over all non-cloudy pixels over the Alps (a), Pyrenees (b), and Moroccan Atlas (c), as a function of all the available dates in each area. Square markers represent SU approaches and diamond-shaped markers represent NDSI approaches. The color of the background corresponds to the sensor used as reference. The lighter grey represents SPOT 4, the medium grey SPOT 5, and the darker grey LANDSAT-8.
Figure 4. Total snow cover fraction (orange line) and RMSE (markers) for snow-covered and non-cloudy pixels only (RMSE\textsubscript{snow}), over the Alps (a), Pyrenees (b), and Moroccan Atlas (c), as a function of all the available dates in each area. Square markers represent SU approaches and the diamond-shaped markers NDSI approaches. The color of the background corresponds to the sensor used as reference. The lighter grey represents SPOT 4, the medium grey SPOT 5, and the darker grey LANDSAT-8.

The correlation coefficient $R$ between these time series and the corresponding global SCF for the area (orange line) is relatively high ($0.7 \leq R \leq 0.8$ depending on the approach). This correlation is to be expected due to the natural decrease in the number of pixel where large errors (i.e., with a high SCF) are possible in contrast with snow-free pixels, where low false positives are minimized by the RMSE.

RMSE\textsubscript{snow} (Figure 4a) shows the ability of the approach to reconstruct snow without being dependent on the global SCF. The mean results (Table 2) ranked the approaches in the same order as they did with RMSE, except for LMM\textsubscript{pure}, which was almost on a level with MODImLAB (0.233 and
This shows how well SU approaches are able to reconstruct snow. C5 was generally less accurate than the other approaches.

The error distribution showing the difference between the products and the reference (not shown here) was centered on 0 for all products. However, for LMM, the variance was higher than for the other products. In the case of C5, the error distribution was slightly non-symmetrical towards negative values, indicating a high number of snow-covered surfaces detected as snow-free. This was the main difference between C5 and C6, which no longer had this peak of snow-covered surfaces being detected as snow-free. All the products showed minor peaks around +1, indicating snow-free pixels detected as being fully covered by snow.

In the Pyrenees, the results for the NDSI approaches ranked them in the same order, but with values of between 7 and 9 points behind the Alps. NDSI_ATOPCOR was 3 points lower than other NDSI approaches, with a mean RMSE of 0.215 (Table 2). C6 and C5 were almost equal, with mean RMSEs of 0.246 and 0.244, respectively. For the SU approaches, MODImLAB and LMM_pure produced similar results (mean RMSEs of 0.207 and 0.211, respectively). These latest results are the most accurate for this region. The correlation between the RMSE and the global snow cover fraction was less obvious (0.37 ≤ R ≤ 0.52), with substantial errors on 13 April 2013 when a low amount of snow was detected, mainly due to a high cloud cover fraction, which masked snow in open areas.

For RMSE_{snow} (Figure 4b), the ranking of the approaches was considerably heterogeneous. LMM_pure and MODImLAB had the most accurate results although it is at an RMSE of 0.280_{snow}, similar to the Alps.

The error distribution showing the difference between the products and the reference (not shown here) was similar to that for the Alps, although with a higher variance and a slight shift towards positive values in the case of the NDSI approaches. The rest of the error distribution was the same as for the Alps, except for the peak value at +1, which was higher, probably influenced by the larger proportion of forested areas.

In the Moroccan Atlas, the very low global fraction of snow increased both the daily and mean differences between MODImLAB and LMM_pure, for which the mean RMSEs were 0.053 and 0.091, respectively. The two MOD10A1 approaches produced similar results, both having a mean RMSE of 0.057. NDSI_ATOPCOR was the most accurate, with an RMSE of 0.047. The correlation between the RMSE and variations in the global snow cover fraction was high (≥ 0.9) for all the approaches except LMM_pure, which showed significant and non-correlated variations in the April–June period. These very low RMSEs were directly related to the very low global SCF. The RMSE_{snow} values were lower than for the Alps or Pyrenees, with a mean RMSE_{snow} slightly higher than 0.20 for the most accurate approaches. The results reveal that the NDSI approaches have the advantages in this area, highlighting the difference between MOD10A1 Collections 5 and 6.

The error distribution showing the difference between the products and the reference (not shown here) was similar to that for the Alps, although with a lower variance for the NDSI approaches and a higher rate of small errors for the SU approaches. The rest of the observations were the same as for the Alps, with a clear improvement in the high false positive rate in C6 compared with C5.

5.3. Feature-Based Metrics

In the Alps, the ASSD (Figure 5) calculated for a snow line at 50% of snow cover fraction was more accurate for the products with a native spatial resolution of 250 m. The results for MODImLAB and LMM_pure were similar, though the latter are slightly more accurate than the former. Once again, C6 produced better results than C5. More generally, it can be observed that results became more divergent as the global SCF decreased.
In the Pyrenees, there was significant agreement between the different approaches, although the SU approaches still showed greater improvement. Increased ASSD values where there was low global SCA was less evident but nonetheless present.

In Morocco, the very low global SCF produced high ASSD values. The accuracy ranking of all approaches changed over the period. NDSI approaches are close, as they are for LMM\textsuperscript{pure} and MODImLAB. Later dates showed very significant ASSD values, which could not be represented on the graph.
5.4. Metrics at 500 m

Products at 500 m were obtained using the same method described for the reference in Figure 2. The results are not shown here due to the high similarity between these graphs and those at 250 m. The effect was found to be identical for all areas: while fractional and binary metrics showed a slight improvement (of around 1–5 points for RMSE, for example), there was no change in the methods’ ranking. In conclusion, the pixel size used for the evaluation does not significantly influence the result. In particular, products at 500 m are not at a disadvantage compared to products at 250 m, except when it comes to the ASSD, for which the initial resolution is important.

5.5. Impact of Land Cover

The total snow cover area (SCA; i.e., the sum of the various snow fractions) for each land cover type (from the Corine Land Cover dataset) was computed and compared over the different dates in the Alps for the reference dataset and the different products. The following results are applicable to all the products (not shown here). On both natural grassland and bare rock, temporal variations in SCA were consistent. There were few differences, but the correlation coefficient was very high ($\geq 0.99$), even though the difference between the two SCA values was significant, especially on bare rock. Conversely, on land containing coniferous forest or mixed forest, there were marked differences between the reference and the products (correlation coefficients of 0.80 and 0.87, respectively), especially for dates following snowfall. This might indicate the impact of snow on the canopy and reveals the limitations of the reference. In such cases, the product seems to provide a more realistic representation of these areas than the reference.

6. Discussion

The detection of snow cover extent still suffers from significant errors and difficulties. As shown in this study, the two main approaches (NDSI linear regression and SU) can result in various errors, with various limitations depending both on the main approach and on the detailed workflow.

NDSI approaches are very sensitive to the initial correction of reflectance data. These results suggest that the use of accurate topographic and atmospheric correction is effective in producing more accurate results than TOA reflectance. This is particularly apparent in the Alps data, but less obvious in the Pyrenees, and less significant in terms of gain in Morocco. They also show that the changes to radiance correction in the newer MOD10A1 collection have had a considerable influence on the results (improvements in the Alps and Morocco, less conclusive in the Pyrenees). However, it is crucial to note that all comparisons using NDSI approaches were carried out using the linear regression method described in [9], which was determined on TOA reflectance in a former data collection of the sensor. If this fit produces good results in this study, an update of the value of the linear regression could be considered in the future, but would require a larger number of high-resolution dates. This would appear to be an issue for the proposed product NDSI\textsubscript{ATOPCOR}, as the global results for this product were more accurate, but snow estimation was less precise than it was with C6.

The SU approaches generally produced poorer results in terms of SCF estimation, and it would seem that there is need for some improvement. This being said, the results for the SU approaches were more stable over the season compared to C5 or C6. For MODImLAB, the necessity of applying a threshold (based on the NDSI value of the pixel) was demonstrated by the results obtained for LMM\textsubscript{pure} (i.e., no thresholding). A high false positive rate was avoided by the use of a threshold, which improved the precision but decreased the recall. The effect on RMSE was minimal, since this metric minimizes small errors but can be an issue where there is sparse snow cover. The SU approaches were also limited by their design. Firstly, the computing time is higher, by about 2600 times, for an area like the Alps (7.17 s for SU versus 0.0027 s for NDSI). Secondly, in the case of MODImLAB/LMM\textsubscript{pure}, the number of endmembers is constant, designed for New Zealand and allows three types of snow, ice,
and four other materials. This theoretically limits the results over Morocco, even though tests were carried out by manually adding a “sand” endmember to the process and did not improve the results.

More generally, the number of endmembers used in an SU product is limited to ensure the proper working of the algorithm. If too many endmembers are used, the results become less accurate. This has been tested by increasing the number of endmembers in the LMM products. In reality, the execution of the LMM through an FCLSU algorithm tries to include all endmembers defined in the abundance estimation of the pixel. This leads to greater numbers of errors as the number of endmembers increases. Recent alternative approaches using SU, like sparse regression [25], endmembers bundles [26–28], non-linear approaches [29], the perturbed linear mixing model [30], and the recent extended linear mixing model (ELMM) [31], are likely to improve the estimation of snow cover.

Typically, results and discussion focus on the global RMSE, used as the main efficiency criterion in previous studies [9,11,12]. These results show that the global RMSE is dependent on the global SCF, since errors on snow-free areas (i.e., false positives) are minimal, and do not significantly influence the global RMSE, or else can be suppressed using a threshold. The RMSE can be artificially decreased by extending the study area to include non-covered snow pixels. Conversely, for the RMSE on snow-covered surfaces (Figure 4), the SCF reconstruction errors are greater and relatively constant, allowing the limitations, and the performances, of the different approaches to be analyzed. In all cases, the goal of an RMSE of 10%, described as the objective of the NSIDC in [11], was rarely achieved, as the typical RMSE_{snow} values were between 0.20 and 0.35. Using RMSE_{snow} and ASSD metrics, compared with using RMSE alone, allowed the efficiency of the approaches to be better quantified. ASSD is also a great way of showing how the fusion process has improved snow line delimitation.

There were also considerable differences in the results found for the different areas. The ranking of the NDSI approaches in the Alps was as expected based on the complexity of the approach: the newer MOD10A1 collection was more accurate than the older one, and ATOPCOR correction outperformed both MOD10A1 collections. In the Pyrenees, these results were no longer as clear-cut, since the NDSI approaches were ranked more similarly, and often the approaches’ ranking order was reversed. Various hypotheses in regard to these differences can be made, specifically pertaining to, for example, the validity of the linear regression or the much larger proportion of forested areas in the Pyrenees compared to the Alps (Figure 1). These forest areas call into question the validity both of the product and the reference, as the definition of snow cover in these areas is not obvious.

The validity of the reference is still the main problem to overcome, as there are great uncertainties and difficulties in assessing it. The comparison of the different land covers demonstrated that uncertainties are very significant in forested regions, a problem discussed at length in [15,23]. This study has confirmed once more that snow is generally underestimated in these areas, especially when snow is present on the canopy. Below the canopy, snow is no longer visible and reaches the general limitation of optic visible detection. A simple solution could be to mask all forested areas; however, even after masking out the forested areas, the RMSE would remain larger than 10% due to errors affecting bare rock areas. The latter errors can originate from two sources: (i) the inaccurate treatment of mixed pixels in the product and (ii) the inaccurate treatment of mixed pixels in the reference. The principle of the binary reference is to “cut” the NDSI value corresponding to a certain SCF (generally 40%) to classify areas as covered by snow or not. This value can lead to errors of up to 60% for snow. While the use of small pixels statistically decreases the problem of sparse snow and sparse intruder material, it seems that snow maps at 10 m are not sufficiently pure to allow for a proper comparison. In contrast to the study by [23], a careful evaluation of the relevant dates, especially after snowfall, suggests that the errors found in the references may be greater than those of an SU product. The major limitation is still the decision of whether or not to define a mixed area with trees or shrubs covered by snow as fully covered (snow on the ground) or partly covered (visible trees).

Another approach could consist in making a fractional reference, using unmixing such as in [15] or linear regression. The main constraint would be to assess the accuracy of this reference with, e.g., a very high spatial resolution like Pleiades. Preliminary results involving non-validated products seem to
show that the method used to produce the reference has an impact on the results. NDSI thresholding and NDSI linear regression require VIS and SWIR bands, which, despite being different for different satellites, have similar responses that can artificially advantage NDSI linear regression approaches. Similarly, an SU reference will use a certain number of main materials that are similar to the product, which can imply a certain similarity in the detection method and a bias in the results that cannot be quantified without the availability of a verified fractional reference. This potential bias will need to be taken into account and examined in future comparisons and assessments.

7. Conclusions

This paper presents a comparison of the two main approaches available for snow cover estimation (i.e., NDSI linear regression and linear SU), looking at five products, three using the NDSI approach (NDSIATOPCOR and MOD10A1 C5 and C6) and two using SU (MODImLAB and LMMpure). The assessment was carried out using high-resolution snow maps taken from the SPOT 4 and SPOT 5 Take 5 experiments and LANDSAT-8 data using the Let-it-Snow chain product. Areas of comparison were identified over the French Alps, the Pyrenees, and Morocco. Binary, fractional, and feature-based metrics were used to compare the different products with the reference maps.

These results show the significant improvements of the newer MOD10A1 Collection 6 compared to the older Collection 5. However, both products were generally outperformed when using the same linear regression method but applied to atmospheric- and topographic-corrected reflectance instead of TOA reflectance. Despite the need for a threshold on NDSI or SCF values, SU approaches were found to be reliable methods, especially when estimating snow cover fraction, the results of which tended to be more stable compared with the NDSI linear regression method. The comparison uses all the products as if they were processed for a global product, i.e., without local adaptation. The scores obtained for MODImLAB are not wider spread than the scores obtained for NDSI over the three areas of interest, covering three different types of mountains. This indicates that the SU approach, such as MODImLAB, could be applied over different mountain types without a greater decrease in accuracy than NDSI. This would suggest that SU approaches are not more dependent on local adjustment than NDSI-based calculations. Low snow cover fraction and false detection (usually removed by the use of a threshold) are currently the main limitations of these approaches, which are able to better represent the variety of snow cover fractions.

Forested areas are still one of the most problematic aspects when it comes to the remote sensing of snow. While the rate of errors was significant in these areas, it seems that a proportion of the errors were also produced by the reference. This reference, computed using an NDSI approach, which is one of the more accurate approaches currently available, did not perform so well in mixed areas, which creates uncertainty over the real RMSE values of the approaches tested.

Perspectives for snow detection by improving these two approaches are numerous. NDSI linear regression produced better results when used alongside atmospheric and topographic correction, although the linear regression was defined on TOA. If a large series of verified and very accurate ground truth data were to be established, a new linear regression model could be defined. For SU approaches, new developments in endmember estimation or spectral variability could improve the original results and reduce the need for a threshold to avoid false detection.
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