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ABSTRACT. In this paper, we address the problem of retrieving services which fulfil users’ needs expressed in query in free text. We aim to deal with term mismatch problems which affect the effectiveness of Information Retrieval (IR) models applied in prior research on text description-based service retrieval. These problems are caused due to service descriptions are brief. Service providers use few terms to describe services, hence, when these descriptions are different to the sentences in queries, term mismatch problems decrease the effectiveness in classical models which depend on the observable text features instead of the latent semantic features of the text. In this work, we apply a family of IR models for the purpose of contributing to increase the effectiveness acquired with the models applied in prior research on service retrieval. To the best of our knowledge, these models have not been applied before in the service retrieval domain. Besides, we have conducted systematic experiments to compare the IR models of this family with those used in the state-of-the-art in service retrieval. From the results of the experiments, we conclude that the IR model of this family, which is based on query expansion via a co-occurrence thesaurus outperforms the effectiveness of all the models studied in this work. Therefore, we have implemented this model in a text description-based service search engine, which is part of a system designed to provide nomad users with services that fulfil users’ needs expressed in query in free text.

RÉSUMÉ. Dans cet article, nous abordons le problème de la recherche des services qui répondent aux besoins des utilisateurs exprimé de requêtes en texte libre. Nous visons à faire face aux problèmes d’inadéquation de termes qui affectent l’efficacité des modèles existant de Recherche d’Information (RI) appliqués découverte de services basée sur des descriptions textuelles. Ces problèmes sont dus à la brièveté des descriptions des services. Les fournisseurs n’utilisent que quelques mots pour décrire les services qu’ils exposent. Il s’en suit que lorsque ces descriptions sont différentes des phrases données dans les requêtes, les problèmes d’inadéquation de terme diminuent l’efficacité des modèles classiques. En effet, ces derniers dépendent du texte observable et non de la sémantique du texte.

Document numérique – n° /, 1-??
Dans ce travail, nous proposons une famille de modèles de RI dans le but d’accroître leur efficacité. Au meilleur de notre connaissance, ces modèles ne sont pas été appliqués dans le domaine de la recherche de services. En outre, nous avons mené des expériences systématiques de comparer les modèles de cette famille avec ceux utilisés dans l’état de l’art. D’après les résultats de ces expériences, nous concluons que le modèle de RI de cette famille, qui est basé sur l’extension des requêtes via un thésaurus de co-occurrence a une meilleure efficacité que tous les autres étudiés. Par conséquent, nous avons mis en place ce modèle dans un moteur de recherche de services qui est un module d’un système fournir à des utilisateurs nomades des services qui répondent à leurs besoins exprimés sous forme de texte libre.

**KEYWORDS:** IR-based Service Discovery, Query Expansion, Matrix factorisation.

**MOTS-CLÉS :** Découverte de services basée sur des techniques de RI, Expansion de requêtes, Factorisation de matrices.

1. Introduction

Recently, distributed computing systems based on context awareness have been proposed in several domains such as healthcare, logistics and tourism. The study described in this paper is a part of a broader project that aims to provide nomad user with context-aware personalised services. The goal of the system, applied on e-Tourism applications is to locate and deliver the right service to the right person, at the right time and location, with the appropriate rendering.

In this context, we consider the problem of finding Web services that fulfil users’ requirements expressed in free text queries (i.e., queries composed by one or several terms instead of a specific language with operators). Examples of such requirements might be booking a hotel room, or reserving a table in a restaurant located in a certain city, etc.

We adopt the definition of service given by the W3C\(^1\): A Web service is a software system designed to support interoperable machine-to-machine interaction over a network. It has an interface described in a machine-processable format (specifically WSDL\(^2\)). Other systems interact with the web service in a manner prescribed by its description using SOAP\(^3\) messages, typically conveyed using HTTP with an XML serialisation in conjunction with other Web-related standards.

A problem generally associated with descriptions of services is the one of their publication and discovery. A proposed standard to tackle this problem is UDDI\(^4\).

---

1. W3C glossary, [http://www.w3c.org/TR/ws-gloss](http://www.w3c.org/TR/ws-gloss)
2. Web Service Description Language, [http://www.w3.org/TR/wSDL](http://www.w3.org/TR/wSDL)
UDDI defines a programming interface to publish service descriptions in dedicated repositories, submit keyword-based queries, and navigate through the service descriptions obtained through these queries. UDDI was specifically designed for WSDL and SOAP. It was often recommended that people use it at runtime to dynamically look up services. Nevertheless, the main drawback is that people easily end up with a service not desired, whether it’s because the functionality is slightly different, the service is slower, or it lacks redundant backups. For these reasons UDDI was given up by the community.

Given a query, discovering services have been addressed by Information Retrieval (IR in short) models. In this context, the corpuses are composed by collections of WSDL documents. Such kind of documents contains syntactically-based descriptions including service name, operation names and signatures, and sometimes descriptions in natural language are also given. Despite that WSDL is the standard for service description, we adopted OWL-S 5 which is an OWL2 ontology for describing, discovering, composing, enacting, and monitoring services. With OWL-S it is possible to describe WSDL-based services as well as those based on REST-ful 6 architecture. The main goal of the study reported in this paper is to choose or design the best IR model to use for the implementation of the service Discovery Module (see Figure 1). In this perspective, we apply two Latent Semantic Indexing (LSI) models based on matrix factorisation techniques. To the best of our knowledge, none of them have been used in prior research on service discovery. Moreover, we apply other two models based on query expansion. Furthermore, we carried out experiments for comparing the effectiveness of these models with others proposed in prior research.

The contribution of this paper is manyfold: 1) the results of our experiments suggest extending queries with terms extracted from a co-occurrence thesaurus is the model which outperforms all the others, also studied in this work, 2) we show as well, that in retrieving services, models based on Latent Dirichlet Allocation (LDA) have a lesser effectiveness than all the LSI-based models considered in this paper, 3) our results reveal that there is no difference which is statistically significative in the effectiveness among the LSI-based models assessed in this work. Furthermore, 4) LSI-based models have a similar effectiveness than the expansion of queries with terms extracted from WordNet.

The remainder of this paper is outlined as follows: while next Section (Section 2) shows some illustrations and discusses which issues affect the effectiveness of IR models used for the retrieval of text-based service, Section 3 presents a literature survey about IR-based service discovery. Section 4 details the family of models proposed and studied in this work. Section 5 describes the experimental setting used in this study, presents and discusses the results of our experiments. Finally, in Section 7, we conclude the paper and sketch further work.

5. OWL-S: Semantic Markup for Web Services, see http://www.w3.org/Submission/OWL-S/
6. Representational State Transfer, REST, see www.w3.org/2012/ldp/chapter
2. Motivations

2.1. Context of the research

The study described in this paper is conducted as part of a broader project whose main goal is to design and implement a software system which provides mobile users with services according to their needs (Na-Lumpoon et al., 2013). We consider the following definitions for context and profile. A context includes spatial, temporal, physical, and environmental properties that could be collected by sensors embedded on the devices used to submit the queries. Such properties are for example: GPS location, timestamp, external temperature, screen size, etc. A profile captures users’ personal details, preferences and centres of interest. For instance, a profile could contain information about users’ age, citizenship, gender, occupation, preferred recreational activities, etc.

Figure 1 sketches the overall architecture of this project. The role of each module and the flow of information are rapidly discussed as below.

**Figure 1. A context-aware discovering system for mobile users**

1. User interaction and query management module aims at managing user connections and getting queries submitted by users and sent using their mobile device. A user’s query and her identification are received in this module in the data flow (1). This module extracts from the query information necessary for the choice and composition of the service components. With data flow (2) it sends single topic queries to the Discovery module and with data flow (3) the users’ goals to the Composition and execution system.
2. Discovery module: given the user’s query received in the data flow (2), her profile and context, this module is responsible for retrieving services among a repository of service descriptions, that once composed can potentially meet the user’s needs expressed in her query (for details see (Caicedo-Castro, 2015)). The retrieved services are then sent, in the data flow (4), to the next module.

3. Composition and execution system: Eventually this module is in charge of automatically compose and execute services returned by the discovery phase. This module results in a BPM model whose each task refers to a service operation (for details see (Na-Lumpoon et al., 2014; Na-Lumpoon, 2015)). During the execution of the model some interactions with the user might be necessary (see data flow (4)).

2.2. What does affect the effectiveness of IR-based service discovery systems?

The structure of an OWL-S ontology is designed to provide the knowledge about three aspects of a Web service, i.e., 1) What does it provide? 2) How is it used? 3) How to interact with it? The functional description of a service is given in the service profile in a way that it is suitable for a software agent searching for services (Burstein et al., 2004). Figure 2 depicts a chunk of a service profile described in a OWL-S document. Tags <profile:serviceName> and <profile:textDescription> introduce the name of the service and its description in free text, respectively. The problem is to measure the extent to which this information matches a query, which is a mean utilised by users in an attempt to communicate their needs to a system designed for discovering services.

```
<profile:Profile>
  ...
  <profile:serviceName>
    WorldwideHotelInfoService
  </profile:serviceName>
  <profile:textDescription>
    This service returns information of all famous hotels in the world.
  </profile:textDescription>
  ...
</profile:Profile>
```

*Figure 2. OWL-S profile of a web service from the collection called OWLS-TC4 (currently available in: http://projects.semwebcentral.org/projects/owls-tc/).*

Services descriptions are briefer than usual documents (e.g., books) (see Figure 2), so, in the domain of service retrieval there are term mismatch problems (e.g., synonymy and homonymy problems) because of service descriptions are brief. Service providers use sentences (or sometimes short paragraphs) to describe services, hence, when these descriptions are different to the sentences in queries, this causes term mismatch problems in classical models which depend on the observable text features rather than the hidden semantic features (Ponte, Croft, 1998; Zhai, Lafferty, 2004).
For instance, suppose a user submits the query: I want to book an apartment, and assuming the description of the desired service is: This service allows users to reserve a flat. In this example, terms such as book and reserve are synonyms as well as terms apartment and flat. In this example, IR models based on the matching among terms (e.g., Vector Space Model or Boolean Retrieval Model) are not able to find services whose descriptions match that sort of query. As a consequence, in this context term mismatch problems affect the effectiveness of a text-based retrieval system applied on service discovery. A service retrieval system with high effectiveness increases the satisfaction of users, therefore, this encourages them to use the service retrieval system. While a system with low effectiveness disappoints users, hence, they might stop to use it permanently.

3. A Review of the Literature on IR-based Service Discovery

In this Section we analyse the prior research on IR-based service discovery, and how term mismatch problems have been handled in the state-of-the-art.

The IR models applied in prior research on service discovery are as follows:

1. Vector Space Model (VSM) (Salton et al., 1975),
2. Latent Semantic Indexing (LSI) (Deerwester et al., 1990),
3. Latent Dirichlet Allocation (LDA) (Blei et al., 2003), or
4. Hybrid models based on ontologies and LSI.

The VSM has been applied in many approaches (see for example: (Wang, Stroulia, 2003; Platzer, Dustdar, 2005; Kokash et al., 2006; K.-H. Lee et al., 2007; Crasso et al., 2008; Wu, 2012)). In these works, a set of WSDL documents composes the corpus. Some of these approaches do not tackle term mismatch problems (Platzer, Dustdar, 2005; K.-H. Lee et al., 2007; Crasso et al., 2008; Wu, 2012). Whereas, these problems have been addressed by expanding queries and WSDL documents with synonyms of their terms (Wang, Stroulia, 2003; Kokash et al., 2006). Synonyms are extracted from WordNet lexicon (Miller, 1995). Nevertheless, the query expansion based on the injection of synonyms significantly decreases effectiveness because a term may have synonyms with different meanings depending of the context of the term in the query.

In other approaches, researchers applied LSI to address term mismatch problems in the context of service discovery (Sajanhar et al., 2004). However, factorising a matrix through SVD causes scalability issues in LSI. Therefore, other works handled this shortcoming instead of aiming to increase the effectiveness of LSI (Ma et al., 2008; Wu et al., 2009). Nevertheless, dealing with scalability is out the scope of this work, instead of that, in this study we aim to leverage the effectiveness of the service retrieval process.

LDA is another model based on latent factors in text documents. In this model the latent factors are topics, and their distribution is assumed to have Dirichlet prior. This model was applied to discover the latent topics from concepts contained in ser-
vice descriptions written in OWL-S (Cassar et al., 2011; 2013). According to the results obtained in (Cassar et al., 2011; 2013), LDA outperforms Probabilistic LSI (PLSI) (Hofmann, 1999). Nonetheless, in (Cassar et al., 2011; 2013) did not compare LDA with other models used in prior research (e.g., LSI).

Another direction to deal with term mismatch problems is to use ontologies. Therefore, several works combine LSI and ontologies (Pan, Zhang, 2009; Paliwal et al., 2012). An ontology is used as a vocabulary to expand the query (Paliwal et al., 2012). Another hybrid approach where K–means algorithm is used to divide the corpus in several clusters of documents is proposed (see (Pan, Zhang, 2009)). Given a query, SVD is applied on the most similar cluster (see (Ma et al., 2008)). However, this technique is complemented with a semantic–based matching, which is implemented on an ontology of services, by computing the similarity between service input and output parameters. At the end of the procedure, services are ranked according two both techniques.

The drawback of such ontology-based approach is that the human intervention is necessary, as ontologies must be built with the assistance of human experts of the domain. Therefore, the creation of ontologies is an expensive, time-consuming, tedious, and error-prone task (Gomez-Perez et al., 2003; Shamsfard, Barforoush, 2004). This is why we have decided not to use any ontology.

Most of the prior research on IR-based service discovery has been evaluated with different test suites. Some of them have common data sources, such as XMethods7, which has been a source of WSDL documents for other researches (Kokash et al., 2006; Paliwal et al., 2007; K.-H. Lee et al., 2007; Ma et al., 2008; Wu et al., 2009; Hao et al., 2010; Paliwal et al., 2012). Moreover, in other works are carried out experiments on the collection of WSDL service descriptions used in (Hess et al., 2004) (see for instance (Paliwal et al., 2007; Crasso et al., 2008; Ma et al., 2008; Wu et al., 2009; Paliwal et al., 2012)). Nevertheless, this collection does not include neither queries nor relevance judgments because of it is designed for machine learning applications.

In other research works are carried out experiments over the same test collection. In (Kokash et al., 2006), researchers collected 40 Web services from XMethods, and they reused part of the WSDL corpus collected for matching services research conducted in (Stroulia, Wang, 2005). In (Kokash et al., 2006), authors have used 447 services from the original corpus composed by 814 services, excluding a group of 366 unclassified WSDL documents. Whereas in (K.-H. Lee et al., 2007) the same dataset utilised in (Kokash et al., 2006) have been used. In (Sajjanhar et al., 2004) authors collected 47 services, 22 with description, and in the rest were assigned default descriptions based on the topic from IBM UDDI8 registry. In (Wu, 2012), the dataset collected in the study conducted in (Klusch, Kapahnke, 2008) is used. In (Platzer, Dustdar, 2005), researchers did not carry out any evaluation. Finally, in (Cassar et al.,

---

7. XMethods, see www.xmethods.org
8. Universal Description Discovery and Integration, see www.uddi.org
2011; 2013) authors used the collection named OWLS-TC v3.0. It is composed by 1007 service descriptions written in OWL-S, 29 queries, and a relevant answer set for each query.

Nowadays, there not exist any work which has completely compared all prior research works. This might be because there is no standard test collection for IR-based service discovery. This literature survey raises the following questions which are addressed in this paper: 1) Which model has the best effectiveness between LDA and LSI based on SVD? 2) Is it possible to increase the effectiveness of LSI with other matrix factorisation models? 3) Which kind of model has the best effectiveness between LSI-based models or query expansion?

4. Proposed IR models for indexing and retrieving services

4.1. Preprocessing

Preprocessing of a corpus involves the following steps: first, all terms from tags <profile:serviceName> and <profile:textDescription> are extracted. In this study the first tag was assumed to be codified according to camel case convention, i.e., the practice of writing identifier composed by several terms that start with a capital letter (e.g., NonNegativeMatrixfactorisation). Besides, it was assumed the terms in first tag to be separated by spaces or underscore character.

After that, either punctuations and symbols are removed. All terms are changed to lowercase and lemmatised. Stemming increases recall but decreases precision, hence, we adopted lemmatisation instead of stemming in order to get the base of dictionary form (a.k.a., lemma) of each term. We used the Northwestern University lemmatizer called MorphAdorner. Finally, stop words are removed and the Term Frequency and Inverse Document Frequency (TF-IDF) (Salton et al., 1975) are used to compute the term-document matrix $Y \in \mathbb{R}^{m \times n}$, where $m$ and $n$ are the number of terms and documents, respectively.

4.2. Latent Semantic Indexing via Minimising the Squared Error

With Latent Semantic Indexing (LSI), a set of $r$ latent (hidden) factors are inferred from patterns found in the occurrence of terms for each document. The number of factors is less than the number of either terms or documents. These factors explain these occurrences by characterising documents and terms. In case of documents, latent factors may measure dimensions, which might be uninterpretable but meaningful. On the other side, for a term, latent factors measure its occurrence in documents related to the corresponding hidden factors.

---

9. OWLS Service Retrieval Test Collection, see projects.semwebcentral.org/projects/owls-tc/
10. MorphAdorner, devadorner.northwestern.edu/maserver/lemmatizer
Documents and terms are represented in a joint latent semantic space, where their relationship is computed by using the inner product between their vector representation. Let \( x_d \in \mathbb{R}^r \) be the representation of the document \( d \), and \( w_t \in \mathbb{R}^r \) be the representation of the term \( t \), both in the latent semantic space. Components of the vector \( x_d \) measure the extent to which the document \( d \) expresses latent factors, as well as the components of the vector \( w_t \) measure the extent to the term \( t \) appears in documents related to the corresponding factors. The inner product among both vectors yields the TF-IDF feature of the term \( t \) into the document \( d \). This can be written in a matrix form as follows:

\[
Y = W^T X
\]

where \( W \in \mathbb{R}^{r \times m} \), \( X \in \mathbb{R}^{r \times n} \), \( Y \in \mathbb{R}^{m \times n} \), \( m \) is the number of terms into the documents, \( n \) is the number of documents that compose the corpus, \( r \) is the number of latent factors, and \( W^T \) is the transposed matrix of \( W \). Therefore, behind LSI there is a matrix factorisation problem, which is solved by approximating a target term-document matrix \( Y \) as a product of two lower dimensional factor matrices (\( W \) and \( X \)), where the common dimension \( r \) is smaller than \( m \) and \( n \).

This problem could be fixed by using Singular Value Decomposition (SVD, see (Deerwester et al., 1990)). The strategy consists of choosing \( W^T = U_r D_r \) and \( X = V_r^T \), where \( D_r \in \mathbb{R}^{r \times r} \) is a diagonal matrix of the \( r \) largest singular eigenvalues of \( YY^T \) and \( Y^T Y \), \( U_r \in \mathbb{R}^{m \times r} \) and \( V_r \in \mathbb{R}^{n \times r} \) are orthonormal matrices, whose column vectors are eigenvectors of \( YY^T \) and \( Y^T Y \), respectively.

In this Section we present how to estimate both factor matrices (\( W \) and \( X \)) by minimising the squared Frobenius norm of the matrix of approximation errors, \( \| W^T X - Y \|_F^2 \), as follows:

\[
\min_{X, W} \frac{1}{2} \|W^T X - Y \|_F^2 + \lambda \left( \frac{1}{2} (\|X\|_F^2 + \|W\|_F^2) \right)
\]

where \( \lambda \) is a regularisation parameter used to avoid that the Frobenius norm of each factor matrices reaches large magnitudes. All the terms are squared in order to have a minimum global, i.e., to have convex cost function. This is useful because gradient descent may be used to find the minimum global instead of more costly heuristics such as simulated annealing or genetic algorithms. Therefore, to minimise the cost function, the gradient descent is calculated by setting the derivative of the cost function with respect to \( W \) as follows:

\[
X(W^T X - Y)^T + \lambda W
\]

As a result, the gradient descent is:

\[
W \leftarrow W - \eta(X(W^T X - Y)^T + \lambda W)
\]
where $\eta$ is the learning rate. This updating rule is used to estimate $W$. On the other hand, taking the derivative of the Equation 2 with respect to $X$ and setting it equal to zero is obtained $X$ as follows:

$$X = (WW^T + \lambda I)^{-1}WY$$

(5)

This Equation is used to compute $X$, whereas $W$ is updated with rule in Equation 4.

**Algorithm 1** Minimising squared error-based matrix factorisation algorithm

**Input:** $Y$, $r$, $\eta_0$, $\lambda$, maxIter

**Output:** $W$ and $X$

1. Initialise the $r \times m$ matrix $W$ to small random values
2. for (i in 1:maxIter)
   a) $X \leftarrow (WW^T + \lambda I)^{-1}WY$
   b) $\eta \leftarrow \eta_0/(1 + \eta_0 \lambda i)$
   c) $W \leftarrow W - \eta(X(W^TX - Y)^T + \lambda W)$
3. Return: $W$ and $X$

The algorithm 1 estimates the factor matrices. The input of the algorithm is composed by the target matrix $Y$, the number of latent factors $r$ to be estimated, the number of iterations maxIter used to find the minimum global, the initial learning rate $\eta_0$, and the regularisation parameter $\lambda$. The algorithm starts initialising $W$ to random values (see step 1.). In the step 2.a. inside the loop, the latent factor representation for the documents ($X$) is computed by applying the analytic solution of Equation 5, with $W$ fixed at the version known in the current iteration given by the variable called $i$. The learning rate $\eta$ is updated in the step 2.b. in order to go faster toward the direction of the gradient in the beginning, but it is smaller with each iteration to avoid oscillations or divergence. The learning rate that is used in this approach, is a decreasing rate which depends on the number of iterations, the regularisation parameter and the initial learning factor (Bottou, 2010). In the final step of this loop (see step 2.c.), $W$ is updated according to the rule presented in Equation 4, with $X$ fixed at the last known version. Finally, the output of this algorithm is composed by the factor matrices as is shown in the step 3.

Once the index is created, the latent factor representation of a query $q \in \mathbb{R}^m$ is computed as follows:

$$x = (WW^T + \lambda I)^{-1}Wq$$

(6)

With this latent factor representation $x \in \mathbb{R}^r$, the similarity between the documents and the query projected onto the latent semantic space is computed by using similarity cosine (see Equation 7) as follows:
\[ \text{sim}(\mathbf{x}, \mathbf{x}_i) = \frac{x^T_i x_i}{\|x_i\| \|x_i\|} \] (7)

where the vector \( \mathbf{x}_i \in \mathbb{R}^r \) is the column \( i^{th} \) in the matrix \( \mathbf{X} = (\mathbf{x}_1 \ldots \mathbf{x}_n) \).

Figure 3. a. Directions found by MSE. b. Directions found by SVD

Figure 3 illustrates the geometrical differences between both matrix factorisation models. We expect that by factorising matrices by minimising the square error is more likely to capture the latent semantic factors which better describe services than through classical LSI, because vectors in the latent semantic space might not be constrained to be orthogonal.

4.3. Latent Semantic Indexing via NMF

Another method to factorise \( \mathbf{Y} \) is by estimating the factor matrices (\( \mathbf{X} \) and \( \mathbf{W} \)) as two non-negative matrices which minimise the cost function as given below:

\[ \min_{\mathbf{X}, \mathbf{W}} \frac{1}{2} \| \mathbf{W}^T \mathbf{X} - \mathbf{Y} \|_F^2 \] (8)

This cost function is minimised when applying the rule below and the convergence is guaranteed (for a proof, see (D. D. Lee, Seung, 2001)):

\[ W_{ij} \leftarrow W_{ij} \frac{(\mathbf{X} \mathbf{Y}^T)_{ij}}{(\mathbf{X} \mathbf{X}^T \mathbf{W})_{ij}} \] (9)

\[ X_{ij} \leftarrow X_{ij} \frac{(\mathbf{W} \mathbf{Y})_{ij}}{(\mathbf{W} \mathbf{W}^T \mathbf{X})_{ij}} \] (10)
Algorithm 2 Non-negative matrix factorisation algorithm

Input: $Y$, $r$, maxIter
Output: $W$ and $X$

1. Initialise the $r \times m$ matrix $W$ to small non-negative random values
2. Initialise the $r \times n$ matrix $X$ to small non-negative random values
3. for (k in 1:maxIter)
   a) $W_{ij} \leftarrow W_{ij} \left(\frac{XY^T}{XX^T}W_{ij}\right)$, $\forall i,j \in N$ such that $1 \leq i \leq r$ and $1 \leq j \leq m$
   b) $X_{ij} \leftarrow X_{ij} \left(\frac{WY}{WW^TX_{ij}}\right)$, $\forall i,j \in N$ such that $1 \leq i \leq r$ and $1 \leq j \leq n$
4. Return: $W$ and $X$

This approach is known as the Non-negative matrix factorisation (NMF). The algorithm 2 carries out NMF. The algorithm has an input composed by the target matrix $Y$, the number of latent factors $r$ to be estimated, and the number of iterations used to converge into the minimum global. In the steps 1 and 2 the factor matrices are initialised with non-negative random values. In the loop the updating rules in Equations 9 and 10 are used to estimate the factor matrices. Finally, the output of this algorithm is composed by the factor matrices as shown in the step 4.

The projection of a query $q \in \mathbb{R}^m$ on the latent semantic space, $x \in \mathbb{R}^r$, is found by using the following updating rule:

$$x_i \leftarrow x_i \left(\frac{(Wq)_i}{(WW^T)x_i}\right)$$

With the query and documents projected onto the same latent semantic space, the cosine similarity (see Equation 7) is applied to identify relevant results.

In the same way as the model presented in Section 4.2, we expect that by factorising matrixes through NMF is more likely to capture the latent semantic factors which better describe services than by mean of classical LSI, because vectors in the latent semantic space might not be constrained to be orthogonal, besides, with NMF is guaranteed that each vector in latent semantic space has only non-negative values in every direction (see Figure 4).

4.4. Query Expansion via Wordnet

The model presented in this section is based on VSM rather than LSI. However, the query is expanded in order to cope synonymy problems. Nevertheless, the problem with models based on query expansion, such as those used in (Wang, Stroulia, 2003; Kokash et al., 2006) (see Section 3) is that this kind of models might significantly decrease precision. For instance, suppose a user issues a query like book a room, if the term book is considered as a noun it may be expanded with WordNet with synonyms...
likewise: record, ledger, lever, Word of God, account book, Bible, al-Qur’an, etc. If all these synonyms are included into the query, the system will retrieve services which are not related to reserve or book a room. However, if the same term is correctly identified as a verb, it may be expanded with WordNet with the following synonyms: hold and reserve. In this latter case, the system will retrieve services for booking a room and thanks to these synonyms the precision is increased.

Therefore, the problem in this context consists of tagging the parts of speech of the query in order to look for the synonyms in the thesaurus that will be injected into the query. In this study this problem has been tackled by using Apache OpenNLP\textsuperscript{11} library to tag the parts of speech of a query. This library uses a probability model to predict the tag of a term based on its corresponding word type and its context in the query sentence. Thereafter, the synonyms associated with the term are sought in WordNet but considering if the term is an adverb, verb, noun or adjective.

Once the query is expanded, its vector representation is computed with the TF-IDF. Finally, services descriptions are ranked according their cosine similarity (see Equation 7) with the vector which represents the query.

4.5. Query Expansion via a Co-Occurrence Thesaurus

Another alternative to WordNet consists of automatically generating a thesaurus by computing the Terms Similarity Matrix $C = YY^T$, where $C \in \mathbb{R}^{m \times m}$ and each component $C_{ij}$ represents the similarity score between terms $t_i$ and $t_j$. The similarity between two syntactically different terms depends on the extent to which both terms

\textsuperscript{11} Apache OpenNLP, http://opennlp.apache.org/
appear together (or co-occur) in several service descriptions. In this model the aim is to analyse the latent factors hidden in these co-occurrences of terms. Thereafter, the latent factors of each column vector of this matrix are computed, by factorising it through the above mentioned methods in order to obtain $W \in \mathbb{R}^{r \times m}$ and $X \in \mathbb{R}^{r \times m}$ such that $C = W^T X$. Let $Q$ be a set of terms used in a query, and let $V$ be a set of terms used to describe services (a.k.a. vocabulary), each term $t_i \in V - Q$ of the thesaurus is added to the query if $\text{sim}(x_i, x_j) > \theta$ (see Equation 7), where $t_j \in Q$. The parameter $\theta$ is estimated by means of experiments.

Algorithm 3 Query expansion algorithm via co-occurrence thesaurus

<table>
<thead>
<tr>
<th>Input: $X, Q, V, \theta$</th>
<th>Output: $Q_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Initialise the expanded query $Q_e \leftarrow Q$</td>
<td></td>
</tr>
<tr>
<td>2. for $(t_j \in Q \cap V)$</td>
<td></td>
</tr>
<tr>
<td>a) for $(t_i \in V - Q)$ If $\cos(x_i, x_j) &gt; \theta$ then $Q_e \leftarrow Q_e \cup {t_i}$</td>
<td></td>
</tr>
<tr>
<td>3. Return: $Q_e$</td>
<td></td>
</tr>
</tbody>
</table>

The algorithm 3 carries out the expansion of queries. The input of the algorithm includes the factor matrix $X$, the terms of the query $Q$ and the vocabulary $V$, and the parameter $\theta$. The algorithm returns the expanded query $Q_e$.

Once the query has been expanded, its vector representation is computed. Thus, given this vector, cosine similarity is applied to rank each vector which represents a service description.

5. Evaluation

5.1. Experimental Setting

We carried out experiments using the fourth version of the OWL-S service retrieval test collection named OWLS-TC4\textsuperscript{12} which contains the descriptions of 1083 Web services from 9 domains (i.e., education, medical care, food, travel, communication, economy, weapon, geography, and simulation). Each description is given in OWL-S 1.1. This collection includes 42 queries associated with their relevance judgment provided by several users. A pooling strategy (as used in TREC\textsuperscript{13}) was conducted to collect the relevance judgment set which was obtained from the top-100 results of participants of the S3 contest\textsuperscript{14} in 2008. The judgment relevance has been graded in four different levels, i.e., highly relevant (value 3), relevant (value 2), potentially relevant (value 1), and non-relevant (value 0). Therefore, during the experiments the

Normalised Discounted Cumulative Gain at 10 (NDCG@10) has been used instead of the Mean Average Precision (MAP) to measure the overall ranking effectiveness of each approach.

As we have mentioned in Section 1, service descriptions are sentences or paragraphs, which are briefer than usual documents. Indeed, after removing all stop words in the collection called OWLS-TC4\textsuperscript{15}, it has:

- minimum 3 terms per description,
- 8 terms per description in the first quartile,
- a median of 9 terms per description,
- 11 terms per description in the third quartile
- in average 9.99 terms per description,
- with a standard deviation of 4.07 terms, and
- maximum 50 terms per descriptions.

Figure 5 depicts a box plot which shows that most of the services are described roughly with 10 terms. Only few services are described with more than 30 terms, and these services correspond with outliers in the box plot.

![Box plot showing number of terms](image)

*Figure 5. Number of terms frequently used to describe services*

This collection is the unique one which exists in service retrieval domain which has judgment relevance. Previous versions of this collection were used for carrying out experiments in related recent works (Cassar \textit{et al.}, 2011; 2013).

\textsuperscript{15} The OWL-S profiles from the collection named OWLS-TC4 (http://projects.semwebcentral.org/projects/owls-tc/, retrieved on July of 2014)
The best settings for LSI via SVD, MSE, and NMF are achieved when the number of latent factors are 147, 200, and 150, respectively (see Figure 6). The best setting for LDA is achieved with 180 latent topics (see Figure 6). Besides, we assessed LDA with several value for $\alpha$. We found the best setting for $\alpha$ is the same suggested in (Griffiths, Steyvers, 2004). Moreover, to factorise matrixes by minimising the squared error, the best setting is obtained for the initial $\eta$ and $\lambda$, when their values are 0.2 and 0.001, respectively. Furthermore, the co-occurrence thesaurus is generated with the same three matrix factorisation models above mentioned. Several values of $\theta$ are set for this approach (0.85, 0.90, 0.95, and 0.99). The greatest effectiveness of this models is obtained by generating the thesaurus and factorising the term similarity matrix via the technique to minimise the squared error with 200 latent factors, and $\theta$ equal to 0.95. With SVD the best performance is achieved with 220 latent factors and $\theta$ equal to 0.90. Finally, with NMF the greatest effectiveness is obtained with 130 latent factors and $\theta$ equal to 0.90.

![Figure 6. Effectiveness (measured through NDCG@10) of LSI models and LDA given the number of latent factors (or topics) ](image)

### 5.2. Results

Table 1 presents the results we obtained from the experiments. The three first rows show the retrieval effectiveness we obtained for existing techniques (VSM, LDA and LSI). Then the six last rows show results for our model extensions: Query Expansion via a Co-Occurrence Thesaurus (QECOT) automatically generated through SVD is called QECOT-SVD, QECOT generated using the method MSE, QECOT-MSE, QECOT generated through NMF, QECOT-NMF. Similarly, in the rest of the paper we denote LSI-SVD the technique LSI via SVD, LSI-MSE LSI via MSE, LSI-NMF LSI via NMF. Eventually, WordNet-based Query Expansion is shortened to WN-QE. The
outcomes of the experiments suggest that QECOT-MSE outperforms all the above mentioned models in terms of effectiveness (see Table 1).

**Table 1. Retrieval effectiveness.**

<table>
<thead>
<tr>
<th>Model name</th>
<th>NDCG@10</th>
<th>Gain (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Models applied in prior research on IR-based service discovery</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VSM (baseline)</td>
<td>0.5435</td>
<td>N/A</td>
</tr>
<tr>
<td>LDA</td>
<td>0.6661</td>
<td>22.55</td>
</tr>
<tr>
<td>LSI-SVD</td>
<td>0.7586</td>
<td>39.57</td>
</tr>
<tr>
<td>Our models for text-based service retrieval</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSI-MSE</td>
<td>0.7621</td>
<td>40.22</td>
</tr>
<tr>
<td>WN-QE</td>
<td>0.7645</td>
<td>40.66</td>
</tr>
<tr>
<td>LSI-NMF</td>
<td>0.7649</td>
<td>40.73</td>
</tr>
<tr>
<td>QECOT-NMF</td>
<td>0.7792</td>
<td>43.37</td>
</tr>
<tr>
<td>QECOT-SVD</td>
<td>0.7804</td>
<td>43.59</td>
</tr>
<tr>
<td><strong>QECOT-MSE</strong></td>
<td><strong>0.7897</strong></td>
<td><strong>45.29</strong></td>
</tr>
</tbody>
</table>

6. Discussion

The results we got suggest that QECOT-MSE outperforms all the models studied in the paper. Indeed, Table 2 shows that the effectiveness of QECOT-MSE is better than LDA and VSM, which are the models applied for service retrieval in (Wang, Stroulia, 2003; Platzer, Dustdar, 2005; Kokash et al., 2006; K.-H. Lee et al., 2007; Crasso et al., 2008; Wu, 2012; Cassar et al., 2011; 2013), and the difference is statistically significant.

**Table 2. Student’s paired t-test on NDCG@10 to compare QECOT-MSE with other models applied in prior research on IR-based service discovery**

<table>
<thead>
<tr>
<th>Model name</th>
<th>NDCG@10</th>
<th>p-value</th>
<th>is statistically significant?</th>
</tr>
</thead>
<tbody>
<tr>
<td>QECOT-MSE</td>
<td><strong>0.7897</strong></td>
<td><strong>3.47 \times 10^{-7}</strong></td>
<td>Yes</td>
</tr>
<tr>
<td>VSM</td>
<td>0.5435</td>
<td>3.47 \times 10^{-7}</td>
<td>Yes</td>
</tr>
<tr>
<td>LSI-SVD</td>
<td>0.7586</td>
<td>0.08039</td>
<td>No</td>
</tr>
<tr>
<td>LDA</td>
<td>0.6661</td>
<td>7.613 \times 10^{-5}</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Notwithstanding that the difference between the effectiveness of QECOT-MSE and LSI-SVD is not statistically significant, the first model outperformed the second one in more queries. Indeed, in 5 queries both models had the same effectiveness, in 24 queries QECOT-MSE outperformed LSI-SVD, and only in 13 queries LSI-SVD has better effectiveness than QECOT-MSE (see Figure 7). Figure 7 depicts a comparison of the effectiveness of both models regarding each query used in the experiments. Points below the diagonal line correspond with queries where LSI-SVD outperformed QECOT-MSE (13 points). Whereas points above the line correspond with queries
where QECOT-MSE outperformed LSI-SVD (24 points). Finally, points in the diagonal line correspond with queries where both models had the same effectiveness (5 points).

Another remarkable result suggests that LDA is outperformed by LSI-SVD (see Table 3), although the first models has been proposed to improve LSI. Perhaps the low effectiveness of LDA is due to the low term frequencies in service descriptions. This answers the first question stated in Section 3.

LSI-NMF outperformed LSI-MSE, likewise the latter has a NDCG@10 greater than the one achieved with the classical LSI-SVD. This suggests that vectors in the latent semantic space might not be constrained to be orthogonal. Besides, with NMF is guaranteed that each vector in this space has only non-negative values in every direction. Nevertheless, the difference between NDCG@10 values is not statistically significant as it is shown in Table 3. This fact answers the second question stated in Section 3.
Furthermore, the evaluation reveals that LSI-NMF had a similar performance than WN-QE (see Table 3). Nevertheless, QECOT-MSE had the best effectiveness, this suggests that query expansion might outperform LSI-models. This fact answers the third question stated in Section 3. Between the studied models based on query expansion, namely, QECOT-MSE and WN-QE, the first one has a better effectiveness. This might be due to QECOT-MSE automatically generates a thesaurus which is adapted to the knowledge of a specific domain. In this thesaurus the relationship among terms is determined by semantic latent factors, whereas WordNet is a general purpose thesaurus, which is not enable to be adapted to specific domains. For example, let us consider a query for orange services. With WordNet, this query may expand to orange services river tree orangeness. Nonetheless, if the original query refers to services provided by the French multinational telecommunications company, the query expanded with WordNet will decrease the effectiveness of the retrieval process. On the other hand, the QECOT-MSE model is enable to learn from the collection of service descriptions, the latent factors which explain the correlation among terms like orange and telecommunication, therefore this model might expand a query with terms that explain better a specific need.

Table 3. Student’s paired t-tests on NDCG@10 to compare LSI-NMF with other LSI-based models, WN-QE, and LDA

<table>
<thead>
<tr>
<th>Model</th>
<th>NDCG@10</th>
<th>p-value</th>
<th>is statistically significant?</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSI-NMF</td>
<td>0.7649</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSI-SVD</td>
<td>0.7586</td>
<td>0.6855</td>
<td>No</td>
</tr>
<tr>
<td>LDA</td>
<td>0.6661</td>
<td>$8.37 \times 10^{-4}$</td>
<td>Yes</td>
</tr>
<tr>
<td>LSI-MSE</td>
<td>0.7621</td>
<td>0.8466</td>
<td>No</td>
</tr>
<tr>
<td>WN-QE</td>
<td>0.7645</td>
<td>0.9718</td>
<td>No</td>
</tr>
</tbody>
</table>

7. Conclusion

In this work we have studied four models which, to the best of our knowledge, have not been already applied on the retrieval of text-based services. Two of them are Latent Semantic Indexing models via Non-negative Matrix Factorisation (NMF) and Minimising the Squared Error (MSE). The other two are based on query expansion: the first one expands the query by injecting synonyms extracted from WordNet, and taking into account the parts of speech of the query; the second one expands the query with terms extracted from a co-occurrence thesaurus.

Besides, we have conducted empirical experiments to evaluate all these models, and answer the questions raised from the literature review (see Section 3): 1) Which model has the best effectiveness between LDA and LSI based on Singular Value Decomposition (SVD)? 2) Is it possible to increase the effectiveness of LSI with other
matrix factorisation models? 3) Which kind of model has the best effectiveness between LSI-based models or query expansion?

Concerning the first question, we conclude from the outcomes that LDA outperforms the classical LSI in the service retrieval domain.

In order to answer the second question, we have applied two LSI models based on two different matrix factorisation models, and we have compare them with the classical version of LSI based on SVD. From the results of the research, we conclude LSI via NMF outperforms the other LSI-based models studied in this work. Nevertheless, there not exist a statistically significative difference in the effectiveness between the underlying factorisation technique used in this study to implement LSI models.

Moreover, we have empirically compared these LSI-based models with the other two above mentioned models based on query expansion. We have done this comparison to answer the last question. From the outcomes we conclude that the expansion of queries via co-occurrence thesaurus outperforms all the models studied in this research.

Finally, for the purpose of exploring other paths which might lead toward the highest effectiveness in service retrieval, for further work we will study the effectiveness of models based on: 1) The expansion of queries and service descriptions through a co-occurrence thesaurus, which is generated from a collection of documents that belong to an external source of knowledge, such as Wikipedia. 2) Matrix factorisation via minimisation the squared error based on the kernel trick, applied in both kind of models based on LSI and query expansion through an automatically generated co-occurrence thesaurus. 3) the integration among term similarity and language models for expanding queries. 4) Pseudo-relevance feedback. 5) Collaborative searching regarding the queries frequently used by communities of users.

Acknowledgements: Authors would like to thank the anonymous reviewers for their helpful comments and suggestions.

References


Towards the Highest Effectiveness in \textit{SR}


