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Abstract—Today, the Internet traffic is mostly dominated by an elastic data transfer. However, with the progressive development of the real time applications, it is anticipated that the streaming traffic will contribute a significant amount of traffic in the near future. By combining priority queuing with Class Based Weighted Fair Queueing (CBWFQ), The Low Latency Queueing (LLQ) is a very important router discipline that aims to provide the needed quality of service (QoS) for each traffic category. Priority queuing is used to guarantee delay constraints for real-time traffic, whereas CBWFQ is used to ensure acceptable throughput for traffic classes that are less sensitive to delay. In this paper, we focus on developing a fluid model to capture the relation between elastic traffic and the real time traffic in a LLQ system under a quasi-stationary assumption. Our analysis of the CBWFQ system is based on some numerical observations and relies on the conservation of the average total number of elastic flows carried by the elastic system. Detailed packet level simulations of TCP flows show the accuracy of our analysis. The results presented in this paper allows a rapid performance evaluation of TCP traffic circulating in the actual IP networks.
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I. INTRODUCTION

In the beginning, the Internet was designed for data processing applications where delays were not very important [1]. In the majority of cases, a best effort delivery service was enough, and when data was lost or corrupted, the Transmission Control Protocol (TCP) took care of the retransmission and recovery. Today these expectations have changed due to the growth of streaming and real time applications supported by this packet-based environment. Therefore, we shall distinguish two broad categories of Internet traffic: real time traffic and elastic traffic [2]. Real time traffic is generated by applications such as interactive voice, videoconference applications, online gaming and Voice over Internet Protocol applications (VoIP applications). These applications are quite sensitive for the delays and have strict bandwidth requirements for reliable operation. Elastic traffic, on the other hand, are generally transported by TCP, which results an elastic generated traffic. In fact, The TCP protocol relies on some specific mechanisms (slow start, congestion avoidance, . . . ) to control the congestion in the network and adapts the transmission rate to the available network resources [3]. This traffic is not only generated by web browsing and file transfer, but also by some streaming applications, which rely on TCP for transmission such YouTube for example [4,5]. There are several available mechanisms that attempt to provide the quality of service (QoS) needed for these two types of traffic. Packet traffic on the Internet could simply be handled on a First In, First Out (FIFO) policy. With a high enough bandwidth and under normal traffic conditions, this could be sufficient [6]. However, during emergency situations when the traffic demand is excessive, operators have to use some congestion management techniques to provide the differentiation between traffic categories [7]. In priority queueing (PQ), higher priority real-time traffic is transmitted before lower priority traffic, with separate buffers for each class of traffic. Weighted Fair Queueing (WFQ) allocates an equal share of the bandwidth to each flow according to a specific weight for each flow [8]. Class-Based Weighted Fair Queueing (CBWFQ) extends weighted fair queueing to multiple user-defined traffic classes, rather than individual flows of traffic [9, 10]. Under CBWFQ, there are a buffer for each class of traffic, but, when one class of traffic is not utilizing its total bandwidth, the other classes are allowed to share this remaining bandwidth [6, 11]. The composition between these two policies of traffic management techniques (fixed priority policy and bandwidth sharing-based policy) is considered by many telecommunications equipment constructors like Cisco and Huawei [1]. The low-latency queuing (LLQ), which is being used frequently on the Internet, is a feature developed by Cisco to bring strict priority queuing to class-based weighted fair queuing [12]. Priority queuing is used to satisfy the strict delay constraints for real-time traffic, whereas CBWFQ is used to ensure acceptable throughput for elastic traffic classes. The most important side of this is how the existing resources are shared during congestion times. For operators, the solution is to use traffic engineering techniques to anticipate the degradation of quality of service resulting from the phenomena of congestion. However, the use of these techniques assumes to have models, theoretical methods and appropriate software tools to predict and control the quality of service of different traffic flows [2].

In the literature, we can distinguish two types of models: the packet level models and flow level models [13]. The packet level defines the way in which packets are generated and transported during the communication [14]. The packet level models incorporate many details about the system (Round Trip Times, buffer size, etc.), but they generally consider a fixed number of persistent flows [15]. Flow-level models, in
contrast, are idealized models that include random flow-level dynamics (arrivals and departures of flows) and use highly simplified models of the bandwidth sharing [15]. The complex underlying packet-level mechanisms (congestion control algorithms, packet scheduling, buffer management), at short-time scales, are simply then represented by a long-term bandwidth sharing policy between ongoing flows [16, 17]. In general, a flow is defined as a series of packets between a source and a destination having the same transport protocol number and port number [18]. We refer to class of flows as all flows of the same service between a source and a destination, having the same resources requirements.

This paper presents an analytical fluid approximation to estimate the performance characteristics of elastic traffics in the presence of real time traffic. In the next section, we present some related works and specify our original contribution. The third section is devoted to describe our model. In the fourth section, we present our approximations and discuss our analysis. Some results are presented and validated with NS 2 simulations in the last section.

II. Related Works

The coexistence between TCP and real time traffic is a vexed problem [19]. Some authors have proposed that real time traffic should be TCP-friendly, so that it can fairly share network resources with elastic traffic [19, 20]. In practice, real time applications often need some form of priority to function adequately, which make this approach not applicable in a real context. In [21-24], the authors was interesting in studying the performance of elastic flows in a network where real time traffic is prior and non-adaptive. In addition, they justified the need for an appropriate admission control mechanism for streaming flows to not jeopardize the performance of ongoing flows. All these papers treated a limited system with two priority queues admitting that there is no differentiation in flows. The CBWFQ system is treated in these works under a decoupling approach, where the CBWFQ system was mainly treated under a quasi-stationary assumption [21, 22, 24]. Under this assumption, we proposed in [1-3] an analytical model to evaluate the performance of elastic traffic under a LLQ system. The CBWFQ system is treated in these works under a decoupling approach, where the CBWFQ system was approximated by independent working servers with variable service rates.

In this paper, we aim to differently treat the CBWFQ queues under this LLQ system. The originality of this paper is to deal with the CBWFQ system as a one entity by exploiting some numerical results. The performance of TCP traffic are always studied under a quasi-stationary assumption.

III. Model

We consider a single link with capacity $C(Mbit/Second)$ shared by a random number of elastic and streaming flow classes. Let $E$ be the set of these elastic flow classes, and $S$ be the set of streaming flow classes. Streaming flows are mainly defined by their rate and their mean holding-time. For each streaming class-$j$ flows ($j \in S$), we define:

- $\tau_j(Second)$ : The mean holding-time of flows.
- $d_j^{(s)}(Mbit/Second)$ : The rate of each flow.

For each elastic class-$i$ flows ($i \in E$), we define:

- $\sigma_i(Mbit/Flow)$ : The mean volume transferred by flows.
- $d_i^{(e)}(Mbit/Second)$ : The maximum bit rate of each flow.

Flows arrive as an independent Poisson process with rate $\lambda_j^{(s)}(Flows/Second)$ for streaming class-$j$ flows and $\lambda_i^{(e)}(Flows/Second)$ for elastic class-$i$ flows. We refer to the product $\rho_i^{(e)} = \lambda_i^{(e)} \sigma_i(Mbit/Second)$ as the load of elastic class $i$. In the same way, we denote by $\rho_j^{(s)}$ the load of a streaming class $j \in S$, where $\rho_j^{(s)} = \lambda_j^{(s)} \tau_j(Flow)$.

Let $x_j^{(s)}, j \in S$, (respectively $x_i^{(e)}, i \in E$) be the number of class-$j$ flows in progress (respectively the number of class-$i$ flows in progress). Let us denote by the vector $x^{(s)} = (x_j^{(s)}, j \in S)$ (respectively $x^{(e)} = (x_i^{(e)}, i \in E)$) the state of streaming classes (respectively the state of elastic classes). Let $\theta^{(e)} = \sum_{i \in E} \rho_i^{(e)}$ (respectively $\theta^{(s)} = \sum_{j \in S} d_j^{(s)} \rho_j^{(s)}$) be the elastic load (respectively the streaming load) offered to the capacity $C$.

To maintain the stability of the system, we assume that the total load is strictly inferior to the link capacity:

$$\theta = \theta^{(e)} + \theta^{(s)} < C$$  \hfill (1)

In a similar way to the configuration of Internet routers, at the entrance of the link, there is a LLQ queue combining a priority queue with a number of $M$ CBWFQ queues. Let $v_m$, $1 \leq m \leq M$, be the weight of the CBWFQ queue number $m$. We assume that $\sum_{m=1}^{M} v_m = 1$.

The priority queue is devoted to streaming flows, which have strict bandwidth and delay requirements that can be met only if the link capacity is completely allocated to them. Streaming flows whose requirements cannot be guaranteed will be blocked rather than allow them into the system and jeopardize the performance of real time traffic. This admission control coupled to the strict priority is generally considered sufficient to meet the quality of service requirements of the audio and video applications [1, 22]. Elastic traffic is distributed throughout the CBWFQ queues. In this paper, we will suppose that all elastic classes have the same maximum bit rate: $d_i^{(e)} = d$ for all $i \in E$.

The performances of elastic traffic are essentially evaluated through the mean time necessary to transfer a document [17, 26, 27]. In the following, we evaluate performance in terms of average throughput per flow, defined as the ratio of the mean flow size to the mean flow duration in steady state. Assuming network stability and applying Little’s formula, the mean throughput of a flow for any class $i \in E$ is related to
the expected mean number of class- \( i \) flows in steady state, \( \langle E[x_i(e)] \rangle \), through the relationship [1]:

\[
\gamma_i = \frac{\rho_i(e)}{E[x_i(e)]}
\]

(2)

IV. ANALYSIS

A. Quasi-stationary approach

The quasi-stationary assumption supposes that the ratio \( \lambda_j^{(s)}/\lambda_j^{(c)}(\forall i \in E, \forall j \in S) \) is small enough so that, in every state of \( x^{(s)} \), the number of elastic flows evolves rapidly and attains a stationary regime.

Let \( n \) the quantity of the capacity \( C \) used by streaming flows in a state \( x^{(s)} \):

\[
n = \sum_{j \in S} x_j^{(s)} d_j^{(s)}
\]

(3)

The steady distribution of \( x^{(s)} \) is given by:

\[
\pi(x^{(s)}) = \frac{1}{G} \prod_{j \in S} \frac{\theta_j(e) x_j^{(s)}}{x_j^{(s)}!}
\]

(4)

With \( G \) is the normalization constant.

For each state \( n \), we define the two following notations:

The remaining capacity for elastic traffic:

\[
C^{(e)}(n) = C - n
\]

(5)

The steady probability of having \( n \) quantity of capacity link \( C \) used by streaming flows:

\[
A(n) = \sum_{x^{(s)}: \sum_{j \in S} x_j^{(s)} d_j^{(s)} = n} \pi(x^{(s)})
\]

(6)

The average throughput for each queue \( m \) is then given by:

\[
\gamma_m = \sum_n n \gamma_m(n) A(n)
\]

(7)

Where:

\[
\gamma_m(n) = \frac{\theta_m(e)}{E_{WFQ}^{WFQ}(n)}
\]

(8)

Where \( \theta_m(e) = \sum_{i \in E_m} \rho_i(e) \) is the elastic load offered to the queue \( m \), \( E_{WFQ}^{WFQ}(n) \) is the mean number of flows traversing the queue \( m \) in a state \( n \) and assuming that \( \theta(e) < C^{(e)}(n) \ \forall n \).

B. Studying the CBWFQ system

The capacity \( C^{(e)}(n) \) can be viewed as a concatenation between \( M \) virtual links. We note by \( E_m \) then the set of elastic flow classes traversing the virtual link number \( m \).

The capacity \( C^{(s)}_m(n) = v_m C^{(e)}(n) \) is principally dedicated to the flow classes of \( E_m \), but if a part of this capacity remains no used, it will be shared between the other virtual links that need more resources to transmit its traffic in a better condition. Therefore, \( C^{(s)}(n) \) can be viewed as the minimum capacity available to the virtual link \( m \). In [11], we were studying this coupling approach by exploiting some numerical results to evaluate the performance of TCP traffic, having the same bit rate, under two CBWFQ queues. We showed that the average number of flows traversing a queue \( m \) (or the virtual link number \( m \)) could be approximated by:

\[
E_m^{WFQ} = \frac{a}{v_m^\alpha + b} + c
\]

(9)

Where:

\( \alpha \) is numerically adjusted to 3 and:

\[
a = \left( \frac{\theta_m(e)^*}{\theta(e)^*} \right)^{E^{BE} - c} \left( \frac{1}{M} \right)^\alpha + b
\]

(10)

\[
b = \theta_m(e)^* \frac{B_m}{C^{(e)}(n) - \theta(e)^*} - \frac{B}{C^{(e)}(n) - \theta(e)^*}
\]

(11)

\[
c = \theta_m(e)^* \frac{B_m}{C^{(e)}(n) - \theta(e)^*} - \frac{B}{C^{(e)}(n) - \theta(e)^*}
\]

(12)

With:

\( E^{BE} \): The average total number of flows traversing the system.

\( M \): The number of CBWFQ queues (In this case \( M = 2 \)).

\( B_m \): The congestion probability when \( v_m \) tends to 1.

\( B \): The congestion probability in Best Effort system.

\( m^* = (m \ mod \ 2) + 1 \)

In this section, we aim to provide a generalization of this approximation in order to calculate the performance of TCP traffic with more than two CBWFQ queues.

1) Evaluating the average total number of flows:

As we showed in [11], all our numerical results prove that, when the system is stable, the average total number of flows traversing the system approximately remains the same with or without the use of the CBWFQ mechanism.

Let \( N(n) = \left\lceil \frac{C^{(e)}(n)}{d} \right\rceil \) be the maximum number of flows that can be have their maximum bit rate \( d \) in a state \( n \). Above this limit, congestion occurs and flows equally share the capacity \( C^{(e)}(n) \).

In each state \( n \), the average total number of flows is given then by:

\[
E^{BE} = \frac{\theta(e)^*}{d} + B \frac{\theta(e)^*}{C^{(e)}(n) - \theta(e)^*}
\]

(13)

Where:

\[
B = \left( \frac{\theta(e)^*}{d} \right) N(n) + \frac{C^{(e)}(n)}{C^{(e)}(n) - \theta(e)^*} \pi(0)
\]

(14)
And:
\[
\pi(0) = \left( \sum_{x=0}^{N(n)-1} \frac{(\theta(e))_x}{x!} \right)^{\frac{N(n)}{\theta}} \left( \sum_{x=0}^{N(n)} \frac{(\theta(e))_x^{N(n)}}{x!} \cdot \frac{C(e)(n)}{\theta(e)-\theta(e)} \right)^{(-1)}
\]

(15)

Under Best Effort system, the average number of flows for each elastic class of flows \( i \in E \) is given by:
\[
E_i^{BE} = \frac{\theta_i(e)}{\theta(e)} E^{BE}
\]

(16)

2) Evaluating the average total number of flows for each queue:

When the weight of a CBWFQ queue number \( m \), \( m = 1..M \), tends toward 1, it can be considered as a priority queue [28]. So that, the load \( \theta_m(e) \) will be supposed to exploit all the residual capacity for the elastic traffic in a state \( n \). Let \( E_{m/v_m-1}^{WFQ} \), the average total number of flows traversing this queue in this case.

When \( v_m = 1/M, m = 1..M \), the system equally shares its resources. The system can be seen as a Best-Effort system. So that, we have:
\[
E_{(m/v_m-1)/M}^{WFQ} = E_{m}^{BE} - K
\]

(17)

With \( E_{m}^{BE} \) is the average total number of flows for all flow classes traversing the queue number \( m \) in a Best Effort system.

Another numerical key result is that when the weight of a queue \( m \) tends to zero, the average number of flows passing through this queue is obtained by:
\[
E_{(m/v_m-0)}^{WFQ} = E_{m}^{BE} - K
\]

(18)

Where \( K \) is the average total number of flows traversing the system regardless the traffic of the queue number \( m \).

Exploiting (16), (17) and (18), the average total number of flows traversing a queue \( m, m = 1..M \), can be approximated by (9) where:
\[
a = \left( E_{m}^{BE} - c \right) \left( \left( \frac{1}{M} \right)^{\alpha} + b \right)
\]

(19)

\[
b = \frac{E_{m}^{BE} - E_{(m/v_m-1)}^{WFQ}}{(M^\alpha - 1) (E_{m}^{BE} - K - E_{m}^{BE}) - (E_{m}^{BE} - E_{(m/v_m-1)}^{WFQ})}
\]

(20)

\[
c = E_{m}^{BE} - \frac{1 + b}{1 - \left( \frac{1}{M} \right)^{\alpha}} \left( E_{m}^{BE} - E_{(m/v_m-1)}^{WFQ} \right)
\]

(21)

\( E_{m}^{WFQ} \) is given by (13), \( E_{m}^{BE} \) is given by (16) by replacing \( \rho_i^{(e)} \) with \( \theta_m^{(e)} \), \( K \) is given by (13) by replacing \( \theta(e) \) with \( \theta(e) - \theta_{m}^{(e)} \) and \( E_{(m/v_m-1)}^{WFQ} \) is given by (13) by replacing \( \theta(e) \) with \( \theta_m^{(e)} \). It is easy to verify that for \( M = 2 \), we obtain the same expressions of \( a, b \) and \( c \) proposed in [11].

The average number of flows for each class traversing a queue \( m, m = 1..M \), is obtained exploiting the relation (16) as follows:
\[
E[x_i^{(e)} | i \in E_m] = \frac{\theta_i^{(e)} E_m^{WFQ}}{\theta_m^{(e)}}
\]

(22)

3) Testing the accuracy of our analysis:

To examine the accuracy of the proposed analysis for the CBWFQ system, we consider a scenario of capacity \( C = 20(Mbit/Second) \) shared by three TCP flow classes having the same maximum bit rate \( d = 4(Mbit/Second) \). Let \( M = 3 \) and we assume then that each queue, is traversed by a class flows.

The evolution of the system state defines a multidimensional Markov process with transition rates \( \lambda_i^{(e)} \) from state \( x^{(e)} \) to state \( x^{(e)} + e_i \) and \( d_i^{(e)}(x^{(e)})/\sigma_i \) from state \( x^{(e)} \) to state \( x^{(e)} - e_i \) (provided \( x^{(e)} > 0 \), where \( d_i^{(e)}(x^{(e)}) \) is the bit rate of class-\( i \) flows in a state \( x^{(e)} \): \( d_i^{(e)}(x^{(e)}) \leq d_i^{(e)} \)).

Figure (1) compares our approximation (9) with the exact result given by the numerical resolution of the Markov chain in term of \( E_{m}^{WFQ} \) in function of the weight assigned to it for different values of \( \theta \), for two different values of \( \theta_i^{(e)}/\theta \).

For the numerical resolution, we assume that \( \nu_1 = 3 \nu_2 = 3/4(1-\nu_1) \). For the second case when \( \theta_i^{(e)}/\theta = 0.6 \), we assume that the other elastic classes have the same contribution in the total elastic traffic.

In general, our approximation gives very good results. However, it seems to be more accurate when the distribution of the load is almost the same. It should be noted also that the results given by our approximation are more accurate when the system is far for the instability regime. When the load is close to the link capacity, the assumption of the conversation of the average total number of flows is not very accurate, and then the error rate increases a little bit.

V. SIMULATIONS AND VALIDITY OF ANALYTICAL RESULTS

In this section, we aim to compare our analytical analysis with the real behavior of TCP traffic. We simulate then with NS 2 the case of a link of capacity \( C = 100(Mbit/Second) \) shared by two streaming flow classes (transporting by User Datagram Protocol (UDP)) and three TCP flow classes. We assume then that at the entry of the link there is a LLQ queue that combines a priority queue with three CBWFQ queues and each CBWFQ queue is traversed by a single TCP class flows. Let \( \nu_1 = 0.85, \nu_2 = 0.15 \) and \( \nu_3 = 0.05 \).

Let \( d_1^{(s)} = 10(Mbit/Second), d_2^{(s)} = 20(Mbit/Second) \) and \( d_3^{(s)} = 5(Mbit/Second) \). We assume that elastic traffic constitutes 50% of the system capacity and the streaming traffic varies from 10% to 30% of the capacity. The two streaming classes have the same load. In the same manner, we assume
that all elastic flow classes have the same contribution in the total elastic load. For our simulation, we took $\lambda_j^{(e)}/\lambda_i^{(e)} = 0.1 \ (\forall i \in E, \forall j \in S)$ to guarantee the quasi-stationary assumption.

Each simulation point is the average of 10 simulation runs. In each simulation run, we simulate an hour and a half of dynamic arrival and departure of flows, to ensure that our system reaches the stability phase. Figure 2 evaluates the error rate between the approximate and simulation results in function of the contribution of streaming traffic in the total traffic circulating in the network. The error rate is defined as:

$$\text{Error Rate} = \frac{|\text{Exact Result} - \text{Approximate Result}|}{\text{Exact Result}}$$

(23)

The error rate doesn't exceed 6% in all cases, which confirms our analysis. However, our approximation seems to be more accurate when the weight of the queue tends to one (first queue) or when it tends to zero (third queue). In fact, for these two limit cases, we have more accurate analytical results (see section IV.B.2)

It is important to note that the presented model is an ideal model. In practice, link bandwidth is not shared as precisely as assumed in the fluid models. The congestion control under TCP protocol actually relies on some complex algorithms (Slow Start, Congestion Avoidance...) that restrict the throughput of flows. However, we maintain that fluid models provide very valuable insight into the impact on performance of traffic characteristics [29]. The insensitivity of performance metrics, to the detailed statistical properties of traffic, provided under these models is of great importance for network engineering. This property is likely to be adopted even with these disparities due to packet level behavior [29].

VI. CONCLUSION

The performance of elastic traffic (TCP traffic) is principally studied in flow level. In this paper, we have proposed a fluid model to evaluate the average end-to-end throughput of elastic traffic under multi-queuing system using a quasi-stationary approximation. Assuming priority service for real time traffic, the remaining capacity is shared between the elastic traffic according to a specific weight.

The main contribution of this paper is the new methodology presented to treat the LLQ system, and more precisely the new approach given to study the CBWFQ system dedicated for the elastic traffic. In this context, this elastic system is mainly studied basing on some numerical observations for the evolution of the average number of flows for each queue in function of the weight assigned to it. The important numerical result is that the average total number of flows traversing the system remains the same with or without the use of the CBWFQ policy. Therefore, the results proven for a Best Effort system are very helpful to study the CBWFQ case. Detailed packet level simulations of TCP and UDP flows show that the proposed analysis work satisfactorily.

The approximation given for the CBWFQ system express the average total number of flows for a queue independently to the weights assigned to the other queues. Although that this approximation gives a good results, further work is needed to improve the accuracy of the proposed model.

Another key result is that the expressions of the performance metrics are insensitive to detailed traffic characteristics. This is particularly important for data network engineering since performance can be only predicted from a global estimate of the traffic circulating in the network. These results directly lead to simple rules of traffic engineering and robust methods of performance evaluation needed to control the current multimedia networks.
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