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Abstract. Insects are living beings whose utility is critical in life sci-
ences. They enable biologists obtaining knowledge on natural landscapes
(for example on their health). Nevertheless, insect identification is time-
consuming and requires experienced workforce. To ease this task, we
propose to turn it into an image-based pattern recognition problem by
recognizing the insect from a photo. In this paper state-of-art deep con-
volutional architectures are used to tackle this problem. However, a lim-
itation to the use of deep CNNs is the lack of data and the discrepancies
in classes cardinality. To deal with such limitations, transfer learning is
used to apply knowledge learnt from ImageNet-1000 recognition task to
insect image recognition task. A question arises from transfer-learning : is
it relevant to retrain the entire network or is it better not to modify some
layers weights? The hypothesis behind this question is that there must be
part of the network which contains generic (problem-independent) knowl-
edge and the other one contains problem-specific knowledge. Tests have
been conducted on two different insect image datasets. VGG-16 models
were adapted to be more easily learnt. VGG-16 models were trained a)
from scratch b) from ImageNet-1000. An advanced study was led on one
of the datasets in which the influences on performance of two parame-
ters were investigated: 1) The amount of learning data 2) The number of
layers to be finetuned. It was determined VGG-16 last block is enough
to be relearnt. We have made the code of our experiment as well as the
script for generating an annotated insect dataset from ImageNet publicly
available.

1 Introduction

Insects are a class of invertebrates within the arthropods that have an exoskele-
ton, a three-part body (head, thorax and abdomen), three pairs of jointed legs,
compound eyes and one pair of antennae. With 1,5 millions of species, they are
more representative for wholesale organism biodiversity than any other group.
Arthropods have been recognized as efficient indicators of ecosystem function
and recommended for use in conservation planning [16]. Building accurate knowl-
edge of the identity, the geographic distribution and the evolution of insect
species is essential for a sustainable development of humanity as well as for
biodiversity conservation. Finding automatic methods for such identification is



an important topic with many expectations. One of the most common data
that can be used in this context are images. Images of arthropods can be ac-
quired and further processed by an image classification system. The literature
about insect image captures can be split into two broad categories: lab-based
setting and field-based setting. In a lab-based setting there is a fixed protocol
for image acquisition. This protocol governs the insect trapping, its placement
and the material used for the acquisition (capture sensor, lighting system, etc.).
Lab-based setting is mainly used by entomologists bringing the insects to the
lab to inspect them and to identify them. Field-based settings means insect im-
ages taken directly in cultivated fields, without any particular constraints to the
image capture system. An intermediate image type is multi-individuals which
show many individuals at the same time, in a lab-based environment. Deep neu-
ral networks (DNN) have been extensively used in pattern recognition and have
outperformed the conventional methods for specific tasks such as segmentation,
classification and detection. However, to our knowledge, DNN have never been
applied to insect image recognition [14].

Considering the hierarchical feature learning fashion in DNN, first layers are
expected [20] to learn features for general simple visual building blocks, such as
edges, corners and simple blob-like structures, while the last layers learn more
complicated abstract task-dependent features. In general, the ability to learn
domain-dependent high-level representations is an advantage enabling DNNs
to achieve great recognition capabilities. However, DNN require large labeled
dataset to efficiently learn their huge number of parameters, and insect image
databases only contains a few hundred of labeled samples. To overcome this
lack of data, transfer learning has been proposed which aims at transferring the
knowledge from a more or less related task that has already been learned on
a large dataset. Although transfer learning has been shown to be very efficient
on many applications, its limits and its practical implementation issues has not
been much studied. For example, it would be practically important to determine
how much data on the target domain is required for domain adaptation with
sufficient accuracy for a given task, or how many layers from a model fitted on
the source domain can be effectively transferred to the target domain. Or more
interestingly, given a number of available samples on the target domain, what
layer types and how many of those can we afford to learn. Moreover, there is a
common scenario in which a large set of annotated data is available (ImageNet-
arthropod subset), often collected in a time-consuming and costly process. To
what extent these data can contribute to a better analysis of new datasets is
another question worth investigating.

In this study, we aim towards answering the questions discussed above. To
tackle the insect image recognition problem, we use transfer learning methodol-
ogy for domain adaptation of models trained on scene images. The contribution
of this paper is an effective learning methodology for the insect recognition prob-
lem. The role of pretraining in the DNN accuracy is detailed and the question is
rised about how many insect samples are required to achieve a sufficient accuracy
from the biologist viewpoint.



2 Problem definition : Image-based arthropod
classification

This section introduces the problem tackled in this article: Image-based arthro-
pod classification.

Image-based arthropod classification could be seen as an application of image
classification. Based on some photograph depicting the specimen, its biological
identity is to be determined. The peculiarities of the problem are three-fold :
rarity of images, image variations and large discrepancies among class cardinal-
ities.

Rarity of images. Only experts such as taxonomists and trained tech-
nicians can identify accurately insect classes, because it requires special skills
acquired through extensive experience. In lab-based setting, most of the acqui-
sition systems are manually manipulated which increase the workforce amount
(see examples on Figure and Figure . Image variations. Aside from
classical object image variations (such as rotation, scale, parallax, background
or lighting), insect images have more particular properties such as pose (because
specimen appearance varies with the orientation they are been shown) and de-
formation (because the specimens are most of the time composed of articulated
parts). These aforementioned variations can be referred to as capture-specific
variations in the sense they only depend on capture factors. About the ob-
jects themselves (object-specific variations), age, sex and genetic mutations are
the main factors of visual variations. The most instructive example is that of
lepidoptera (commonly referred to as butterflies) which can have extremely dif-
ferent visual aspects along time, being successively caterpillars, chrysalises and
butterflies. Large discrepancies among class cardinalities. Insect capture
campaigns are season-dependent impacting the number and the type of the cap-
tured insects. This fact can be translated in the pattern recognition domain as
an imbalanced classification problem.

3 State of the art

Image-based insect recognition is not a newly
addressed problem. A detailed study was lead

[14]. This study focused successively on cap-

ture protocols, feature extraction methods

and finally classification. The last two points \

are of first interest here while the first point (a) (b)

is to be considered as an input constraint
and depends fully on the biologists workflow.
Moreover, the datasets and the classes that
constitute them are very different and moti-
vated by different biological scopes and prob-
lems.

Fig. 1: Lab-based samples.



Regarding feature extraction, the first pieces of work tackle the problem in
very ad-hoc ways. [§] extract dimensions on the insects wings using venations as
keypoints. Others [I7] use geometrical attributes from the region of interest as
features. Then, studies began to emerge using standard local and global features
such as SIFT [I8]. On top of these standard handcrafted features are learnt
higher level features using MLPs [I], Bag of Words [12] or Sparse Coding [19].
The next step is to introduce hierarchically learnt descriptors, with many levels
of abstraction. [I8] uses a stack of Denoising Autoencoders to this extent. The
observation that can be done is the features are no more particular to the problem
itself and is about learning hierarchical representations to get satisfying feature
spaces that suit the biologists goals through learning on their images. In such a
frame, [I] applies MLPs on raw pixel even though the problem is a very simple
one (two classes : harmful/harmless insects).

Deep neural networks are machine learning models that are now the state-of-
the-art models for almost every pattern recognition tasks. Their main strength
is their ability to learn suitable features for a given task, thus avoiding the need
for handcrafted features design. Convolutional Neural Networks (CNN) are an
instantiation of DNN dedicated to image processing. Through a mechanism of
shared weights, their input layers are convolutional filters that automatically
learn features from multidimensional signals [I0]. CNN now outperform most
of traditional approaches (e.g. based on handcrafted features) in various image
analysis and recognition domains, such as natural scene recognition [10], Medical
imaging [3], Image segmentation [II] or handwriting recognition [I5]. However,
although very efficient, deep CNN models require a huge amount of labeled data
to avoid overfitting, which can be compared to ”learning by heart” the training
database. In order to circumvent these issues, the architectures are generally
trained using many tricks such as regularization, dropout or data augmentation
for improving their generalization ability. But all these hints do not replace a
reasonable amount of labeled data for training the architectures.

Recently, the transfer learning idea has been proposed to train huge models
with small labeled datasets. It is based on the exploitation of pre-trained models
on a huge datasets from another domain. The model is then fine tuned on a
specific, smaller database of the domain considered. Models are often trained
on imagenet, a natural scene database of more than 14M images[I0]. Even if
the specific domain strongly differs from the imagenet database, the transfer
learning have shown very impressive results on many tasks such as handwriting
recognition [7], signature identification [9], and medical imaging [2].

4 Proposed approach

This article presents a method to easily train a deep convolutional neural network
architecture using transfer learning, with application to the insect image recog-
nition problem. The deep architecture has been adapted to be easily trained on
low volume datasets and the feeding, learning and hyper-parameter optimization
procedures are detailed in the next subsections.



4.1 Transfer learning adapted VGG-16 architecture

The fine-tuning CNN experiments involve VGG-16 instances pretrained on Im-
ageNet 1000 [5]. Although more recent models exist (for example GoogLeNet
or ResNet), preliminary experiments shown these architectures yielded similar
results on the problem tackled here. Moreover, VGG-16 was chosen for its sim-
plicity and relatively small number of layers.

VGG-16 has undergone a crucial modification in its convolutional end. The
original model end (see Figure [3| on the left) consists of a three-layered MLP
(FC1-3) which takes as inputs every coeflicients from the last 2D activation map
(block5-pool): The 7 x 7 x 512 volume is flattened to obtain 25088 input values
for the MLP. This has been replaced by a global average pooling filter which
keeps only the averages of each of the 512 7 x 7-slices of the 7 x 7 x 512 volume
[13]. This reduces the input size of the MLP from 25088 to 512. A visualization
of such a transformation is pictured in Figure 2l This modification acts as a
regularization that limits overfitting as it reduces the number of neurons in the
first part of the MLP, and takes more advantage to the structure of the last
convolutional feature maps [I3]. The remains of the MLP consist of a single
fully-connected layer with 256 neurons and the prediction layer.

The overall transfer learning architecture is described in Fig. [3]
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4.2 Data preprocessing

Preparing the data to feed the neural network is critical to the learning process.
It consists of two steps. The first one is about adapting the input image (size
n X m X 3, n an m being respectively the height and width of the input image)
to the receptive field of the neural network (size 224 x 224 x 3, the size of
the ImageNet input on the three color channels). The most straight-forward
approach to this size adaption is to resize the image. The pros of this method
lies in the fact that all the information of the image is fed to the network. The
main cons is that the ratio of the image is not preserved. In the case of one dataset
in use in this article, the images ratios are significantly various and thus resizing
the images would end up in bad performance. The method used here consists in
cropping the images in their center so that the image is of size k x k x 3 with
k = min(m,n). Cropping instead of resizing keeps the image ratio as is. Finally,
a resize operation can be performed from size k X k x 3 to size 224 x 224 x 3.
Once the size normalization is done, the images must be standardized across their
dataset featurewise by subtracting the mean image and dividing by the standard
deviation image. This is done separately for each color channel. Using the image
unstandardized results in inability to train the system (the loss stagnating at
its initial level). This behavior can be explained in the following manner: if the
image is not standardized, the differences in scales causes the gradient descend
to be applied at these different scales thus differently depending on the location
or pixel value. Finally, data augmentation was used. The training images, each
time they were fed to the network, were modified using a set of randomly chosen
transformations (sheer, flip and zoom). It virtually augments the size of the set
as many times as the number of epochs.

4.3 Learning rule

The data that is being dealt with is not only in small amount but also unequally
distributed among classes. Neural networks are known to be very sensitive to
cardinality discrepancies. There are two main solutions to address this problem.
The first one consists of sampling on low-cardinality classes and the latter is
to apply the gradient descent more or less depending on the cardinality of the
examples classes. This latter method is the one being used here for the sake of
simplicity. For each class ¢ € Y, the following weights have been applied: w, =

Wca‘;—igd(c/) where Card(c) is the number of observations that fall into class
c. w. are used during the backpropagation step as weights to the error gradient
descent term. The higher w,, the stronger the error gradient is descended. The
gradient descent method is vanilla Stochastic Gradient Descent with 0.9 Nesterov
momentum [4]. On the contrary, the learning rate is divided by two if the loss
hasn’t been reduced in the span of 10 epochs. This intensification process enables
the learning rate to be adapted depending on the scale of the gradient and
therefore to avoid oscillations onto the search space. This behaviour is likely to
lead to a local minimum. However in the case of multi-layer networks it is not



a major issue. [0] not only states this but also that global minima are prone to
lead to overfitting in practice.

4.4 Hyper-parameter optimization

The main limitation to the use of deep models is the hyper optimization process
it requires in order to get satisfying results. Additionally, using transfer learning
during the training phase adds a new hyper-parameter: the number of layers to
be trained on the target task. Deep CNN are composed of low level features that
are independent from the problem. These low level features are located in the
first layers. An efficient learning methodology should allow not spending time
optimizing these layers. In our proposal, we show that only the last convolutional
block (block5) and obviously the last dense layer which has ot been pretrained
(fcl) are of first interest to train at ease the model while achieving a good clas-
sification rate. Conceptually speaking, block5 represents the high level features
that are insect-dependent, while fcl is a decision phase to fit at best the classi-
fication task in term of number of classes and class distribution. Reducing the
search space as much as possible is therefore critical when learning with small
amount of data.

5 Experimental work

This section details the lead experiments. Data in use is presented and both
experiments and their respective results are described as well as their interpre-
tations.

5.1 Datasets

The target domain is that of insect images and the task is to recognize the class
they have been labeled in. Two sets have been used to that extent. The first set
(IRBI) is a lab-based insect images set. Insects are captured into soapy liquid
traps put at soil level. The captured specimens are then conserved in an alco-
hol solution before being identified. These same specimens are laid down on a
plain background and under a constant and controlled lighting. Multiple shots
are taken for a single individual : they are taken along 3 different orientation of
the individual and with 7 different smartphones which makes up 21 shots for a
single insect. The dataset split into train/valid/test sets has been performed at
the insect level, in order to prevent the presence of an insect in two (or more)
sets with different orientations, which would make the evaluation unfair. Besides,
due to the cardinalities discrepancies, a stratified split method must be used at
the class level. To have an analogous dataset with pictures taken in field-based
settings, a subset of ImageNet was extracted: each leaf-synsets under the synset
”arthropods” was used which make up 501 classes. In order to emulate the same
constraints as in a real entomology set, the average class cardinality was lowered
down to the average class cardinality of the IRBI set (see Tab. The statistical



validation method in use in this study is a 5-fold stratified cross-validation. To
be able to apply such a split while keeping individuals from every class in the
two sub-sets, classes with less than 5 individuals were removed.

Table 1: The image datasets

Dataset Nb of classes |Card(c)| o(Card(c)) min(Card(c)) max(Card(c))
IRBI 30 85 71 33 370
ImageNet- 443 96 78 6 392
arthropods

5.2 Experiments

The first part of the experimental study is about comparing together i) a tra-
ditional method based on handcrafted features, ii) CNN-based models trained
from scratch, and iii) these same models which exploit the transfer learning trick.
Table [2 shows results on both image datasets and for the following models : 1)
SIFTBoW : a SIFT codebook representation combined with a SVM classifier
with an RBF kernel. The SVM is optimized with a grid-search approach on the
validation dataset for optimizing the penalty parameter (C' € {10, ...,10°})
and the kernel parameter (y € {107°,...,10°}). 2) Several VGG-16 based
CNN classifiers, as described in the previous section : a) frse: learnt from
scratch with initial random weights (during 200 epochs); b) fitu: pre-trained net-
work on ImageNet-1000 (during 50 epochs), and fine tuned on IRBI/Arthropods;
c) fitu/w: same as fitu, with example weighting based on each class cardi-
nality (see section [£.3). d) fitu7/w: same as fitu/w but with only 7 layers
fine-tuned. All the code in use in this article can be retrieved here: https:
//github.com/prafiny/deep-insect-experiments/. A script to recreate the
ImageNet-arthropods set is provided. In Table [2| the colunmn ”mean time”
refers to the average time in seconds by epoch during the training. Additionally,
the training curves (representing the recognition rate on validation set at each
epoch) for VGG-16 both frsc and fitu/w are shown on Figure

Several observations can be made on these experiments results. First, the
traditional approach based on handcrafted features (SIFTBow) performs mod-
erately. Second, the VGG-16 architecture trained from scratch (VGG16-frsc)
on the target dataset slightly outperforms the traditional BoW approach. On
the other hand, the VGG-16 fine-tuned with transfer learning (VGG-16-fitu)
gives significantly higher results compared to those of the traditional approach
Additionally, weighting training examples based on class cardinalities (VGG16-
fitu/w) made the model better on average regarding the top-1 figures.

In a second time, an advanced study was conducted on the behavior and
efficiency of transfer learning and CNN. In this study two factors are investigated:
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Fig.4: Learning curves for VGG-16 (blue for train accuracy, orange for valid
accuracy).

the number of learning examples and the number of layer to be learnt. The
results for one fold are shown in Figure [5| The dataset used in this frame is
IRBI. While the effect of changing the number of training example is not so
surprising, it is interesting to note that learning only on the last 7 layers seems
enough to reach a 70 % accuracy score. This observation can be interpreted as
follows: the ImageNet-1000 features are generic enough (up to the 22 — 7 = 15th
layer) to learn on the lab-based insect identification problem. Learning only the
7 last layers is in fact learning the last VGG16 block (block5) and the two dense
layers. Also, it is equivalent to learn about half of the network weights. This
experiment corroborates the statement made in Section 1 that the first layers

Table 2: Recognition rates on 5-fold experiments and mean epoch times

Model IRBI ImageNet-arthropods

Top-1 Top-5 mean Top-1 Top-5 mean

time (s) time (s)

SIFTBoW 52.3 % + 3.7[82.7 % + 3.3|— 11.7 % 4+ 0.2[25.9 % + 0.4|—
VGG16-frsc 54.0 % + 5.0{84.9 % =+ 3.0|101 26.9 % £ 0.7/50.1 % + 0.7(1470
VGG16-fitu 72.0 % + 3.2192.1 % + 1.1|104.4 42.7 % £ 0.9169.4 % + 0.6/1473.6
VGG16-fitu/w [73.6 % + 1.8(92.4 % + 2.2(102.6 43.5 % £+ 1.1{71.3 % + 0.8|1473.2
VGG16-fitu7/w|72.4 % + 2.8(92.6 % + 2.1|52.4 43.3 % £+ 0.6|71.8 % + 0.4|721.6




can be considered as a generic feature extractor while the last convolutional
block and the dense layer represents the task-dependent features. Last line of
Table [2] shows results learning only 7 layers for both IRBI and ImageNet. Last
but not the least, the training phase is sped up by a factor two by learning only
the 7 last layers instead of the whole network.

Nb of layer finetuned
= - =
o i 5

=
©

N
N

1125 1302 1553 1772 1999 2235 2379
Nb of training examples

Fig. 5: Recognition rates on the testing set depending on the number of training
examples and the number of layer finetuned

5.3 Misclassification analysis

Finally, some observations were made at the query level to have an insight on
what are the possible causes of misclassification. The problem is that it is very
tedious to get an idea of how CNNs discriminate between classes. In [21] two
main methods classes are listed : 1) to display the convolution filters, 2) to
use the filter responses as a tool to generate images. The drawback of such
a method is that the produced images are often abstract and therefore hard to
interpret. A possible solution to the interpretation issue is to rely on the database
images rather than trying to make up images. In this extent, we adopted the
following method: for each misclassified image, we retrieve the output vector of
the CNN and try to find the images whose output vectors are nearest in the
sense of vector space distance. This enables to work in a Content-Based Image
Retrieval-like framework and listing the k-nearest neighbors images for a given
query. Examples of query results produced by using this method are shown on
Figure @ Figure shows a misclassification occurrence which is likely to be
caused by the small apparent size of the insect. Each of the nearest images
were from different classes yet quite resembling due to the low resolution of the
capture. Figure shows an example of a specimen mimicking another insect:
syrphid flies colors enable them to be confused with bees or wasps suggesting
they could sting a predator.



(a) Small specimen confused (b) Resembling classes
with other small specimens

Fig. 6: Misclassified samples. Left big image is the query image and right small
images are the 5-nearest neighbors.

6 Conclusion

This study uses fine-tuned deep convolutional neural networks on unbalanced
and low-volume image datasets. Transfer learning definitely helps to compensate
the low amount of data as performances clearly outperform traditional approach
when using the transfer learning trick. Also, we have found that training only
the last convolutional block of VGG16 is sufficient to find an almost optimal
solution. This can lead to the conclusion that ImageNet-1000 features are generic
enough up to a high level of abstraction. Finally, weighting the examples to
tackle the unbalanced learning problem did influence positively the results but
only marginally.
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