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Abstract
Nowadays, it is common practice to expose engine components to main annulus air temperatures exceeding the thermal material limit in order to increase the overall engine performance and to minimise the engine specific fuel consumption. To prevent overheating of the materials and thus the reduction of component life, an internal flow system is required to cool and protect the critical engine parts. Previous studies have shown that the insertion of a deflector plate in turbine cavities leads to a more effective use of reduced cooling air, since the coolant is fed more effectively into the disc boundary layer.

This paper describes a flexible design parameterisation of an engine representative turbine stator well geometry with stationary deflector plate and its implementation within an automated design optimisation process using automatic meshing and steady-state CFD. Special attention and effort is turned to the flexibility of the parameterisation method in order to reduce the number of design variables to a minimum on the one hand but increasing the design space flexibility & generality on the other. Finally the optimised design is evaluated using a coupled FEA/CFD method and compared against the baseline design.
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NOMENCLATURE

Abbreviations
AMEDEO Aerospace Multidisciplinary Enabling Design Optimisation
ARMOGA Adaptive Range Multi-Objective Genetic Algorithm
CAD Computer Aided Design
CFD Computational Fluid Dynamics
CGEI Constraint Generalised Expected Improvement
DOE Design of Experiments
FEA Finite Element Analysis
HPC High Performance Computing
LHS Latin Hypercube Sampling
MAGPI Main Annulus Gas Path Interaction
RANS Reynolds-Averaged Navier-Stokes
RSM Response Surface Model
SQP Sequential Quadratic Programming
TSW Turbine Stator Well

Symbols
\( d, l \) [-] Geometrical design variables
\( f \) [-] Objective function
\( g \) [-] Constraint
\( m_{cool} \) [kg s\(^{-1}\)] Cooling mass flow rate
\( n \) [-] Number of design variables
\( r \) [m] Radius
\( R e_\phi \) [-] Rotational Reynolds number
\( t \) [m] Thickness
\( T_{disc} \) [K] Adiabatic disc temperature
\( T_{ff} \) [K] Relative fluid temperature
\( T_m \) [K] Metal temperature

\( v_t \) [m s\(^{-1}\)] Tangential velocity
\( x \) [-] Design vector
\( y^+ \) [-] Non-dimensional near wall spacing
\( \beta \) [-] Swirl ratio
\( \omega \) [rad s\(^{-1}\)] Rotational speed

INTRODUCTION

Over the last decades the significance of internal cooling air systems have become increasingly important in the field of modern gas turbine engines. The main target for aero-engine manufacturers is an improvement of the overall engine efficiency, and thus a reduction in specific fuel consumption. This is mainly achieved by an increase of temperature of the exhaust gas coming from the combustion chamber, which enters the turbine main gas path. These gas temperatures exceed the thermal material limit of the engine components, both within (i.e. blades) and adjacent (i.e. cavities) to the main gas path. To prevent damage and to protect these components from overheating, secondary cooling air systems are designed. The required cooling air is bled from compressor stages and introduced to the blade cooling channels and the exposed turbine cavities, which are inevitably formed by stationary and rotating walls. In order to maximise the overall cycle performance the minimum cooling air mass flow rate should be used that still ensures the required component life. There are mainly two reasons in favour of a reduction of the cooling air: first, the higher the amount of cooling air, the worse the engine thermodynamic cycle performance. Second, the higher the amount of cooling air re-entering the main gas path at a later stage, the lower is the stage efficiency [1, 2].

As a follow up study of the work carried out during the MAGPI (Main Annulus Gas Path Interaction) project, sub-project 7 of the EU FP7 project AMEDEO (Aerospace Multi-
**THEORETICAL BACKGROUND**

**TSW Flow Theory**

This section gives an overview of the flow behaviour in a TSW with an integrated stationary deflector plate and its benefits compared to a standard baseline geometry without a deflector. A schematic illustration of the typical TSW flow phenomena with an inserted stationary deflector plate can be seen in Fig. 1. The orange and black contour lines represent rotating and stationary parts, respectively. Cooling air is introduced into the upstream cavity radially through a drive arm hole. Other than for the standard geometry, the cooling air does not penetrate the cavity forming a core flow, but instead impinges the deflector plate and is turned towards the rotor disc, by forming a complex 3D vortex flow structure. The cooling air which reaches the disc is then entrained radially outwards by the rotating part of the turbine. The rim seal flow characterises the mixing zone between the hot gas coming from...
the main annulus and the cooling air. The interaction of these two flows strongly affects the temperatures inside the cavity. Three different flow scenarios can be distinguished depending on the amount of cooling air and the size of the interstage seal clearance [13, 14]:

**Net gas ingestion:** If the amount of cooling air is small and/or the interstage seal clearance is large, the rim seal flow is dominated by hot gas entering the cavity.

**Net gas egress:** If the amount of cooling air is large and/or the interstage seal clearance is tight, the rim seal flow is dominated by cooling air leaving the cavity in the main annulus.

**Local ingestion/egress:** If the cavity flow is balanced locally hot gas enters the cavity but also cool air enters the main annulus. This phenomenon is driven by the rotor-stator interaction in the main gas path and the turbulent mixing in the rim region.

The portion of air/gas mixture staying in the cavity then finds its way to the interstage seal clearance since the deflector plate is mounted to the stator foot by a few pins, spacers or bolts in order to allow air to pass between these parts. This flow is driven by the presence of a pressure gradient from outer to inner radii between the stator wall and the deflector plate. Interstage seals are used to reduce the flow of air from upstream to downstream stator well cavities. This seal flow is, as mentioned above, largely influenced by the clearance size and also the pressure drop across the seal, which is a function of the upstream and downstream conditions including the pressure drop over the stage in the main annulus. The flow structure in the downstream cavity can then again be described as a traditional rotor-stator flow, consisting of a disc entrainment flow, a core flow and a rim seal exchange flow.

**Optimisation Theory**

Within this subsection, some theoretical background on a typical optimisation strategy is described as it is used for many complex engineering or aero-engine problems. Also, the response surface modelling technique, a method on how to choose the initial database, as well as the actual optimisation method used in this work are presented.

**Optimisation Strategy**

The optimisation is conducted using the Rolls-Royce SOPHY system (SOFT, PADRAM, HYDRA) [15]. SOFT (Smart Optimisation For Turbomachinery) [16] provides a library of different optimisation algorithms and communicates through python scripts with the other codes in order to execute them in batch mode, to evaluate the results of the simulation. In general, these computations are run in parallel on an HPC cluster in order to reduce the overall run time.

The 2D geometry is generated parametrically using a python programme and then fed to the meshing tool PADRAM (Parametric Design and Rapid Meshing) [17]. PADRAM then generates automatically and robustly 3D structured and unstructured meshes for the main annulus and for the cavity domain, respectively. The discretised 3D model is passed to the HYDRA system [18] for pre-processing and finally solving the Reynolds-Averaged Navier-Stokes equations (RANS). The converged CFD solution is then fed to the post-processing tool Paraview, where the solution is evaluated with respect to the figure of merit, i.e. the objective function, then passed to the optimiser. In general, an optimisation problem is defined by an objective function \( f(x) \), which is sought for minimum values, while satisfying a number of problem dependent constraints \( g(x) \):

\[
\text{Minimise} \quad f_m(x), \quad m = 1, 2, \ldots, M; \\
\text{Subject to} \quad g_j(x) \geq 0, \quad j = 1, 2, \ldots, J; \\
\quad x_l^i \leq x_i \leq x_u^i, \quad i = 1, 2, \ldots, n. \tag{1}
\]

where \( x \) is the design vector containing \( n \) design parameters \( x_1, \ldots, x_n \). The superscripts \( l \) and \( u \) define the lower and upper limit of a particular design parameter \( x_i \). The details on how these parameters are defined in this work is described in a later section.

**Initial Database - Design of Experiments**

In order to carry out an optimisation and to explore the design space in an efficient way, it is necessary to start from an initial database. In this study, the initial database is created with a Design of Experiment (DOE) approach where the DOE is generated automatically using a Latin Hypercube sampling technique (LHS), which distributes a desired amount of initial database points homogeneously within the design space in such a way that each point is the only one in a certain axis-aligned hyperplane [19, 20]. From a stochastic point of view, this method provides the best interpolation dataset for an unknown behaviour of an objective function within a defined design space.

In order to choose the number of database points for the initial DOE, the recommendation given by Baerts et al. [21] is followed: for a purely continuous design space of a surrogate based optimisation, the authors took five times the number of design variables (5 \( \times \) \( n \)) for an initial DOE. This also seemed to be a reasonable approach for this study, due to the defined low dimensional space.

**Surrogate Based Optimisation**

For complex engineering problems, either 2D or 3D, the aim is to get to the optimum solution as fast as possible, i.e. with a minimum number of simulations. Therefore, mathematical or statistical approximation models are used to speed up the optimisation. In the technical literature, these models are known as surrogate models, metamodels or response surface models (RSM). In this study, the optimisation is conducted by using the so called Kriging technique, which is able to replicate accurately a complex multi-dimensional function. It is out of the scope of this paper to derive the equations in detail of the Kriging method. Therefore the reader is referred to the early literature of Krig [22] and Matheron [23] and for
In this work regressing Kriging [25, 26] is used, which is based on the classical Kriging approach with an additional parameter to filter out scatter or noise coming from numerical calculations such as CFD. A schematic representation of the optimisation process based on Kriging as it is implemented in SOFT, can be seen in Fig. 2. Starting from an initial LHS DOE set, the obtained initial designs are evaluated in parallel and saved in a database or in case of failure, in a failure database. Once the designs are evaluated, a RSM is built using Kriging and the convergence of the RSM is checked using the efficient leave-one-out cross-validation method (see [26, 27]). If that is the case, the optimisation stops. Otherwise, the initial DOE is updated by additional points in order to iteratively get to a more accurate solution.

In order to refine the DOE and to find a new set of update points, the RSM is searched using global and local optimisation techniques. Therefore, two optimisation algorithms are chosen from the SOFT library: an adaptive range multi-objective genetic algorithm (ARMOGA) [28] and sequential quadratic programming (SQP) [29, 30]. The searching criteria follow a list of preferences until the maximum number of update points, also known as infill points, is reached (six points per update). First it is searched for the best constrained generalised expected improvement (CGEI) [24]. In a second step - if no CGEI could be found or the maximum number of update points is not yet reached - the maximum Kriging error is sought to find the location of maximum uncertainty. In a third step a search is made for the best Kriging prediction.

**NUMERICAL METHODOLOGY**

This section introduces the reader to the numerical methods used in this study. An introduction to the analysed test case geometry and its discretisation is given, followed by the parameteric geometry definition and the definition of the optimisation parameters. The main assumptions and simplifications, which were necessary to set up the automated optimisation are also presented.

**CFD Evaluation**

The geometry used in this work is based on the MAGPI rig test facility, which has already been analysed thoroughly in recent years [3–6, 31–34]. For a full overview of the rig geometry with its instrumentation and running conditions the reader is referred to the work of Eastwood [34]. From a numerical point of view the experimental data was used to develop and validate reliable methods to predict both the flow phenomena in TSWs for different amounts of cooling mass flow, and also the conjugate heat transfer on the life critical rotor parts.

In order to keep the computational requirements within the capability of available computer facilities, it was decided to reduce the size of the discretised domain to a minimum. As in the previous numerical study on the original deflector plate geometry [6], in this work a 1/39th sector model was chosen, which is a reasonable approximation due to the periodicity of the 78 blades and 39 vanes per stage. Furthermore, the two stage domain was reduced to only one rotor blade pair from the first stage and the upstream cavity including the deflector plate until the first fin of the interstage seal. The rotational Reynolds number \( R_e \) is roughly \( 1.6 \times 10^6 \).

The mesh was generated using the automatic Rolls-Royce in-house meshing tool PADRAM (see Fig. 3). The main annulus domain was generated using a multi-block structured approach, following the mesh sensitivity study of Dixon et al. [3], whereas the cavity was meshed in an hybrid unstructured way, following some assumptions made and verified for its suitability by Pohl et al. [6]. In order to generate the mesh automatically with PADRAM and to make it feasible for HYDRA the cavity domain was meshed in a single reference frame, meaning that the connecting bolt between stator

![Figure 2. Schematic representation of the Optimisation strategy using Kriging in SOFT](image)

![Figure 3. Mesh of upstream TSW cavity with deflector plate merged to the main annulus](image)
foot and deflector plate was removed. Previous analyses have demonstrated that the bolt only affects the flow field locally and that perturbations in temperature and swirl can be considered minor.

The cavity mesh was then merged conformally at the rim to the main rotor mesh, which results in an overall mesh size of around six million cells. The boundary layer was resolved, ensuring \( y^+ \) values of around 1 in the most of the near wall regions. Only the regions around the first fin as well as at the stator and deflector plate, where the bolt used to connect both parts, did not match this criterion.

At this stage the Rolls-Royce in-house CFD code HYDRA was used to solve the RANS equations using a second order finite volume discretisation of the domain in double precision. The turbulence closure was done using the \( k-\omega \) turbulence model with adaptive wall functions of Launder and Spalding [35] in the regions where the near wall resolution was large. The cooling air inlet was defined as a mass flow inlet with a fixed temperature. The inlet for the main annulus was defined as a pressure inlet, where the total pressure was read across from the solution of the complete main annulus. The same approximations were taken for the outlets in the main annulus and the fin, where the static pressure distributions were taken from the full sector model run. The walls were defined as adiabatic, to keep the computation within a reasonable time scale. During the early design phase of the MAGPI test rig, similar stand-alone adiabatic CFD simulations were carried out to get an idea of the impact on the disc temperature using different geometries and varying amounts of cooling air [3].

In order to validate the outcome of the optimisation using stand-alone adiabatic CFD, a well established coupled FEA/CFD method [36] was applied to the final geometry to extract metal temperatures. These results were based on the coupling between the in-house FEA solver SC03 and the commercially available CFD code FLUENT. The two codes communicate through a Rolls-Royce proprietary communication library. For details on the method and the FEA model with the deflector included it is referred to the work of Pohl et al. [6]. Both stand-alone CFD solutions from the two different CFD solvers, HYDRA and FLUENT, were compared beforehand. Since no significant differences were found in the temperature predictions inside the cavity, the change in between solvers was possible.

**Parametric Geometry Definition**

The cavity geometry and the rotor geometry were not changed in this study. Only the shape and the position of the deflector plate were modified. The parameterisation of the deflector plate was done in 2D and is shown in Fig. 4 (a). It was chosen to define the midsection of the deflector plate by four control points, defining three separate B-spline curves (1-3), which in this work were defined as straight lines. There were mainly two reasons for this: first, to make the parameterisation as general as possible by avoiding hard-coded values. Second, to generate a manufacturable solution, which also could be mounted to the stator foot, meaning that it was necessary to have a vertical curve 2.

The points of the B-splines of the midsection were then projected orthogonally in positive and negative direction with a distance of half the thickness \( t/2 \) of the deflector plate. It can also be seen that the angle of curves 1 and 2 did not have to be the same. The degrees of freedom of the four control points are depicted in Fig. 4 (b). In total seven geometrical design parameters were defined:

- \( d_{U,x} \) and \( d_{U,r} \), which define the axial and radial degree of freedom of the upper point
- \( d_{D,x} \), which defines the axial distance of curve 2 to the stator foot
- \( d_{D,r} \), which defines the radial degree of freedom of the point connecting curve 1 to curve 2 with respect to the outer radii of the stator foot
- \( l_D \), which defines the length of curve 2
- \( d_{L,x} \) and \( d_{L,r} \), which define the axial and radial degree of freedom of the lower point

Before setting up the optimisation it was checked that the generated geometry after applying the thickness to the midsection would not cut or touch lines of the remaining non-changed cavity geometry. Second, checks were made to ensure that the most extreme geometries, i.e. the one with the tightest gaps between parts, could be reliably meshed in PADM without corrupting the defined boundary layer.

**Optimisation Setup**

In order to finally setup the automated optimisation loop, an objective function as well as the constraints have to be defined, both depicted in Fig. 4 (b) in blue and red, respectively. The objective of this optimisation is to minimise the cooling air...
mass flow rate entering the cavity through the drive arm hole and defined as follows:

\[ f(x) = m_{\text{cool}} \]  

(2)

with \( x \) being the design vector consisting of eight design parameters (seven geometrical and one for the cooling air mass flow rate). Also one constraint \( g_j(x) \) is defined (see Fig. 4 (b)):

\[ g_j(x) = T_{\text{disc,}j}^{\text{max}} - T_{\text{disc},j} \geq 0 \]  

(3)

where \( T_{\text{disc}}^{\text{max}} \) is the maximum allowable area mean adiabatic wall temperature at the disc and \( T_{\text{disc},j} \) the computed value for a particular design \( j \). The maximum value was taken from the results of a numerical simulation of the baseline geometry and an initial cooling mass flow rate of 55g/s⁻¹.

The actual optimisation is conducted in parallel, where each CFD simulation is run on 24 cores. At first a DOE of 40 design points is generated (\( n = 8 \)).

RESULTS AND DISCUSSION

Optimisation Results

This section gives an overview of the results of the optimisation. Fig. 5 shows the convergence history of the Kriging assisted optimisation, where the circles represent feasible and the crosses non-feasible solutions. A design is considered feasible when the solution stays within the limits of the constraint. Overall, 98 design points have been evaluated, where five mesh failures were recorded, one in the DOE and four in the optimisation process. Although, at first, only non-feasible designs were found, the optimiser managed to find feasible designs for small amounts of cooling air. The optimised deflector design only needs 19g/s⁻¹ of cooling air compared to 55g/s⁻¹ for the baseline geometry without deflector, which is a reduction of around 65%. Compared to the non-optimised deflector, where earlier studies showed that 30g/s⁻¹ achieves a similar performance to the baseline geometry [6], the optimised deflector reduces the coolant by another 40%.

A different representation of the evaluated results is presented in Fig. 6, where the amount of cooling air is plotted against the area mean averaged adiabatic wall temperature at the disc. The optimum design is highlighted by the black filled circle whereas the dashed line represents the constraint. All points below that line are considered feasible, the others non-feasible. A linear trend is observed in this representation. The cooling performance shrinks with a reduction of coolant air, as one would expect. Interestingly, for all cooling mass flow rates above the value of around 37g/s⁻¹ (cutting point between trendline and constraint), all deflector designs meet the required cooling performance of the disc.

Figures 7 (a) – (d) show the Kriging predictions coming from the optimisation for all geometrical design parameters. The response surfaces are obtained from the optimisation process as presented above. The four different plots are coloured by the near disc temperature \( T_{\text{disc}} \) and represent slices through the eight dimensional design space. With these plots it is possible to analyse the influence of each design parameter on the cooling performance of the disc. Examining the values of the optimised design, which are highlighted by the red dots, it is clearly visible that the optimiser moves the design points to the extreme values of the design space. Two design variables (\( d_{U,r} \) and \( d_{D,x} \) in Fig. 7 (a) and (d)) were optimised without reaching the limits of the design space. These variable define
The radial position of the upper point and the axial position of curve 2 with respect to the stator foot. The upper point (Fig. 7 (a)) is moved axially as close as possible to the rotor disc whereas the lower point is moved radially as well axially to close proximity to the stator foot (Fig. 7 (b)). The length of the vertical curve 2 and the relative radial position with respect to the stator foot (Fig. 7 (c)) are also pushed to the lower design limits ($l_D = 0.6$ and $d_{D,r} = 0$).

From this information, the new position and design of the deflector was modelled and included in the complete two stage sector geometry. Steady-state adiabatic CFD were then carried out in order to analyse the optimised TSW flow in detail and to verify the outcome of the optimisation.

The Optimised Deflector Plate - Steady-State CFD
A comparison of the optimised deflector (left) against the non-optimised deflector (right) with respect to the position and shape of the upper point and the axial position of curve 2 with respect to the stator foot. The upper point (Fig. 7 (a)) is moved axially as close as possible to the rotor disc whereas the lower point is moved radially as well axially to close proximity to the stator foot (Fig. 7 (b)). The length of the vertical curve 2 and the relative radial position with respect to the stator foot (Fig. 7 (c)) are also pushed to the lower design limits ($l_D = 0.6$ and $d_{D,r} = 0$).

From this information, the new position and design of the deflector was modelled and included in the complete two stage sector geometry. Steady-state adiabatic CFD were then carried out in order to analyse the optimised TSW flow in detail and to verify the outcome of the optimisation.

**Figure 8.** Contours of swirl ratio for the optimised (left) and non-optimised deflector plate (right) in a mid-plane cut

**Figure 9.** Contours of fluid temperature for the optimised (left) and non-optimised deflector plate (right) in a mid-plane cut

Examining the temperature contours inside the cavity for the optimised design, it can be seen that the cooling air enters the cavity and then partially splits up, as one could infer from the swirl ratio contours. The disc is cooled all along the area enclosed by the deflector. It can also clearly be seen that hot gas from the main annulus ingests through the rim into the upstream cavity since the amount of cooling air does not meet the sealing requirements anymore. This results in a strong heat-up of the area between the deflector and the stator foot as well as the downstream cavity. The cooling air however does seal the region between the lower tip of the deflector and the rotor wall avoiding hot gas to enter the critical area between deflector and rotor disc.

In the non-optimised geometry, the air, which is used to cool the disc, is of higher relative total temperature than that in the optimised design. This is mainly due to two reasons: firstly, the cooling air loses all its swirl after entering the cavity, which results in an increase in relative total temperature. Secondly, the gap between the lower deflector tip and the rotor disc is not sealed, which results in hot air coming from higher radii entering the area between the deflector and the rotor disc. However, the air temperatures along the stator wall are slightly lower for the non-optimised design than those for the optimised one. While in the former the entire cooling flow penetrates the upstream cavity and mixes with the ingested flow, in the latter a fraction of the coolant is directly diverted towards the interstage seal.

Having analysed the steady-state CFD results for the optimised deflector, it can be concluded that the optimisation converged to a better deflector design, keeping the rotor disc cool while reducing the amount of cooling air. However, the fact that a large amount of hot gas enters the cavity, which inevitably results in a heat-up of the metal, needed further investigation. Therefore, coupled FEA/CFD analyses were carried out in order to extract the metal temperatures for the optimised design, the non-optimised deflector plate (both for a cooling air mass flow rate of 19 g s$^{-1}$) and the baseline design without a deflector (55 g s$^{-1}$). Also it is worth mentioning that the simulations were run with a constant interstage seal clearance only. The thermo-mechanical impact of the stator heating on the interstage seal clearance was not considered.

**Figure 10 and 11 summarised the results of the FEA/CFD coupled analyses. In Fig. 10 contours of metal temperature of the optimised (left) and non-optimised deflector (middle) with a reduced cooling air mass flow rate of 19 g s$^{-1}$ as well as the baseline geometry (right) with a cooling air mass flow rate of 55 g s$^{-1}$ are depicted. Figure 11 shows a comparison of discrete metal temperature values from these models at the**
original thermocouple measurement points from the MAGPI rig [34]. From the contours and the plots, it can be seen that the temperatures inside the upstream rotor disc are very similar (positions 80, 101, 98, 92) for the optimised deflector and the baseline geometry, which was the requirement to the optimisation. The non-optimised deflector is slightly worse, especially at the lower radii of the rotor disc.

Then, moving further downstream inside the cavity (positions 110, 116, 125, 128, 130) the rotors of the deflector designs are hotter compared to the baseline geometry. A reason for that, as mentioned before, is due to the hot gas from the main annulus ingesting into the upstream cavity, which then heats up the interstage seal as well as the downstream cavity compared to the baseline geometry. This has also an effect on the metal temperature. Having a look at the temperature distribution along the rotor, it can be seen that despite the increase in temperature of the downstream rotor in the optimised design, the temperatures are still lower than in the upstream region. Hence, as a whole, from the thermal perspective, the optimised design with a reduced amount of cooling air is no worse than the baseline with the higher amount of cooling air. And for the same amount of coolant, the optimised deflector geometry performs better than the non-optimised deflector design.

The comparison of the stator metal temperatures shows larger differences between the deflector and the baseline de-

**CONCLUSION**

In this study an automated design optimisation using Kriging of a 3D sector model of a TSW test rig geometry with an inserted stationary deflector plate has been conducted. The geometry has been parameterised in such a way that flexibility of the design is ensured: different shapes and positions of the deflector plate inside the cavity have been generated automatically.

The outcome of the optimisation using adiabatic steady-state CFD has shown that the overall amount of cooling air can be reduced by approximately 65% compared to the baseline geometry without a deflector plate by still ensuring similar rotor disc cooling. This outcome has been verified using the coupled FEA/CFD method to compare metal temperatures for the new design to those for the baseline design. These results were in agreement with the stand-alone CFD results.

Another very important aspect for the new design and the reduced amount of cooling air is the fact that hot gas from the main annulus is ingested into the cavity, since the introduced amount of cooling air does not meet the sealing requirements of the cavity. This results in a metal temperature rise of the stator foot and also of the rotating downstream cavity components, but still keeps them at a temperature lower than the upstream components.

For future work in this research area, some recommendations are given here. When applying this method to real engine running conditions, it is essential - due to much higher temperatures and temperature gradients - to define an additional constraint to control and monitor the amount of ingested flow to the downstream cavity. Also the thermo-mechanical movements are of high importance. Not only, is it likely that a variation in seal size affects the final flow solution, but also the very extreme positions of the deflector should be chosen very carefully in order to prevent rubbing and damage at the
most critical running conditions. The authors are also aware of the limitations of steady-state CFD in order to accurately predict the correct level of hot gas ingestion. For future work - in order to minimise these uncertainties - it is recommended to implement unsteady CFD or higher order turbulence models in the proposed optimisation strategy.
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