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Abstract—Power converters with high switching frequency generate conducted electromagnetic interference (EMI) noise. EMI filters are thus widely used to reduce these conducted noises for the compliance with electromagnetic compatibility standards. In this paper, a high frequency (HF) equivalent circuit model for common mode (CM) chokes used in EMI filters is proposed together with its parameter extraction procedure. This procedure is based on impedance measurements and it incorporates an iterative rational function approximation fitting algorithm to extract the parameters in the model. The proposed model and procedure is applied to a planar CM choke which is used to realize an EMI filter. The simulated results of the filter show good agreement with the experimental ones. This extraction procedure is quite general and it can also be extended to identify the HF model of other passive components.

Index Terms—Common mode choke, electromagnetic interference filter, equivalent circuit, rational function approximation.

I. INTRODUCTION

Electromagnetic interference (EMI) filters are commonly used solutions for mitigating the conducted emissions produced by power converters [1]. A typical topology of EMI filter with ideal components is shown in Fig. 1. However, a real EMI filter is much more complicated and its performance depends on many factors such as filter topology, magnetic material, grounding method, stray elements of components, and parasitic coupling between components etc. [2]–[4]. Complete physic-based models of an EMI filter or their components require extensive electromagnetic analysis, so they are very complex and specific to limited applications [5], [6]. Modeling methods based on measurements are more general, direct and accurate for describing the characteristics of the device under study.

The insertion loss (IL) of an EMI filter is usually measured with $50\Omega/50\Omega$ convention. However, the IL of the filter under working condition depends on the impedances of the source and the load, which vary with frequency [7], [8]. In order to obtain the IL of the filter, many solutions have been reported. In [9], a four-port measurement method using vector network analyzer is presented. This method consists in a black-box modeling of the whole filter with mixed-mode S-parameters. By post-processing the obtained S-parameter data, the IL of the filter can hence be calculated with any source and load impedances. In [10], a modal model of common mode (CM) chokes based on four-port S-parameter measurements is presented. Though modal models enable to analyze the conversion of the noise between differential mode (DM) and CM, they also require compatible modal model of noise sources for simulations, which complicates the modeling process. An alternative is to use equivalent circuit models, which are physic based and are compatible with most of the simulation tools. In [11], the equivalent circuit of a DM EMI filter is identified by S-parameters measurements. This approach can correctly extract the parasitic couplings in the filter, resulting in good modeling precision. Impedance measurement is a more frequently used technique which has long been studied for identifying the equivalent circuits of passive magnetic components [12], [13]. Recently, a lumped-element high frequency (HF) model for CM chokes has been proposed [14], [15]. This model can be easily built by extracting the parameters from impedance measurement results and can effectively describe the HF characteristics of the studied CM choke and EMI filter. However, the topology is generally neglected in this model.
II. HF MODEL OF CM CHOKE

A. Review of the Existing HF Model for CM Chokes

The equivalent circuit for toroidal CM chokes proposed in [15] [see Fig. 2(a)] is illustrated in Fig. 2(b). As seen, it is a symmetrical structure and the transformation ratio $\eta$ is assumed to be unity. This model can describe the behavior of many types of CM chokes as long as the winding symmetry is satisfied. The leakage impedance $Z_1$ includes the winding resistance, the leakage inductance and their variations due to skin and proximity effects of the winding conductor [see Fig. 2(c)]. The magnetizing impedance $Z_2$ describes the behavior of magnetic core, including the frequency-dependent inductance and losses [see Fig. 2(d)]. In addition, $C_s$ stands for the self-parasitic capacitance of each winding whereas the sum $C_s+C_p+C_c$ is related to the inter-winding capacitances of the component. Examining the admittance $Y_2=Z_2^{-1}$, it is found that $Y_2$ contains:

1) One pole at origin: the branch of $L_2$;
2) One stable real pole: the branch of $R$, $R_{C2}$, $C_2$ and $R_f$;
3) One pure imaginary pole-pair: the branch of $L'_2$ and $C'_2$.

With these elements, the HF behavior of the magnetizing impedance $Z_2$ is accurately modeled.

B. Method of Parameter Extraction

To identify the parameters of the model shown in Fig. 2(b), five selected impedance measurements are carried out, as presented in Fig. 3. All the parameters of the model are obtained through these impedance measurements, as summarized below:

1) $T_0$, $T_1$, $T_2$ and $T_3$: parasitic capacitances $C_s$, $C_p$ and $C_c$;
2) $T_0$ and $T_1$: leakage impedance $Z_1$;
3) $T_2$ and $T_4$: magnetizing impedance $Z_2$.

The extraction procedure is based on observations of the impedance curves with some typical frequency responses, e.g., 20 dB/Dec as inductance and -20 dB/Dec as capacitance. The values of the parasitic capacitances are calculated using the resonance frequencies. To fit the model with the measurement results, some manual adjustments of the parameters are needed for $Z_1$ and $Z_2$.

Though good accuracy is achieved in [15], the HF model shown in Fig. 2(b) can be improved for the following reasons:

1) The extraction procedure requires manual adjustments on the parameters of the model to achieve a desired accuracy. As a result, the procedure is complex and time-consuming. Therefore, a computer-aided procedure is preferable.
2) The topology of the equivalent circuit is determined according to experimental observations. For example, the admittance $Y_2=1/Z_2$ is chosen to have one stable pole and one imaginary pole-pair from experience. In consequence, a systematic equivalent circuit synthesis method is needed to choose the topology.

In view of these necessities, a HF equivalent circuit model for CM chokes and an IRFA based extraction procedure are introduced in this paper.
proposed to facilitate the process. The IRFA method is first presented in the next section.

III. PARAMETER EXTRACTION USING ITERATIVE RATIONAL FUNCTION APPROXIMATION

A. Brief Review of Rational Function Approximation Method

The impedance $Z(s)$ (or admittance $Y(s)$) of a linear circuit network can be represented by a rational function,

$$Z(s) = \frac{N(s)}{D(s)} = \frac{b_0 s^n + b_{n-1} s^{n-1} + \cdots + b_2 s + b_1}{a_0 s^n + a_{n-1} s^{n-1} + \cdots + a_2 s + a_1 + 1} \quad (1)$$

with $|m-n| \leq 1$ and $s = j\omega$. Without loss of generality, only the impedance $Z(s)$ is considered in this section. The same analysis is valid for the admittance $Y(s)$. The goal of the RFA is to search for the values of $a_i$ and $b_i$ to minimize the error between the rational function $Z(s)$ and measured data $Z_{\text{meas}}(s)$, as expressed by:

$$\arg \min_{a_i,b_i} \sum_k |Z_{\text{meas}}(s_k) - Z(s_k)|^2 = \frac{N(s_k)}{D(s_k)}. \quad (2)$$

where $s_k = j\omega_k$. To handle this nonlinear optimization problem, Levy used a linearization technique [19]. Stemming from Levy’s method, the authors introduced in [18] the RFA method for generating the macro-model of HF interconnects.

Reformulating (2) by multiplying $D(s_k)$ gives:

$$N(s_k) - Z_{\text{meas}}(s_k)D(s_k) = 0. \quad (3)$$

Separating the real parts and imaginary parts of (3) yields a linear system of $a_i$ and $b_i$:

$$\begin{align*}
\text{Re}[N(s_k)] - \text{Re}[Z_{\text{meas}}(s_k)D(s_k)] &= 0, \\
\text{Im}[N(s_k)] - \text{Im}[Z_{\text{meas}}(s_k)D(s_k)] &= 0.
\end{align*} \quad (4)$$

This system is over-determined due to the large number of measured points. In order to calculate the unknowns $a_i$ and $b_i$, a least-square method using QR factorization is applied to solve the over-determined system (4). Once the values of $b_i$ are known, the poles of (1) can be derived by solving the roots of the denominator $D(s)$. The impedance $Z(s)$ can then be written into a pole-residue form:

$$Z(s) = d + e \cdot s + \sum_{i=1}^{n} \frac{r_i}{s - p_i}. \quad (5)$$

It should be noted that $r_i$ and $p_i$ can be complex-valued. Again, the terms $d$, $e$, and $r_i$ are solved from this linear over-determined system (5) by the least-square method [18].

B. Iterative Rational Function Approximation Method

The RFA method is proven to be efficient with noise-free simulated data. However, it cannot be directly employed for our application, since Levy’s linearization technique is known to have a frequency bias problem [20]. In (2), $Z_{\text{meas}}(s_k)$ is multiplied by $D(s_k)$ that increases rapidly with $s_k$ (as frequency increases). This means the errors of (2) are biased by $D(s_k)$, making HF errors more important than low frequency (LF) errors. As a result, this frequency bias due to $D(s_k)$ causes poor fitting precision at LF. However, to correctly identify elements like DC winding resistance of CM chokes, this lack of fitting precision at LF is undesirable. To handle the frequency bias, the RFA method is improved in this work using the Sanathanan-Koerner (SK) iteration [19]. The denominator of the iteration $t-1 \cdot D_{t-1}(s_k)$ is divided on both sides of (3) for the iteration $t$, giving

$$\frac{N(t)(s_k)}{D(t-1)(s_k)} - Z_{\text{meas}}(s_k)\frac{j\omega(t)(s_k)}{D(t-1)(s_k)} = 0. \quad (6)$$

It can be seen that the bias due to $D(t)(s_k)$ is alleviated by dividing $j\omega(t)(s_k)$, resulting in better fitting accuracy at LF. Based on (4) and (6), the proposed IRFA formulation used in this work is given by

$$\begin{align*}
\text{Re}[N(t)(s_k)j\omega(t)(s_k)] - \text{Re}[Z_{\text{meas}}(s_k)D(t-1)(s_k)] &= 0, \\
\text{Im}[N(t)(s_k)] - \text{Im}[Z_{\text{meas}}(s_k)D(t-1)(s_k)] &= 0.
\end{align*} \quad (7)$$

with the weighting factors $P_{\text{Re}}(t)(s_k)$ and $P_{\text{Im}}(t)(s_k)$ given by

$$\begin{align*}
P_{\text{Re}}(t)(s_k) &= \frac{\text{Re}[D(t-1)(s_k)\text{Re}[N(t)(s_k)] + \text{Im}[D(t-1)(s_k)\text{Im}[N(t)(s_k)]]}{\text{Re}[D(t-1)(s_k)]^2 + \text{Im}[D(t-1)(s_k)]^2}, \\
P_{\text{Im}}(t)(s_k) &= \frac{\text{Re}[D(t-1)(s_k)\text{Im}[N(t)(s_k)] - \text{Im}[D(t-1)(s_k)\text{Re}[N(t)(s_k)]]}{\text{Re}[D(t-1)(s_k)]^2 + \text{Im}[D(t-1)(s_k)]^2}. \quad (8)
\end{align*}$$

It should be mentioned that in $P_{\text{Re}}(t)(s_k)$ and $P_{\text{Im}}(t)(s_k)$, a balanced weighting is used to achieve comparable fitting precision for both real parts and imaginary parts. The derivation of (8) is detailed in Appendix. The algorithm of IRFA is given in Fig. 4, where the $\varepsilon_{\text{iter}}$ is defined as the maximum error

$$\varepsilon_{\text{iter}} = \max \left\{ \frac{1}{Z_{\text{fit}}(j\omega_k) - Z_{\text{meas}}(j\omega_k)} / \left| Z_{\text{meas}}(j\omega_k) \right| \right\}. \quad (9)$$

The RFA method is first performed to provide a starting point, the IRFA is then applied until the stopping condition(s) (in this work: $\varepsilon_{\text{max}}=10\%$, $N_{\text{max}}=15$) are fulfilled. To show the efficiency of the proposed IRFA algorithm, different methods are applied to fit the measured impedance (from 40 Hz to 70 MHz) of an 8-turn planar inductor with Ferroxcube 3F3- Planar E38 ferrite core. A rational function like (1) with

$$\begin{align*}
\text{Re}[D(t-1)(s_k)\text{Re}[N(t)(s_k)] + \text{Im}[D(t-1)(s_k)\text{Im}[N(t)(s_k)]]} &\quad (10)
\end{align*}$$
Fig. 5(b) and (c), the IRFA methods alleviate the frequency bias problem in Fig. 5(a). As seen, better fitting accuracies are achieved at LF. The difference between Fig. 5(c) and (b) is the implementation of balanced weighting. It can be seen from the error curve shown in Fig. 5(c) that with balanced weighting, the fitting accuracy of the real part is further improved in comparison with Fig. 5(b). The precision of IRFA fitting is very good on wide frequency band because the impedance curve is quite smooth (very few resonances). However, the error may exceed the specified error level \( \varepsilon_{\text{max}} \) on the two extremities of fitting range and the resonance frequencies. To achieve a better precision, one can increase the order of the rational function at the expense of obtaining a more bulky equivalent circuit. In order to obtain a simple equivalent circuit, the choice of the order turns out to be a trade-off between the accuracy and the complexity of the circuit.

### C. Equivalent Circuit Synthesis

Based on the results obtained by the IRFA method, a systematic approach is used for synthesizing the equivalent circuit [21]. Representing (5) by the Foster expansion:

\[
Z(s) = d + e \cdot s + \sum_{i=1}^{N} \frac{r_i}{s - p_i} + \sum_{i=1}^{N} \frac{a_ie + b_i}{s^2 + m_is + n_i}.
\]  

(10)

Note that the \( a_i, b_i, m_i, \) and \( n_i \) are different variables from those used in (1). As seen, the \( Z(s) \) can be expressed by the sum of a constant term \( d \), an \( s \)-proportional term \( e \), real pole-residue terms and complex conjugate pole-residue pair terms. The same expression holds for the admittance \( Y(s) \). The constant \( d \) corresponds to a resistor and the \( e \cdot s \) term corresponds to a capacitor for \( Y(s) \) or an inductor for \( Z(s) \), respectively. In Table I, the detailed equivalent circuit synthesis methods for real-pole terms and complex-pole pair terms are summarized.

1) **Real pole**: With a positive residue \( r_i \), the equivalent circuit is simply a \( R-L \) in series for \( Y(s) \) or \( R-C \) in parallel for \( Z(s) \), as shown in Table I. However, negative \( r_i \) may appear in the IRFA results, resulting in negative valued elements. Strictly speaking, negative elements are not feasible in real circuit design so that they should be avoided. However, for EMI modeling and simulation purposes, these elements can be accepted for synthesizing an accurate equivalent circuit. Nonetheless, the negative elements are difficult to handle during time-domain simulations. To circumvent this difficulty, we suggest another topology: a positive-valued cell together with a negative resistance, as illustrated in Table I. Suppose that a negative residue \( r_i \) is extracted with a stable real pole \( p_i \) \( (p_i < 0) \) for the admittance \( Y(s) \). Normally, a negative \( R-L \) series cell is obtained. However, according to Table I, the circuit composed of a positive \( R-C \) series cell in parallel with a negative resistance -\( R \) can be used, where the expression for \( R, C \) and -\( R \) are given by

\[
\begin{align*}
R &= p_i / r_i & \text{positive} \\
C &= -1 / \left( p, R \right) & \text{positive} \\
-R &= -p_i / r_i & \text{negative}
\end{align*}
\]

(11)

This circuit is equivalent to the negative \( R-L \) series cell since they share the same rational function. The negative resistance -\( R \) are subsequently merged into the constant term \( d \) in (10), resulting in a new constant term \( d' = d - f/R = d - r/p_c \). Similar analysis can be done for the case of impedance \( Z(s) \). With these circuits, negative elements for real pole terms can be reduced to minimum.

2) **Complex-pole pair**: To treat complex-pole pair, a four-element circuit can be used [21]. It is the minimal type realization since there are four free variables \( a_i, b_i, m_i, \) and \( n_i \) in the rational function (see Table I). Another equivalent circuit referred as “Extended” type, uses a six-element circuit but with easier parameter calculation formulas [22]. In Fig. 6, the
is to be noted that the choice of the topologies follows strict 6, which are determined by the results of the IRFA method. It should be noted that the parasitic capacitances are assumed to be lossless. Besides, the capacitances in Fig. 2(b) are discarded in our model since $C_i$ is removed from the model. Moreover, the measurement $T_4$ used in [15] is not necessary in the proposed procedure because $T_2$ can provide enough information to extract the magnetizing impedance $Z_s$. In order to validate the proposed mathematical calculation so that the final equivalent circuit is guaranteed to be accurate over a wide frequency range.

A. Proposed HF Model of CM chokes

The proposed HF model of CM chokes is shown in Fig. 7. It should be noted that the parasitic capacitances are assumed to be two-winding transformer [13]. Instead of using a heuristic method to identify the leakage impedance $Z_l$ and the magnetizing impedance $Z_m$, the topologies of $Z_l$ and $Z_m$ of the proposed model is represented by the equivalent circuit in Fig. 6, which are determined by the results of the IRFA method. It is to be noted that the choice of the topologies follows strict
where \( d \) denotes the dielectric losses and \( e \) denotes the capacitance \( 2(C_c+C_p) \). The fitting starts from 100 Hz to guarantee a good measurement precision of capacitances. As the capacitance model is an \( R-C \) parallel cell, the fitting stops at 30 MHz to exclude the resonance, as shown in Fig. 8(a). The loss term \( d \) is neglected according to the lossless capacitance assumption. The extracted result for \( 2(C_c+C_p) \) is 29.98 pF.

Configuration \( T_0 \) is a flux-subtracting configuration so only the leakage impedance \( Z_0/2 \) and the capacitance \( 2(C_c+C_p) \) are concerned. Again, to facilitate the circuit synthesis, the admittance \( Y_{T0} = 1/Z_{T0} \) is treated in the IRFA. In fact, the capacitance \( 2(C_c+C_p) \) corresponds to the \( e \cdot s \) term in Eq. (6), so the rational function \( Y_{T0}(s) \) represented in form of (1) must fulfill: \( m-n=1 \). In order to obtain a simple and accurate equivalent circuit, the values of \( m \) and \( n \) should be lowest possible but still guarantee an acceptable accuracy. In this case, we choose \( m = 6 \) and \( n = 5 \) after a few trials. In order to extract the DC resistance as well as the parasitic capacitance \( 2(C_c+C_p) \), the fitting frequency range covers from 40 Hz to 70 MHz, as illustrated in Fig. 8(b). The fitting results for \( Y_{T0}(s) \) are listed in Table III.

![Figure 8. Measured impedances for the extraction. (a) Z_{T0}, (b) Z_{T0}, (c) Z_{T0}.](image)

It can be seen from Table III that the extracted \( e_{T0} \) is negative, resulting in a negative capacitance. The latter is not allowed because it will cause simulation instabilities [23]. In fact, the phase plot of \( Z_{T0} \) (see Fig. 8(b)) shows that this impedance is not capacitive beyond the resonance frequency \( f_r = 51 \) MHz. Around this frequency, the measured impedance \( Z_{T0} \) is affected by distributed effect because the winding length of the studied CM choke is about 1m, which is comparable to the wave length of the FR-4 based PCB structure at \( f_r \). Therefore, using the simple parallel circuit shown in Table II to describe \( Z_{T0} \) or \( Y_{T0} \) gives rise to the negative capacitance. To obtain a positive capacitance, an approximation is performed. First, the complex pole-residue pair \( (p_{T0}, r_{T0}) \) \( (p_{T0}, r_{T0}) \) is approximated as \( 3.0893 \times 10^{-3} \) and \( e_{T0} = -3.2803 \times 10^{-12} \) terms of \( Y_{T0}(s) \) in Table III are recombined together to form a new admittance called \( Y_{CT0}(s) \)

\[
Y_{CT0}(s) = d_{T0} + e_{T0} \cdot s + \frac{r_{T0}}{s-p_{T0}} + \frac{r_{T0}}{s-p_{T0}}.
\]

Induced, the “true” parasitic capacitance is merged in \( Y_{CT0}(s) \). The expression (13) is then simplified using \( Y_{CT0} = d_{T0} + e_{T0} \cdot s + \frac{r_{T0}}{s-p_{T0}} \) by equating the values of \( Y_{CT0}(s) \) and \( Y_{CT0} \) at the resonance frequency \( s_r = 2\pi f_r \), as given by

\[
d_{T0} + e_{T0} \cdot s_r + \frac{r_{T0}}{s_r-p_{T0}} + \frac{r_{T0}}{s_r-p_{T0}} = d_{T0} + e_{T0} \cdot s_r.
\]

The obtained results are: \( e_{T0} = 3.22 \times 10^{-11} \) and \( d_{T0} = 1.48 \times 10^{-3} \), which can be further represented by an \( R-C \) parallel cell. With this simplification, the positive parasitic capacitance \( 2(C_c+C_p) \) and its parallel resistance is obtained. As the complex pole pair is thrown away during the approximation, the fitting precision of the real part of \( Z_{T0} \) is impaired at high frequencies, since the complex poles are indispensable for obtaining high fitting precision around the resonance frequency, as shown in Fig. 9(a). However, trade-offs have to be accepted with this lumped-element equivalent circuit.

The final circuit representation for impedance \( Z_{T0} \) is shown in Fig. 10(b). The impedance \( Z_{T0}/2 \) is contained in the dashed box. The elements of the \( R-L \) cells are calculated with the real pole-residue pairs listed in Table III. These components can be interpreted as the Partial Element Equivalent Circuits (PEEC) for modeling the eddy current effect.

![Table II](image)

**TABLE II**

**MEASUREMENT CONFIGURATIONS FOR THE PROPOSED EXTRACTION PROCEDURE**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Measurement Configuration</th>
<th>Element</th>
<th>Equivalent Circuit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_1 )</td>
<td>( 2C_c+2C_p )</td>
<td>( 2(C_c+C_p) )</td>
<td></td>
</tr>
<tr>
<td>( T_0 )</td>
<td>( Z_1/2 ); ( 2C_c+C_p )</td>
<td>( 2(C_c+C_p) )</td>
<td></td>
</tr>
<tr>
<td>( T_2 )</td>
<td>( (Z_1+Z_2)/2 ); ( 2(C_c+C_p) )</td>
<td>( 2(C_c+C_p) )</td>
<td></td>
</tr>
</tbody>
</table>

Configuration \( T_2 \) is used as the last step of the procedure to identify the equivalent circuit of \( Z_{T2} \). A rough calculation is first performed at 100 kHz to estimate the CM inductance with \( \text{Im}(Z_{T2}) = \omega L_{CM}/2 \), giving \( L_{CM} = 382.4 \) \( \mu \)H. Similar to
being identified [see Fig. 10(b)], the magnetizing impedance complex poles) represent the admittance $2(\text{Z})$. According to the equivalent circuit $T_2$ in Table II, as seen, the simulated results agree well with the measured data in Fig. 9(b) in terms of real part and magnitude. The values $F_i$ for the poles of $Z_{T0}$ and $Z_2$ are listed in Table III and the $F_i$ of the $L(190 \, \mu\text{H})$-$R(4 \, \text{m}\Omega)$ branch is much larger than the others. Therefore, it has the most important influence in $Z_2$. The 190 \, \mu\text{H} inductance is in fact the CM filtering inductance because it is half the CM inductance $L_{CM}$ estimated from $Z_{T2}$. The simulated impedance of $Z_{T2}$ is compared with measured data in Fig. 9(b) in terms of real part and magnitude. As seen, the simulated results agree well with the measurements up to 30 MHz.

With the parasitic capacitances obtained from the three configurations, three linear equations expressed in (15) can be established, giving the values of the stray capacitances: $C_\text{s} = 6.1 \, \text{pF}$, $C_\text{e} = 7.2 \, \text{pF}$ and $C_\text{p} = 8.9 \, \text{pF}$.

$$2C_\text{s} + 2C_\text{p} = 30 \, \text{pF}$$
$$2C_\text{e} + 2C_\text{p} = 32.2 \, \text{pF}$$
$$2C_\text{e} + 2C_\text{s} = 26.7 \, \text{pF}$$

Table III

<table>
<thead>
<tr>
<th>Poles</th>
<th>Residues</th>
<th>$F_i$</th>
<th>Poles</th>
<th>Residues</th>
<th>$F_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-7.3080E+07$</td>
<td>3.6178E+06</td>
<td>0.05</td>
<td>$-7.3080E+07$</td>
<td>3.6178E+06</td>
<td>0.05</td>
</tr>
<tr>
<td>$+5.5497E+08$</td>
<td>1.2353E+06</td>
<td>0.01</td>
<td>$+5.5497E+08$</td>
<td>1.2353E+06</td>
<td>0.01</td>
</tr>
<tr>
<td>$-8.8457E+07$</td>
<td>1.9049E-05</td>
<td>0.0</td>
<td>$-8.8457E+07$</td>
<td>1.9049E-05</td>
<td>0.0</td>
</tr>
<tr>
<td>$-1.8105E+06$</td>
<td>3.6178E+06</td>
<td>0.05</td>
<td>$-1.8105E+06$</td>
<td>3.6178E+06</td>
<td>0.05</td>
</tr>
<tr>
<td>$-2.3224E+05$</td>
<td>3.6178E+06</td>
<td>0.05</td>
<td>$-2.3224E+05$</td>
<td>3.6178E+06</td>
<td>0.05</td>
</tr>
</tbody>
</table>

$Z_{T0}$, the admittance form $Y_{T2}$ is processed for the fitting using a rational function with $m = 6$ and $n = 5$. As shown in Fig. 8(c), the fitting stops at 30 MHz, just before the second resonance that cannot be modeled by the lumped-element equivalent circuit in Fig. 7. The fitting results are shown in Table III. According to the equivalent circuit $T_2$ in Table II, $c_{T2}$ corresponds to the value of the parasitic capacitance $2(C_\text{e}+C_\text{g})$ whereas the remaining parts (i.e. $d_{T2}$, real poles and complex poles) represent the admittance $2(Z_0+Z_2)^{-1}$. With $Z_1$ being identified [see Fig. 10(b)], the magnetizing impedance $Z_2$ is calculated by subtracting the contribution of $Z_1$. The IRFA is applied again to get the pole-residue information of the admittance $Y_2(s)=1/Z_2(s)$, as listed in Table III. Note that a real pole $p = -2.1616E+08$ with negative residue $r = -9.4903E+04$ is extracted. This negative pole-residue is treated with the method presented in Table I, resulting in a positive $R(2.28 \, \text{k}\Omega)$-$(C2.03 \, \text{pF})$ series branch, which is interpreted as the nonmagnetic HF losses in the ferrite material due to the capacitive isolation of the grains [23].

The final equivalent circuit of $Z_{T2}/2$ and $Z_{T2}$ is shown in Fig. 10(c). In $Z_{T2}$, the $L(190 \, \mu\text{H})$-$R(4 \, \text{m}\Omega)$ branch presents the dominant pole according the definition: a pole $p_i$ with its residue $r_i$ is called dominant pole if its $F_i = |r_i/\text{Re}(p_i)|$ is much larger than the other poles. The values $F_i$ for the poles of $Z_{T0}$ and $Z_2$ are listed in Table III.

V. EXPERIMENTAL VERIFICATION AND DISCUSSION

A. Experimental Verification

To validate the HF model and the procedure, the planar CM choke is first examined by impedance measurements. Two
measurement configurations are chosen: open circuit \( Z_o \) and short circuit \( Z_{SC} \). These two configurations correspond to extreme loaded impedances for the component. Using SPICE, an AC analysis from 40 Hz to 30 MHz (Log Sweep) is performed on the identified HF model and the simulation results are compared with measurements data, as shown in Fig. 11. It can be seen that the simulated curves match closely with the measured ones from 40 Hz to 30 MHz.

As there are many small-valued elements in the model, the sensitivity of the model should be examined. Some qualitative results are given for this analysis.

1) The three parasitic capacitances \( C_s \), \( C_p \) and \( C_c \) affect the resonance frequency and the response beyond the resonance.
2) In \( Z_1 \) and \( Z_2 \), the branches of dominant poles determine the behavior of the model on the inductive region. The model is less sensitive to the parameters in the branches of non-dominant poles.
3) The impedance around the resonance varies rapidly so they are sensitive to the dominant poles branches, the complex pole-pairs branches and parasitic capacitances.

In a word, the model is quite robust because the behavior of the model does not change abruptly due to small variations of some parameters. However, cares should always be taken during the measurements and the fitting process to guarantee a good accuracy of the extracted model.

Next, an EMI filter using the topology shown in Fig. 1 is realized with the planar CM choke, as shown in Fig. 12(a). The leakage of the CM choke acts as differential mode (DM) inductors. The impedance of the CM capacitors (4.7 pF) and the DM capacitor (68 nF) are measured by impedance analyzer. The equivalent circuit for the capacitors is given in Fig. 12(b) and their impedance \( Z_c(s) \) can be expressed by:

\[
Z_c(s) = R_{ESR} + sL_{ESL} + \frac{R_p}{sCR_p + 1} \tag{16}
\]

where \( R_{ESR} \) stands for equivalent series resistance and \( L_{ESL} \) for equivalent series resistance. To get the values of the parameters, (16) can be fitted by the IRFA method using a rational function (1) with \( m = 2 \) and \( n = 1 \). The IL of the filter is measured on an Agilent 5071C network analyzer using a four-port S parameter measurement method [9] [see Fig. 12(c) and (d)]. The S parameter matrix \([S_{ij}] \) is measured from 100 kHz to 30 MHz with logarithmic sweep. Post-processing of this matrix is performed to obtain the mixed-mode S parameter \( S_{cc21} \) and \( S_{dd21} \) through the following equations:

\[
S_{cc21} = \frac{1}{2} (S_{21} + S_{23} + S_{41} + S_{43}) \tag{17}
\]

\[
S_{dd21} = \frac{1}{2} (S_{21} - S_{23} - S_{41} + S_{43})
\]

where \( S_{cc21} \) and \( S_{dd21} \) give the CM and DM insertion loss for the EMI filter, respectively [9]. Moreover, a four-port S parameter simulation is performed over the same frequency range with the same configuration as Fig. 12(c). The simulated CM IL \( S_{cc21\text{sim}} \) and DM IL \( S_{dd21\text{sim}} \) are deduced by (17) as well. The comparison between the measured ILs and the simulated ones are presented in Fig. 13. It can be seen that the simulated result closely matches the measurement for common mode. However, large difference at HF is observed for the differential mode. This is due to the parasitic coupling effects among the choke, capacitors and trace loop [4], [11], which are not considered in this model. However, this is out of the scope of this paper.

B. Discussion

Through the IRFA method, accurate models for CM chokes can be built from impedance measurements. However, several important aspects of the model and the procedure should be addressed.

1) Passivity: As the whole extraction procedure treats passive magnetic components, the passivity issues have to be
considered. The passivity of a component requires that the component be dissipative in energy. However, the IRFA method cannot guarantee the passivity of the calculated rational function. During the past ten years, many works have been reported on the passivity verification and enforcement techniques [24, 25]. In this paper, all the extracted results are verified to be passive using the method of [24]. In practice, as CM chokes are naturally dissipative in HF due to core losses and copper losses, the passivity is usually respected if fitting precision is good enough.

2) Distributed effect: Due to the distributed effect, manual adjustments are needed to avoid negative elements, which require some experience about the equivalent circuit synthesis. This is the limit of using a lumped-element equivalent circuit model. The model presented in this paper is effective up to 30 MHz, which corresponds to the frequency range of interest for the conducted emissions. Nonetheless it is necessary to consider the distributed effect to cover frequencies beyond 30 MHz, which requires implementing a distributed circuit model.

3) Saturation: CM chokes always work under flux bias which will cause saturation effect [26]. The proposed model is established on the basis of small signal measurements. Therefore, the error of the model will increase as the current increases. However, the primary focus of the paper is to propose a small signal HF model of CM chokes that can be systematically synthesized. As the first step, the small signal model is now available and it can then be coupled with non-linear cell that accounts for the saturation of the magnetic material, which is the objective of a future study.

VI. CONCLUSION

In this paper, a HF equivalent circuit model of CM chokes used in EMI filter is proposed incorporating a systematic extraction procedure. The procedure uses an iterative rational function approximation method to extract pole-residue form expressions from impedance measurements. Based on the pole-residue information, a systematic synthesis method is applied to generate the equivalent circuit. The proposed procedure gives accurate models in a short time. This procedure is applied on a planar CM choke and is validated by simulations and measurements.

APPENDIX

According to the SK iteration, the denominator of the iteration t-1 $D^{t-1}(s_k)$ is divided at both sides of the equation (3) of the iteration t, resulting in (6) and

$$N^{t-1}(s_k)\left[D^{t-1}(s_k)\right]^* = 2\max(s_k)D^{t-1}(s_k)\left[D^{t-1}(s_k)\right]^* \quad \text{(18)}$$

where the superscript * denotes the complex conjugate. For magnetic components, the imaginary part of the impedance ($Z=\omega L$) is much larger than its real part (losses) in the inductive region. This unbalance will lead to a low fitting quality for the real part during the least square process. In order to achieve a balanced fitting precision between the real part and the imaginary part, the real and imaginary parts of (18) are normalized respectively by $1/\text{Re}[Z^{t-1}(s_k)]$ and $1/\text{Im}[Z^{t-1}(s_k)]$ as weighting factors:

$$\text{Re}\left[Z^{t-1}(s_k)\right] = \frac{\left[D^{t-1}(s_k)\right]^*}{\text{Re}[N^{t-1}(s_k)\left[D^{t-1}(s_k)\right]^*]} \quad \text{(19)}$$

Combining the SK iteration (18) with the weighting factors (19), the final formulations (7) and (8) are derived.
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