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1 INTRODUCTION

Mobile Internet traffic continues to increase exponentially. By 2020, there will be nearly eight times more mobile Internet traffic than in 2016 [1]. To satisfy that growth of data traffic through a more efficient usage of the radio spectrum, spectrum sharing has been proposed. Traditionally, spectrum sharing refers to the situation where a secondary user like a Mobile Network Operator (MNO) uses a portion of the spectrum initially licensed to another incumbent user, by obtaining a license from the regulator via an auction mechanism. In this context, different truthful auction mechanisms have been proposed, and differ in terms of allocation (who gets the spectrum) but also on revenue. Since those mechanisms could generate an extremely low revenue, we extend them by introducing a reserve price per bidder which represents the minimum amount that each winning bidder should pay. Since this may be at the expense of the allocation fairness, for each mechanism we find by simulation the reserve price that optimizes a trade-off between expected fairness and expected revenue. Also, for each mechanism, we analytically express the expected revenue when valuations of operators for the spectrum are independent and identically distributed from a uniform distribution.

2 SYSTEM MODEL

2.1 Interference and spectrum reusability

Each base station acts as a player, that is, an operator wishing to use some LSA spectrum. We consider $N$ base stations of different operators, so we will use the terms operator, base station and bidder interchangeably in the paper. In reality, each base station is not necessarily in direct competition with all the others: when two base stations do not interfere, they can use the same LSA spectrum simultaneously. Hence, a well-designed spectrum mechanism has to take spectrum re-usability in consideration to make the most out of the spectrum.
A way to exploit the re-usability is to transform the competition between the $N$ base stations into a competition between $M$ groups, in such a way that any two base stations in the same group do not interfere: one can then allocate the same spectrum to all the base stations of the same group. That same approach is taken in [3, 4, 13, 16]. It can be captured in a model by using a so-called interference graph. Figure 1 shows an example of an interference graph built from the overlapping of the different coverage areas: base stations are represented by vertices, an edge between two vertices meaning that those base stations interfere. In our example, base stations in the set $\{1, 3, 5\}$ can use the same spectrum simultaneously. An example of groups constitution for the instance of Figure 1 is: $g_1 = \{1, 3, 5\}$, $g_2 = \{2, 5\}$ and $g_3 = \{1, 4\}$. Notice that groups can be formed in different ways. In this paper, we suppose that groups are formed by the auctioneer before the actual auction and are advertised to bidders before any bids are submitted. Additionally, since the mechanisms in [3, 16] are truthful only when each base station belongs to only one group, we assume the groups formed by the auctioneer satisfy that constraint.

### 2.2 Players preferences

We suppose that each bidder (operator) $i = 1, \ldots, N$ has a constant marginal valuation $v_i$ for spectrum and a quasilinear utility function: for a given mechanism $\text{Mec}$, if it obtains a fraction $\alpha_i^\text{Mec} > 0$ of all the available bandwidth and pays $p_i^\text{Mec}$, $i$'s utility then is:

$$u_i(\alpha_i^\text{Mec}, p_i^\text{Mec}) = \alpha_i^\text{Mec} v_i - p_i^\text{Mec}.$$

Otherwise its utility is zero. Notice that we have assumed in-distinguishable channel properties [14, 15], i.e., operators are only sensitive to the amount of bandwidth—and not to the specific bands—they can use.

### 2.3 Fairness and regulator’s utility

The utility of the regulator depends on the revenue of the mechanism $\text{Rev}^\text{Mec}$, which is equal to $\sum_{i=1}^{N} p_i^\text{Mec}$, but also on the fairness of the allocation. That second criterion needs to be quantified: several definitions are used to quantify fairness [7, 9], we decide to use Jain’s fairness index $J$, which is given for an allocation vector $\alpha$, by

$$J(\alpha) = \frac{\left(\sum_{i=1}^{N} \alpha_i^2\right)}{N \sum_{i=1}^{N} \alpha_i^2}.$$

This index is a continuous function of the allocation, and measures its equity: if for any two base stations $i$ and $j$, $\alpha_i = \alpha_j$ then $J$ is maximum and equal to 1, and if the bandwidth is allocated to only one base station then $J$ is minimum and equal to $\frac{1}{N}$. Note that in our case, we can have $\sum_i \alpha_i > 1$ due to spectrum being possibly used by several non-interfering base stations.

In this paper, we assume the regulator is sensitive both to the revenue from the auction and the allocation fairness. More specifically, we suppose that, given a mechanism, the normalized utility of the regulator $U^\text{Reg}$ is of the form

$$U^\text{Reg}_i = \beta J(\alpha^\text{Reg}) + (1 - \beta) \frac{\text{Rev}^\text{Mec}}{\text{Rev}^\text{max}},$$

where $\beta \in [0, 1]$ is the weight that the regulator puts on fairness relative to revenue, and $\text{Rev}^\text{max}$ is the maximum revenue over the set of candidates mechanisms that we use to normalize the revenue criterion in (2).

### 3 CANDIDATE LSA AUCTION MECHANISMS

In this section, we briefly review the auction mechanisms that have been proposed in the context of LSA spectrum allocation, and that we modify (adding a per-bidder reserve price) and compare in this paper.

LSAA [13] was the first auction mechanism proposed specifically for the LSA context. To evaluate the performance of that mechanism in terms of revenue, its authors compare LSAA with TAMES [3] and TRUST [16], two other applicable auction schemes. The classical VCG [8] scheme can be applied to LSA. Finally, another mechanism called Proportional Allocation Mechanism (PAM) [4] has been recently proposed as a candidate mechanism for LSA spectrum allocation and pricing. Contrary to the previous mechanisms which allocate the whole bandwidth to one and only one group, PAM divides the bandwidth among groups in proportion to their group bids (a value summarizing the bids of a group). In addition to allocation fairness and revenue, some interesting properties of an auction mechanism include:

- **Truthfulness**: For every bidder $i$ and every fixed set of bids from the other bidders, proposing a bid $b_i = v_i$ maximizes $i$’s utility. Truthfulness ensures that operators will not bid strategically, since their best option is simply to reveal their true valuation.

- **Individual rationality**: Every bidder has an interest to participate in the auction implying that truthful bidders are guaranteed non-negative utility by the mechanism.

We are interested in TAMES, TRUST, VCG and PAM because they verify the previous two proprieties (while LSAA is not truthful). Following [6], we extend the previous mechanisms by introducing a reserve price per bidder $R$. Notice that PAM contains $R$ by definition. In the following, we explain those mechanisms, before introducing the reserve price $R$. All used notations are summarized in Table 1.
Table 1: Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R )</td>
<td>reserve price per bidder, set by the auctioneer</td>
</tr>
<tr>
<td>( M )</td>
<td>number of groups</td>
</tr>
<tr>
<td>( N )</td>
<td>total number of players (operators)</td>
</tr>
<tr>
<td>( g_k )</td>
<td>set of players in group ( k )</td>
</tr>
<tr>
<td>( n_k )</td>
<td>number of players in group ( k )</td>
</tr>
<tr>
<td>( b_i )</td>
<td>bid of player ( i )</td>
</tr>
<tr>
<td>( b_{(j)}^{(k)} )</td>
<td>jth minimum bid within group ( k )</td>
</tr>
<tr>
<td>( (b_{(j)}^{(k)})^{-1} )</td>
<td>jth minimum bid within group ( k ) excluding ( i )</td>
</tr>
<tr>
<td>( b^{-i} )</td>
<td>bids of all players except ( i )</td>
</tr>
<tr>
<td>( B_{Tot} )</td>
<td>sum of all bids of all groups</td>
</tr>
<tr>
<td>( B_i^{-g} )</td>
<td>sum of bids of the group to which ( i ) belongs, ignoring ( i )'s bid</td>
</tr>
<tr>
<td>( B_{Tot}^{-i} )</td>
<td>sum of the total bids of all groups ignoring ( i )'s bid</td>
</tr>
</tbody>
</table>

3.1 TAMES
TAMES [3] defines the groupbid of group \( k \) as \( b_{(1)}^{(k)} (n_k - 1) \). Then players of the group with the highest groupbid are winners (i.e., each one can use the whole auctioned spectrum), except the player with the lowest bid \( b_{\text{win}}^{(1)} \), where \( \text{win} \) is the winning group. Each winning player pays that price \( b_{\text{win}}^{(1)} \).

3.2 TRUST
TRUST [16] computes the groupbid of group \( k \) as \( b_{(1)}^{(1)} n_k \). All players of the group with the highest groupbid are winners (they can use the whole spectrum) and each one pays \( \frac{b_{\text{TRUST}}^{(1)}}{n_{\text{win}}} \), where \( B_{\text{TRUST}}^{\text{second}} \) denotes the second-highest groupbid and \( n_{\text{win}} \) is the cardinal of the winning group.

3.3 VCG
VCG [8] computes the groupbid of group \( k \) as \( \sum_{i=1}^{N} b_i 1_{i \in g_k} \) and allocates the whole spectrum to the group \( g_{\text{win}} \) with the highest groupbid. Players should pay the “damage” in term of efficiency they impose i.e., each player pays his/her “social cost” (how much her presence hurts the others). We denote by \( B_{\text{VCG}}^{\text{win}} \) the groupbid of the winning group and by \( B_{\text{VCG}}^{\text{second}} \) the second highest groupbid. If a player belongs to a losing group, she pays 0 because whether being present or not the winning group is unchanged. If a player belongs to the winning group then we can distinguish two cases: if her presence does not change the outcome i.e., \( B_{\text{VCG}}^{\text{win}} - b_i \geq B_{\text{VCG}}^{\text{second}} \) then he/she pays 0, otherwise he/she pays \( B_{\text{VCG}}^{\text{second}} - (B_{\text{VCG}}^{\text{win}} - b_i) \). To summarize, the price paid by player \( i \) submitting bid \( b_i \) is given by:

\[
P_i^{\text{VCG}} = \begin{cases} 
0 & \text{if } B_{\text{VCG}}^{\text{second}} - (B_{\text{VCG}}^{\text{win}} - b_i) \geq 0, \\
B_{\text{VCG}}^{\text{second}} - (B_{\text{VCG}}^{\text{win}} - b_i) & \text{otherwise,}
\end{cases}
\]

3.4 Proportional Allocation Mechanism (PAM)
To each group \( k \), PAM [4] allocates a fraction \( \alpha_i \) of the bandwidth in proportion to the bids submitted by players belonging to that group i.e., \( \alpha_i = \frac{\sum_{j=1}^{N} b_j 1_{j \in g_k}}{B_{\text{Tot}}} \) and each player pays an amount computed to ensure incentive compatibility, given by [4]:

\[
p_i^{\text{PAM}} = \frac{b_i + B_{g}^{-i} + R + B_{Tot}^{-i}}{b_i + B_{Tot}^{-i}} - 1.
\]

3.5 Introducing a per-bidder reserve price
Without introducing a reserve price, all those mechanisms may generate an extremely low revenue. For TAMES and TRUST, if the minimum valuation in each group is low then the revenue will be low. For VCG, suppose we have two groups such that the first group is composed by two players with valuations respectively 2 and 3 and the second group is composed by one player with valuation equal to 1; then in this situation group one wins the auction and each player pays zero. Traditionally, to avoid those situations, the seller fixes a reserve price in such a way that his revenue will be at least that fixed amount which will be paid by the winning group. This is usually simple to implement: the seller submits a bid on its own, whose value is the reserve price. Then, mechanisms are unmodified and allocate the resource to the seller if the groupbids are below the reserve price, which with classical mechanisms yields the wanted property, i.e., a selling price below the reserve price. But in our case, that method does not work. We illustrate that by the following example.

Consider a situation of two groups composed by four and one players respectively, with bids \{1, 1, 1, 1\} and \{2\}, for which we apply VCG with a reserve price of 2. If we directly apply VCG with an extra bid (from the seller) of value 2, then group one is the winning group and each player of group one pays zero, hence a revenue lower than the reserve price. On the other hand, if we force players of group one to pay 2 altogether then each player has to pay 0.5 since bids are equal. However, for each player proposing a bid lower than 0.5 leads to a strictly higher utility, hence some incentive issues that arise. To summarize, introducing a seller-centered reserve price is not easily doable in our context.

Hence we prefer to introduce a reserve price per bidder, that is, a minimum unit price that each winner will pay. Notice that after introducing the reserve price per bidder, there is no guarantee on the seller revenue since the number of users paying that reserve price is unknown a priori, but getting some guarantees on what each individual winner will pay can also be desirable from the regulator point of view, since it reflects the seriousness of the candidates for spectrum usage. Note also that such a per-bidder reserve price has already been proposed, for auctions in other contexts [6].

4 ENHANCED MECHANISMS WITH RESERVE PRICES
In this section, we explain how to introduce a reserve price \( R \) per bidder in each mechanism as explained in the previous subsection. We then prove that all the mechanisms keep their incentive properties.

Note that the per-bidder reserve price was already included in the construction of PAM, so in this section we focus on the three other candidate mechanisms, namely TRUST, TAMES, and VCG.


We propose here a generic way to modify the existing mechanisms, so as to take into account a per-bidder reserve price \( R \) set by the auctioneer.

For each mechanism, we apply two changes with respect to the initial version:
- each bidder with bid below \( R \) is simply ignored;
- we then apply the mechanism allocation and payment rules on the remaining bidders, but possibly affect the unit price by taking the maximum of \( R \) and the one given by the mechanism.

In the rest of the paper, we use a "bar" for the notations in Table 1 to represent the first modification, i.e., the removal of bidders with bids below \( R \). As an example, \( \bar{g}_k \) denotes \( g_k \) without bids below \( R \).

Expressing mathematically the second change, we can then write that winning player pays a unit price equal to \( \max\{R, b_i^{\text{Mec}}\} \).

### 4.2 Incentive properties of the enhanced mechanisms

In this subsection, we prove that the modified mechanisms maintain their incentive properties.

**Proposition 4.1.** The modified version of TAMES with any per-bidder reserve price \( R \) is still incentive compatible.

**Proof.** We consider a player \( i \) in a group \( k \), and distinguish two cases:

- **Case 1:** \( v_i < R \). Player \( i \) cannot do better than bidding truthfully (and not getting any resource) since she is sure to be charged more than she is willing to pay if she obtained some resource.

  - if \( b_i > (b_k^{VCG)})^{-i} \):
    - \( (b_k^{VCG})^{-i}(\rho_k - 1) > \bar{b}_{TAMES} \): bidding truthfully leads to a utility equal to \( v_i - (b_k^{VCG})^{-i} > 0 \), while any other bid \( b_i \geq \frac{\bar{b}_{TAMES}}{(\rho_k - 1)} \) leads to the same utility and any bid \( b_i \leq \frac{\bar{b}_{TAMES}}{(\rho_k - 1)} \) leads to a null utility.
    - \( (b_k^{VCG})^{-i}(\rho_k - 1) > \bar{b}_{TAMES} \): bidding truthfully leads to a null utility because group \( k \) loses the auction. Player \( i \) could not change the outcome by proposing \( b_i \geq (b_k^{VCG})^{-i} \) because the groupbid is still the same, on the other hand, if she proposes a bid lower than \( (b_k^{VCG})^{-i} \) then the groupbid will be lower than the previous one. Hence, in this situation any bid results in a utility equal to zero.

- **Case 2:** \( v_i \geq R \).
  - if \( b_i < (b_k^{VCG})^{-i} \): bidding truthfully leads to a null utility. We can distinguish the following cases:
    - by proposing a bid \( b_i < (b_k^{VCG})^{-i} \) player \( i \) is still a losing player.
    - by proposing a bid \( b_i > (b_k^{VCG})^{-i} \), group \( k \) may win the auction, however player \( i \) will pay \( (b_k^{VCG})^{-i} \) leading to a negative utility.

To conclude, bidding truthfully maximizes player’s utility in all possible cases.

**Proposition 4.2.** The modified version of TRUST with any per-bidder reserve price \( R \) is still incentive compatible.

**Proof.** The proof follows steps similar to the one for TAMES, the details are given in Appendix A.

**Proposition 4.3.** The modified version of VCG with any per-bidder reserve price \( R \) is still incentive compatible.

**Proof.** We can distinguish two cases:

- **Case 1:** player with \( v_i < R \): this player has no interest to propose a bid \( b_i \geq R \) because if he wins he will pay at least \( R \) leading to a negative utility.

- **Case 2:** player with \( v_i \geq R \) who belongs to the group \( k \): we can distinguish two cases:
  - if \( (b_k^{VCG})^{-i} + v_i > (b_k^{VCG})^{-i} \): bidding truthfully leads to a strictly positive utility \( v_i - R \).
  - if \( (b_k^{VCG})^{-i} + v_i \leq (b_k^{VCG})^{-i} \): bidding truthfully leads to the same utility and otherwise.

To conclude, bidding truthfully maximizes player’s utility in all possible cases.

### 5 Analytical Expression of Average Revenue

In the following, we provide analytical expressions of the average revenues of the mechanisms, under two assumptions:

- each player belongs to one and only one group.
- Valuations of players are drawn from the uniform distribution on the interval \([a, b]\).

**5.1 TAMES**

After introducing a reserve price \( R \), the groupbid of \( g_k \) under TAMES is

\[
B_k^{TAMES} = (n_k - 1)b_k^{\text{i}(1)} \times \prod_{i=2}^{n_k-1} b_k^{\text{i}(1)} \times R^{\times k}.
\]

We denote by \( B_{\text{max}}^{TAMES} = \max\{B_1^{TAMES}, ..., B_n^{TAMES}\} \) the revenue of TAMES is equal to \( B_{\text{max}}^{TAMES} \). Hence the average revenue \( \text{Rev}_{TAMES} \).
is given by:

\[
\text{Rev}_{\text{TAMES}} = \int_0^\infty (1 - \mathbb{P}(B_{\text{max}} \leq x)) \, dx
\]

\[
= \int_0^\infty (1 - \mathbb{P}(B_{\text{TAMES}} \leq x)) \, dx
\]

\[
= \int_0^\infty (1 - \prod_{i=1}^M \mathbb{P}(B_i \leq x)) \, dx
\]

Notice that for each \(1 \leq i \leq M\), \(\mathbb{P}(B_i \leq x) = \mathbb{P}(S_{n_i} \leq x)\).

### 5.2 TRUST

After introducing \(R\), the group bid of \(g_k\) under TRUST is

\[
B_k^{\text{TRUST}} = n_k b_k^{(i)} k^{(i)} \geq R + \sum_{i=1}^{n_k} b_k^{(i)} k^{(i)} \geq R
\]

We denote by \(B_{\text{max}}^{\text{TRUST}} = \max(B_k^{\text{TRUST}}, B_{k+1}^{\text{TRUST}}, \ldots, B_M^{\text{TRUST}})\).

The winning group which is composed by \(R\) players will not pay always the second highest group bid. In fact, we can distinguish two cases: if \(R \times \frac{n}{k} \geq B_{\text{max}}^{\text{TRUST}}\) then each player of the winning group pays \(R\) i.e., the revenue equal to \(R \times \frac{n}{k}\) otherwise each player of the winning group pays \(B_{\text{max}}^{\text{TRUST}}\), i.e., the revenue equal to \(B_{\text{max}}^{\text{TRUST}}\).

Let us compute the payment \(P_k^{\text{TRUST}}\) of the group.

\[
P_k^{\text{TRUST}} = n_k R \begin{cases} 1 & k^{(i)} \geq R \\ 0 & k^{(i)} < R \end{cases}
\]

\[
= n_k R \begin{cases} 1 & k^{(i)} \geq n_k R \\ 0 & k^{(i)} < n_k R \end{cases}
\]

\[
= n_k R \begin{cases} 1 & B_{\text{max}}^{\text{TRUST}} \geq (n_k - i) R \\ 0 & B_{\text{max}}^{\text{TRUST}} < (n_k - i) R \end{cases}
\]

Therefore, the average payment \(P_k^{\text{TRUST}}\) of the group \(k\) is given by:

\[
P_k^{\text{TRUST}} = \int_0^R n_k \int_{n_k R}^{B_{\text{max}}^{\text{TRUST}}} f(B_k, B_{\text{max}}) dB_k dB_{\text{max}} + 
\]

\[
\int_R^\infty n_k \int_{n_k R}^{B_{\text{max}}^{\text{TRUST}}} f(B_k, B_{\text{max}}) dB_k dB_{\text{max}}
\]

\[
\int_0^R \int_{n_k R}^{B_{\text{max}}^{\text{TRUST}}} \int_{R}^\infty f(B_k, B_{\text{max}}) dB_k dB_{\text{max}}
\]

Notice that the CDF of \(B_{\text{max}}^{\text{TRUST}}\) is given by:

\[
\mathbb{P}(B_{\text{max}}^{\text{TRUST}} \leq x) = \mathbb{P}\left(\bigcap_{i=1}^M \mathbb{P}(B_i \leq x)\right)
\]

With \(\mathbb{P}(B_i \leq x) = \mathbb{P}(S_{n_i} \leq x)\) (see Appendix B) and the joint CDF of \((b^{(i)}_k, b^{(i)}_{k+1})\) is given in Appendix B (10) and by replacing \(n\) with \(n_k\) Hence the average revenue \(\text{Rev}_{\text{TRUST}}\) is given by:

\[
\text{Rev}_{\text{TRUST}} = \sum_{k=1}^M P_k^{\text{TRUST}}
\]

### 5.3 VCG

Under VCG the group bid of a group \(k\) is the sum of bids of its members. \(\bar{B}_k = \sum_{i=1}^n b_i \cdot b_{g_i} \geq R\). We denote by \(M^{-k} = \max\{B_1, \ldots, B_{k-1}, B_{k+1}, \ldots, B_M\}\). To win the auction, group \(k\) has to propose a bid \(B_k^{\text{VCG}}\) greater than \(M^{-k}\). After introducing the minimum amount, the revenue from a player \(i\) is:

\[
\begin{cases} 
R, & \text{if } B_i^{\text{VCG}} \leq M^{-k} = \leq R \leq b_i \\
R, & \text{if } B_i^{\text{VCG}} < R < M^{-k} < b_i \\
\max\{R, M^{-k} - B_i^{\text{VCG}}\}, & \text{if } R \leq B_i^{\text{VCG}}, R < M^{-k} < B_i^{\text{VCG}}.
\end{cases}
\]

Hence the average revenue from a player \(i\) is:

\[
P_i^{\text{VCG}} = \int_0^R \int_0^{B_i^{\text{VCG}}} f(B_i, B_k) dB_k dB_i + 
\]

\[
\int_R^\infty \int_0^{B_i^{\text{VCG}}} f(B_i, B_k) dB_k dB_i + 
\]

\[
\int_0^R \int_0^{B_i^{\text{VCG}}} f(B_i, B_k) dB_k dB_i + 
\]

\[
\int_0^R \int_0^{B_i^{\text{VCG}}} f(B_i, B_k) dB_k dB_i + 
\]

\[
\int_0^R \int_0^{B_i^{\text{VCG}}} f(B_i, B_k) dB_k dB_i + 
\]

Finally \(\text{Rev}_{\text{VCG}} = \sum_{i=1}^N P_i^{\text{VCG}}\).

### 5.4 PAM’s average revenue

The average payment of a player \(i\) is given by:

\[
P_i^{\text{PAM}} = \mathbb{E}[v_{i1}, \ldots, v_{iN}] P_i^{\text{PAM}}
\]

Before computing (7), let us introduce the following notations:

- \(f_{i}\) probability density function of valuation of player \(i\).
- \(F_{i}\) cumulative density function of valuation of player \(i\).
- \(\phi_i(v_i)\): virtual valuation of player \(i\), \(\phi_i(v_i) = v_i - 1-F_i(v_i)\).

We will use Rougharden’s formula [12] for the expected revenue of an auction. This formula can be illustrated as follows: if the allocation rule is monotone and the cumulative density function of
each player $F_i$ is regular, i.e. the virtual valuation is an increasing function of $v_i$ then we have

$$\bar{p}_{PAM}^i = \mathbb{E}_{v_1, \ldots, v_N} (\alpha_i(v_i)\varphi(v_i))$$  \hspace{1cm} (8)

Notice that there is no need to compute the revenue generated from each player: hence players are iid, the average revenue generated by players of the same group is the same.

Let us compute $\bar{p}_{PAM}^1$ the average payment of player 1. Without loss of generality, we suppose that

- Player 1 belongs to $g_1$.
- $g_1$ is composed by the first $n_1$ players.

Using (8) we get

$$\bar{p}_{PAM}^1 = \frac{1}{(b-a)^N} \int_a^b \varphi(v_1) \frac{v_1 + B_2^{-1}}{v_1 + B_2^{-1} + B_T^{-1}} \mathbb{I}_{v_1 \geq R} \, dv$$ \hspace{1cm} (9)

Using Appendix D we get: $\bar{p}_{PAM}^1 = \frac{1}{(b-a)^N} \mathbb{I}_3(n_1, N)$ Finally the average revenue of PAM $\text{Rev}_{PAM}$ is: $\text{Rev}_{PAM} = \sum_{i=1}^N \bar{p}_{PAM}^i$.

6 WHAT MECHANISM TO CHOOSE?

In this section we numerically compare the different mechanisms, by performing simulations for fairness and evaluating our previously deduced analytical expressions of average revenue in a given scenario.

6.1 Estimating fairness: simulation setting

We have fixed 100 players ($N = 100$) distributed among five groups such that $n_1 = 25$, $n_2 = 30$, $n_3 = 15$, $n_4 = 10$ and $n_5 = 20$. Valuations are drawn from the uniform distribution over the interval $[0; 50]$. For each reserve price per bidder $R$, we compute the average fairness –using Jain’s index as introduced in (1)–, generated by those mechanisms over 1000 independent draws. The normalized utility is computed using (2), where $\text{Rev}_{\text{max}}$ is the maximum revenue which could be obtained over the set of candidate mechanisms for all possible values of $R$.

6.2 Revenue-fairness tradeoff

In terms of fairness, as shown in Figure 2, PAM is the best for all reserve prices. In terms of revenue, Figure 3 suggests that VCG can generate the highest revenue if the reserve price is set optimally. The trade-off between those criteria is illustrated in Figure 4 when $\beta = 0.5$: the auctioneer can then maximize his average utility by choosing PAM and fixing $R \approx 16$. Generally, with our parameter values, when $\beta < 0.42$ the regulator should choose VCG to maximize the utility, while for $\beta \geq 0.42$ he should choose PAM.

Table 2 shows the optimal mechanisms for some given values of $\beta$, together with the best choice of the reserve price, and the resulting utilities. Notice that other structures of groups may lead to different outcomes.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>Optimal $R$</th>
<th>Optimal Mechanism</th>
<th>Average utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$\approx 26$</td>
<td>VCG</td>
<td>1</td>
</tr>
<tr>
<td>0.4</td>
<td>$\approx 24$</td>
<td>VCG</td>
<td>0.66</td>
</tr>
<tr>
<td>0.5</td>
<td>$\approx 16$</td>
<td>PAM</td>
<td>0.62</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>PAM</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Table 2: Optimal mechanisms and reserve prices for some specific values of $\beta$. 
7 CONCLUSION
In this paper, we have considered four possible auction mechanisms for allocating and pricing spectrum in the context of LSA, which all have good incentive properties.

Since the revenues from those mechanisms can be very low, we have shown how to enhance them by introducing a per-bidder reserve price while maintaining their incentive compatibility. We have also conducted an analytical study of the expected revenue from those auction schemes under some specific assumptions, but numerical methods can also be applied in any setting.

We have finally shown how a regulator could trade-off the allocation fairness and the auction revenue, and how it could select the best-performing mechanism once the relative weights on those criteria are set.

As directions for future works, we would like to relax some of the assumptions made. In particular we want to treat the cases when one base station can be in several groups, and when one player (operator) controls several base stations, which complicates the auction analysis since that player could coordinate several bids. Finally, we intend to focus on the grouping process itself—which was out of the scope of this paper—and its impact on the auction outcome.
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APPENDIX A PROOF OF TRUTHFULNESS OF THE MODIFIED VERSION OF TRUST

Proof. Recall that with TRUST, as for TAMES, only one group wins the whole auctioned spectrum, whose quantity is normalized to 1. Consider a player i who belongs to a group k.

Case 1: \( v_i < R \). The player has no interest to propose a bid above \( R \) because if she wins she would pay at least \( R \), hence a strictly negative utility. Proposing \( b_i = v_i \) (or any other bid below \( R \)) maximizes her utility, which is zero in this situation.

Case 2: \( v_i \geq R \). We consider the following situations:

- if \( v_i > \frac{(b_{k-1})}{R} \) i.e., \( i \) was not the lowest bidder of her group, then:
  - if \( \frac{(b_{k-1})}{R} > \frac{R_{\text{second}}}{R} \) then bidding truthfully ensures a positive utility (because group k is the winning group). By proposing any other bid \( b_i > \frac{R_{\text{second}}}{R} \) \( i \) is still a winning player, and bid \( \frac{R_{\text{second}}}{R} \) would make group \( k \) lose the auction and bidder \( i \) gets null utility.
  - if \( \frac{(b_{k-1})}{R} \leq \frac{R_{\text{second}}}{R} \) bidding truthfully leads to a null utility, player \( i \) could not change the outcome by changing her bid (setting \( b_i \geq \frac{(b_{k-1})}{R} \) has no impact on the groupbid, and setting \( b_i < \frac{(b_{k-1})}{R} \) lowers the groupbid and group \( k \) is still a losing group). Thus, any bid \( b_i \) generates a utility equal to zero.

- if \( v_i < \frac{(b_{k-1})}{R} \) then:
  - if \( \frac{v_i}{R} > \frac{R_{\text{second}}}{R} \) if player \( i \) proposes a bid \( b_i = v = i \) then group \( k \) is a winning group. Any other bid \( b_i > \frac{R_{\text{second}}}{R} \) generates the same utility because group \( k \) is still the winning group, and bids below that value make the group lose the auction, yielding utility 0.
  - if \( \frac{v_i}{R} \leq \frac{R_{\text{second}}}{R} \) then if \( i \) proposes a bid \( b_i = v_i \) then group \( k \) is a losing group, by proposing \( b_i \leq \frac{R_{\text{second}}}{R} \) group \( k \) is still a losing group and by proposing \( b_i > \frac{R_{\text{second}}}{R} \) group \( k \) could be a winning a group (depending on the other bids in her group), however, if it is the case then \( i \) would pay at least \( \frac{R_{\text{second}}}{R} \) leading to a strictly negative utility.

Hence, in all possible scenarios, bidding truthfully maximizes the utility.

APPENDIX B CALCULATIONS RELATED TO TAMES AND TRUST

We denote by \( B = \{b_1, b_2, \ldots, b_n\} \) \( n \) independent and identically distributed random variables drawn from a distribution with PDF \( f \) and CDF \( F \) respectively. We denote by \( \{b_{(1)}, b_{(2)}, \ldots, b_{(n)}\} \) the order statistics i.e., \( b_{(1)} = \min\{b_1, b_2, \ldots, b_n\} \) and \( b_{(n)} = \max\{b_1, b_2, \ldots, b_n\} \). Let \( R \) be a constant. We denote by \( \bar{B} \) the set \( B \) after excluding variables below \( R \). The objectives of this chapter are as follows:

1. To compute the joint CDF of \( b_{(j)}, b_{(j+1)} \) for \( j \in \{1, \ldots, n-1\} \).
2. To compute the CDF of \( S_1^n = \min(\bar{B}) |\bar{B}| \).
3. To compute the CDF of \( S_2^n = \min(\bar{B}) |(\bar{B}) - 1| \).

The first two points are needed to compute the revenue of TRUST, the third point is needed for TAMES.

(1) For computing the joint CDF of \( (b_{(j)}, b_{(j+1)}) \), we can distinguish two cases, if \( x \leq y \) then this event happens either if we have exactly \( j \) variables lower than \( x \), and all the remaining \( n - j \) variables must be greater than \( x \) but not all greater than \( y \) or when we have at least \( j + 1 \) variables lower than \( x \). On the other hand, if \( y < x \) then this event happens when we have at least \( j + 1 \) variables lower than \( y \).

Hence, \( \mathbb{P}(b_{(j)} < x, b_{(j+1)} < y) = \)
\[
\begin{cases}
\sum_{i=j+1}^{n} \binom{i}{j} F(x)^j (1 - F(x))^{n-j} - (1 - F(y))^n - \sum_{i=j+1}^{n} \binom{i}{j} F(y)^j (1 - F(y))^{n-j}, & \text{if } x \leq y \\
\sum_{i=j+1}^{n} \binom{i}{j} F(y)^j (1 - F(y))^{n-j}, & \text{otherwise}
\end{cases}
\]

(10)

(2) To derive \( \mathbb{P}(S_1^n \leq x) \), we can distinguish the following cases:

- \( x < R \): the event \( S_1^n \leq x \) happens when all variables are lower than \( R \) i.e., \( b_{(n)} < R \).
- \( jR < x < (j + 1)R \) where \( j \in \{1, \ldots, (n-1)\} \), the event \( S_1 < x \) is the union of the following disjoint events:
  - All variables are lower than \( R \)
  - \( b_{(n-z)} < R \) for \( z > j \)
- \( nR \leq x \leq nb \), the event \( S_1 < x \) is the union of the following disjoint events:
  - \( R \leq b_{(i)} \leq \frac{x}{n-i+1} \)
  - \( b_{(i+1)} < R \leq b_{(i)} \leq \frac{x}{n-i+1} \)
  - \( b_{(i)} \leq R \)
\[\begin{align*}
\cdot \text{ } nb \leq x, \text{ the event } S_1 < x \text{ happens always. } \\
\text{Hence, } & \mathbb{P}(S_1^0 \leq x) = \\
\begin{cases}
\mathbb{P}(b(n) \leq x), & \text{if } x \leq R \\
\mathbb{P}(b(n) \leq x) + \sum_{i=1}^{j} \mathbb{P}(b(n-i) < R \leq b(n-i+1) \leq \frac{x}{R}), & \text{if } jR \leq x \leq (j+1)R, \\
\mathbb{P}(b(n) \leq x) + \sum_{i=2}^{n} \mathbb{P}(b(i-1) < R \leq b(i) \leq \frac{x}{n-i+1}) + \mathbb{P}(R \leq b(i) \leq \frac{x}{n-i}), & \text{if } nR \leq x \leq nb \\
& \text{otherwise}
\end{cases}
\end{align*}\]

(3) By using an analogous reasoning, we can derive the distribution of \( S_2^0 \) which is given by:
\[\mathbb{P}(S_2^0 \leq x) = \begin{cases}
\mathbb{P}(b(n-1) \leq x), & \text{if } x \leq R \\
\mathbb{P}(b(n-1) \leq x) + \sum_{i=1}^{j} \mathbb{P}(b(n-i-1) < R \leq b(n-i) \leq \frac{x}{R}), & \text{if } jR \leq x \leq (j+1)R, \\
\mathbb{P}(b(n-1) \leq x) + \sum_{i=2}^{n-1} \mathbb{P}(b(i-1) < R \leq b(i) \leq \frac{x}{n-i}) + \mathbb{P}(R \leq b(i) \leq \frac{x}{n-i-1}), & \text{if } (n-1)R \leq x \leq (n-1)b \\
& \text{otherwise}
\end{cases}\]

Finally, to evaluate \( S_1^R \) and \( S_2^R \), we have to compute the following probabilities:

\( \mathbb{P}(b(j) \leq y) \): the event \( b(j) \leq y \) happens when at least \( j \) among \( n \) variables are lower than \( y \), this is given by:
\[G_j(y) = \mathbb{P}(b(j) \leq y) = \sum_{i=j}^{n} f(y)^i (1 - F(y))^{n-i}\] (13)

\( \mathbb{P}(b(j) < y_1 < b(j+1) < y_2) \) where \( (j \leq n-1) \) and \( (y_2 > y_1) \), this event happens when we have exactly \( j \) variables lower than \( y_1 \), and all the remaining \( n-j \) variables must be greater than \( y_1 \) but not all greater than \( y_2 \):
\[\mathbb{P}(b(j) < y_1 < b(j+1) < y_2) = \binom{n}{j} f(y_1)^j (1 - F(y_1))^{n-j} - (1 - F(y_2))^{n-j}\] (14)

**APPENDIX C  CALCULATIONS RELATED TO VCG**

Let \( y \) be a random variable drawn from the uniform distribution \([a, b]\). Let \( \bar{y} \) be a random variable constructed from \( y \) such that \( \bar{y} = y \mathbb{1}_{y \geq R} \).

Let \( (\bar{y}_1, \ldots, \bar{y}_n) \) be \( n \) independent random variables drawn from the same distribution as \( \bar{y} \). Let \( \bar{Y} \) be the sum of those variables. \( \bar{Y} = \sum_{i}^{n} \bar{y}_i \)

Let \( f_n^R \) denotes the PDF of \( \bar{Y} \). The objective of this chapter is to compute \( f_n^R \).

The CDF of \( \bar{y} \) is given by : \( \mathbb{P}(\bar{y} \leq x) = \)
\[\begin{cases}
\frac{x-a}{b-a}, & \text{if } 0 \leq x \leq R \\
\frac{x-a}{b-a}, & \text{if } R \leq x \leq b
\end{cases}\] (15)

Hence the CDF of \( \bar{y} \), \( F^R \) is given by:
\[\frac{R-a}{b-a} \delta(x) + \frac{1}{b-a} \mathbb{1}_{x \in [R, b]}\] (16)

Hence
\[f_n^R = \frac{f^R \odot f^R \cdots \odot f^R}{n}\] (17)

Where \( \odot \) is the convolution product.
Proposition C.1. The PDF of \( f^n_R \) is given by
\[
f^n_R(x) = \frac{1}{2(b-a)^n} \sum_{k=0}^{n} \sum_{j=0}^{k} (-1)^j \binom{k}{n} \binom{j}{k} (R - a)^{n-k} \frac{(x + Rj - Rk)k^{-1}\text{sign}(x + Rj - Rk)}{(k-1)!} + (R-a)^n \delta(x)
\]
where \( x \in [0,nb] \) and \( \text{sign}(x) = \)
\[
\begin{align*}
0, & \quad \text{if } x = 0 \\
1, & \quad \text{if } x > 0 \\
-1 & \quad \text{if } x < 0
\end{align*}
\]

Proof. We denote by TF the Fourier transform.
\[
f^n_R = \frac{f^R \circ f^R \circ \cdots \circ f^R}{n} = \text{TF}^{-1} \circ \text{TF} \left( \frac{f^R \circ f^R \circ \cdots \circ f^R}{n} \right)
\]
\[
\text{TF} \left( \frac{f^R \circ f^R \circ \cdots \circ f^R}{n} \right) = \text{TF}(f^R)^n
\]
\[
= \frac{1}{(b-a)^n} \left( \int_{-\infty}^{\infty} (R-a)^n \delta(x) e^{-i2\pi v x} + e^{-i2\pi v x} 1_{x \in [R,b]} \right) dx ^n
\]
\[
= \frac{1}{(b-a)^n} (R-a)^n + \frac{2\pi i v}{e^{-i2\pi v R} - e^{-i2\pi v b}} ^n
\]
\[
= \frac{1}{(b-a)^n} \sum_{k=0}^{n} \binom{k}{n} (R-a)^n-k \frac{e^{-i2\pi v R} - e^{-i2\pi v b}^k}{(2\pi i v)^k}
\]
\[
= \frac{1}{(b-a)^n} \sum_{k=0}^{n} \binom{k}{n} \binom{j}{k} (R-a)^n-k \frac{(-1)^j e^{-i2\pi v (R(k-j)-jb)}}{(2\pi i v)^k}
\]
\[
\text{TF}^{-1} \circ (\text{TF}(f^R))^n = \frac{1}{(b-a)^n} \sum_{k=0}^{n} \sum_{j=0}^{k} \binom{k}{n} \binom{j}{k} (R-a)^n-k \frac{(-1)^j e^{i2\pi v (x+Rj-Rk-jb)}}{(2\pi i v)^k} dr
\]
\[
= \frac{1}{(b-a)^n} \sum_{k=0}^{n} \sum_{j=0}^{k} \binom{k}{n} \binom{j}{k} (R-a)^n-k \frac{(-1)^j e^{i2\pi v (x+Rj-Rk-jb)}}{(2\pi i v)^k} + \frac{(R-a)^n}{(b-a)^n} \delta(x)
\]
\[
= \frac{1}{(b-a)^n} \left( \sum_{k=0}^{n} \sum_{j=0}^{k} \binom{k}{n} \binom{j}{k} (R-a)^n-k \frac{(-1)^j e^{i2\pi v V}}{(2\pi i v)^k} + \frac{(R-a)^n}{(b-a)^n} \delta(x) \right)
\]
\[
= \frac{1}{2(b-a)^n} \left( \sum_{k=1}^{n} \sum_{j=0}^{k-1} (-1)^j \binom{k}{n} \binom{j}{k} (R-a)^n-k \frac{(-1)^j e^{i2\pi v V}}{(k-1)!} + \frac{(R-a)^n}{(b-a)^n} \delta(x) \right)
\]
In the previous demonstration we have used \( \int_{-\infty}^{\infty} \frac{e^{i2\pi y}}{(2\pi i)^2} \, dy = \frac{1}{2(k-1)!} \). Hence the CDF of \( F^R_n \) is given by:

\[
P(F^R_n < y) = \frac{1}{2(b-a)^n} \left( \sum_{k=1}^{n} \sum_{j=0}^{k} (-1)^j \binom{k}{j} \frac{(R-a)^{n-k}}{(k)!} \right) \left( (-1)^{y+bk-Rk} (y + Bj - Rk) + (Rj - Bj - Rk)^k \right) + \frac{(R-a)^n}{(b-a)^n}
\]

Notice that we have used:

\[
k \int_{0}^{y} (x-t)^{k-1} \text{sign}(x-t) \, dx = (-1)^{y+e}(y-t)^k + (-t)^k
\]

**APPENDIX D  CALCULATIONS RELATED TO PAM**

Let \((c_1, ..., c_n)\) be \(n\) iid random variables drawn from the uniform distribution \([a,b]\). Let \(k\) and \(m\) be two constants such that \(k < n\) and \(m = n - k\). The objective of this chapter is to compute:

\[
I_3(k,n) = \int_a^b \frac{(2c_1 - b)(c_1 + \sum_{i=2}^{k} c_i 1_{c_i \geq R})}{c_1 + \sum_{i=2}^{n} c_i 1_{c_i \geq R}} \, dc_1 \cdots dc_n
\]

(21)

\(I_3\) can be written as:

\[
I_3 = \int_a^b 2(c_1 - b) \int_a^b (c_1 + \sum_{i=2}^{k} c_i 1_{c_i \geq R}) \int_a^b \frac{1}{c_1 + \sum_{i=2}^{n} c_i 1_{c_i \geq R}} \, dc_{k+1} \cdots dc_n \, dc_1
\]

(22)

where \(dc^k = \prod_{j=k}^n dc_j\).

To compute \(I_3\) we start by evaluating \(I_1\) which is given by:

\[
I_1 = \int_a^b \frac{1}{c_1 + \sum_{i=2}^{k+1} c_i 1_{c_i \geq R}} \, dc_{k+1}
\]

Proposition D.1. Let \(c\) be a constant, \(m \geq 1\). Then,

\[
\int_a^b \frac{1}{c + \sum_{j=1}^{m} c_j 1_{c_j \geq R}} \, dc^m_n = \sum_{j=1}^{m} \binom{m}{j} (R-a)^{m-j} \int_a^b \frac{1}{c + \sum_{j=1}^{j} c_j} \, dc^j + \frac{(R-a)^m}{c}
\]

(23)

Proof. By induction on \(m\). For \(m = 1\):

\[
\int_a^b \frac{1}{c + c_1 1_{c_1 \geq R}} = \frac{R-a}{c} + \int_a^b \frac{1}{c + c_1} \, (\text{true})
\]

we assume the induction hypothesis, that is, we assume that

\[
\int_a^b \frac{1}{c + \sum_{j=1}^{m} c_j 1_{c_j \geq R}} \, dc^m_n = \sum_{j=1}^{m} \binom{m}{j} (R-a)^{m-j} \int_a^b \frac{1}{c + \sum_{j=1}^{j} c_j} \, dc^j + \frac{(R-a)^m}{c}
\]
Now we have

\[
I_t(m + 1) = \int_a^b \sum_{j=1}^m \binom{j}{k} (R - a)^{m-j} \int_R^b \frac{1}{c + \sum_{i=1}^j c_i + c_{m+1} L_{c_{m+1} \geq R}} \, dc_j + \frac{(R - a)^m}{c + c_{m+1} L_{c_{m+1} \geq R}} \, dc_{m+1}
\]

\[
= \sum_{j=1}^m \binom{j}{m} (R - a)^{m+1-j} \int_R^b \frac{1}{c + \sum_{i=1}^j c_i} \, dc_j + \sum_{j=0}^m \binom{j}{m} (R - a)^{m-j} \int_R^b \frac{1}{c + \sum_{i=1}^{j+1} c_i} \, dc_{j+1} + (R - a)^m \frac{1}{c}
\]

\[
= \frac{(R - a)^{m+1}}{c} + \sum_{j=1}^m \binom{j}{m} (R - a)^{m+1-j} \int_R^b \frac{1}{c + \sum_{i=1}^j c_i} \, dc_j + \int_R^b \frac{1}{c + \sum_{i=1}^{m+1} c_i} \, dc_{m+1}^1 + \frac{(R - a)^m}{c}
\]

\[
= \sum_{j=1}^m \binom{j}{m+1} (R - a)^{m+1-j} \int_R^b \frac{1}{c + \sum_{i=1}^j c_i} \, dc_j + \frac{(R - a)^{m+1}}{c}
\]

\[
\square
\]

**Proposition D.2.** Let \( c \) be a constant, \( j \geq 1 \). Then

\[
A(j) = \int_R^b \frac{1}{c + \sum_{i=1}^{j-1} c_i} \, dc_j = \sum_{i=0}^j \binom{j}{i} (c + iR + (j - i)b)^j \left( \ln(c + iR + (j - i)b) \right) - \sum_{i=1}^{j-1} \frac{1}{i}
\]

**Proof.** For \( j = 1 \):

\[
\int_R^b \frac{1}{c + c_1} = \ln(c + b) - \ln(c + R) \quad \text{(true)}
\]

We assume the induction hypothesis, we have

\[
A(j + 1) = \int_R^b \sum_{i=0}^j \frac{(-1)^i}{(j - i)!} \binom{j}{i} (c + cj_{j+1} + iR + (k - i)b)^j \left( \ln(c + cj_{j+1} + iR + (j - i)b) \right) - \sum_{i=1}^{j-1} \frac{1}{i}
\]

\[
= \sum_{i=0}^j \frac{(-1)^i}{(j - i)!} \binom{j}{i} \left( c + cj_{j+1} + iR + (j - i)b \right)^j \left( \ln(c + cj_{j+1} + iR + (j - i)b) - \sum_{i=1}^{j-1} \frac{1}{i} \right)
\]

\[
b
\]
We denote by $P/r.sc/o.sc/p.sc/o.sc/n.sc D.3.$

Direct application of proposition D.1 and D.2 and by replacing $c$ with $c_1 + \sum_{i=2}^{k} c_i \mathbb{1}_{c_i \geq R}$ and by replacing $c$ with $c_1 + \sum_{i=2}^{k} c_i \mathbb{1}_{c_i \geq R}$

\[
A(j + 1) = \sum_{i=0}^{j} \frac{(-1)^i}{(j - i)!} \left( \ln(c + (i + 1)R + (j - i)b) - \sum_{t=1}^{j-1} \frac{1}{t} \right) - \sum_{i=0}^{j} \frac{(-1)^i}{(j - i)!} \left( \ln(c + iR + (j - i)b) - \sum_{t=1}^{j-1} \frac{1}{t} \right)
\]

\[
= \sum_{i=0}^{j} \frac{(-1)^i}{(j - i)!} \left( \ln(c + iR + (j - i)b) - \sum_{t=1}^{j-1} \frac{1}{t} \right) + \sum_{i=1}^{j+1} \frac{(-1)^i}{(j - i)!} \left( \ln(c + iR + (j - i)b) - \sum_{t=1}^{j-1} \frac{1}{t} \right)
\]

\[
= \sum_{i=0}^{j} \frac{(-1)^i}{(j - i)!} \left( \ln(c + (i + 1)R - \sum_{t=1}^{j-1} \frac{1}{t} + \frac{(R - a)^m}{c_1 + \sum_{i=2}^{k} c_i \mathbb{1}_{c_i \geq R}} \right)
\]

\[
\text{PROPOSITION D.3. The first integral } I_1 \text{ is given by:}
\]

\[
I_1 = \sum_{j=1}^{m} \left( \frac{i}{m} \right)(R - a)^m - \sum_{i=0}^{j} \frac{(-1)^i}{(j - i)!} \left( \ln(c + iR + (j - i)b) - \sum_{t=1}^{j-1} \frac{1}{t} \right) + \frac{(R - a)^m}{c_1 + \sum_{i=2}^{k} c_i \mathbb{1}_{c_i \geq R}}
\]

\[
\text{PROOF. Direct application of proposition D.1 and D.2 and by replacing } c \text{ with } c_1 + \sum_{i=2}^{k} c_i \mathbb{1}_{c_i \geq R}
\]

We denote by $S_2^k = \sum_{i=2}^{k} c_i \mathbb{1}_{c_i \geq R}$ and by $I_2 = \int_a^b (c_1 + S_2^k) \, dC_2$

\[
A_1 = \int_a^b (c_1 + S_2^k + iR + (j - i)b) \left( \ln(c_1 + S_2^k + iR + (j - i)b) - \sum_{t=1}^{j-1} \frac{1}{t} \right) \, dC_2
\]

\[
A_2 = \int_a^b (c_1 + S_2^k + iR + (j - i)b) \left( \ln(c_1 + S_2^k + iR + (j - i)b) - \sum_{t=1}^{j-1} \frac{1}{t} \right) \, dC_2
\]

To compute the second integral, we will use the following propositions, (the proof is by induction)

\[
\text{PROPOSITION D.4.}
\]

\[
A_1 = \sum_{i=0}^{k-1} \left( \frac{i}{k - 1} \right)(R - a)^{k-1-i} \int_R^b (c_1 + S_2^k + iR + (j - i)b) \left( \ln(c_1 + S_2^k + iR + (j - i)b) - \sum_{t=1}^{j-1} \frac{1}{t} \right) \, dC_2
\]

\[
\text{PROPOSITION D.5.}
\]

\[
A_2 = \sum_{h=0}^{j} \frac{1}{(j + z)!} (-1)^h \left( \frac{b}{z} \right)(c_1 + (i + h)R + (j - i)b + (z - h)b)^{-z} \left( \ln(c_1 + (i + h)R + (j - i)b + (z - h)b) - \sum_{t=1}^{j} \frac{1}{t} \right)
\]

\[
\sum_{t=1}^{j-1} \frac{1}{t} \right)
\]
To simplify the expression of \( I_2 \) is evaluated, we can derive the expression of
\[
I_2 = \int_a^b (c_1 + S^k_2) I_1 \, dc^k_2
\]
\[
= \sum_{j=1}^{m} \sum_{i=0}^{j} \left( \frac{j}{m} \right)^{(i)} \left( R - a \right)^{m-j} \frac{(-1)^i}{(j-1)!} \int_a^b (c_1 + S^k_2 + iR + (j-i)b)^j
\]

\[
\left( \ln(c_1 + S^k_2 + iR + (j-i)b) - \sum_{l=1}^{k-1} \frac{1}{l} \right) \, dc^k_2 - \sum_{j=1}^{m} \sum_{i=0}^{j} \left( \frac{j}{m} \right)^{(i)} \left( R - a \right)^{m-j} \frac{(-1)^i}{(j-1)!} \int_a^b (c_1 + S^k_2 + iR + (j-i)b)^j
\]

\[
= I_2^1 + I_2^2 + I_2^3
\]

\[
I_2^1 = \sum_{j=1}^{m} \sum_{i=0}^{j} \left( \frac{j}{m} \right)^{(i)} \left( R - a \right)^{m-j} \frac{(-1)^i}{(j-1)!} \int_a^b (c_1 + S^k_2 + iR + (j-i)b)^j
\]

\[
\left( \ln(c_1 + S^k_2 + iR + (j-i)b) - \sum_{l=1}^{k-1} \frac{1}{l} \right) \, dc^k_2
\]

\[
= \sum_{j=1}^{m} \sum_{i=0}^{j} \sum_{z=0}^{k-1} \sum_{h=0}^{z} \left( \frac{j}{m} \right)^{(i)} \left( R - a \right)^{m-k-(j+1)z} \frac{(-1)^i}{(j-1)!} \left( \frac{1}{j} \right)
\]

\[
\frac{j}{(j+z)!} \left( -1 \right)^{h} (c_1 + (i + h)R + (j-i)b + (z-h)b)^{j+z}
\]

\[
\left( \ln(c_1 + (i + h)R + (j-i)b + (z-h)b) - \sum_{l=1}^{j+z} \frac{1}{l} \right)
\]

\[
I_2^2 = \sum_{j=1}^{m} \sum_{i=0}^{j} \left( \frac{j}{m} \right)^{(i)} \left( R - a \right)^{m-j} \frac{(-1)^i}{(j-1)!} \int_a^b (c_1 + S^k_2 + iR + (j-i)b)^j
\]

\[
\left( \ln(c_1 + S^k_2 + iR + (j-i)b) - \sum_{l=1}^{k-1} \frac{1}{l} \right) \, dc^k_2
\]

\[
= \sum_{j=1}^{m} \sum_{i=0}^{j} \sum_{z=0}^{k-1} \sum_{h=0}^{z} \left( \frac{j}{m} \right)^{(i)} \left( R - a \right)^{m-k-(j+1)z} \frac{(-1)^i}{(j-1)!} \left( \frac{1}{j} \right)
\]

\[
(iR + (j-i)b)^{\frac{(-1)^h}{(j+z-1)!}} (c_1 + (i + h)R + (j-i)b + (z-h)b)^{j+z-1}
\]

\[
\left( \ln(c_1 + (i + h)R + (j-i)b + (z-h)b) - \sum_{l=1}^{j+z-1} \frac{1}{l} \right)
\]

\[
I_2^3 = (R - a)^m(b - a)^{k-1}
\]

Once \( I_2 \) is evaluated, we can derive the expression of \( I_3 \).

\[
I_3 = \int_R^b (2c_1 - b) I_2(c_1) \, dc_1
\]

(23)

(24)

To simplify the expression of \( I_3 \), let us introduce the following notations:
\[ \phi = (i, h, j, z, R, b) \]
\[ \theta = (\phi, m, k, a) \]
\[ C_1(\theta) = \left( \frac{\partial}{\partial x} \right) \left( \begin{array}{c} \frac{\partial}{\partial y} \\ \frac{\partial}{\partial z} \end{array} \right) (R - a)^{m + k - (j + 1 + z)^2} (-1)^h \]
\[ C_2(\theta) = \left( \frac{\partial}{\partial y} \right) \left( \begin{array}{c} \frac{\partial}{\partial x} \\ \frac{\partial}{\partial z} \end{array} \right) (R - a)^{m + k - (j + 1 + z)^2} (-1)^h \]
\[ \text{ind}_1(\phi) = (i + h + 1)R + (j + z - h - i)b \]
\[ \text{ind}_2(\phi) = (i + h + 1)R + (j + z - h - i)b \]
\[ \text{ind}_3(\phi) = (i + h + 1)R + (j + z - h - i)b \]

\[ I_1^2 = \int_R^b (2c_1 - b) I_2^2 \, dc_1 \]
\[ = \sum_{j=1}^m \sum_{i=0}^j \sum_{z=0}^{j-1} \sum_{h=0}^z C_1(\theta) \left( \left( \frac{2}{j + z + 2} \text{ind}_1(\phi) \right) (\ln(\text{ind}_1(\phi))) - \frac{j + z + 2}{t + 1} + \frac{1}{j + z + 1} \right) \]
\[ \left( \frac{2}{j + z + 2} \text{ind}_2(\phi) \right) (\ln(\text{ind}_2(\phi))) - \frac{j + z + 2}{t + 1} + \frac{1}{j + z + 1} \right) \]
\[ \left( \frac{2}{j + z + 2} \text{ind}_1(\phi) \right) (\ln(\text{ind}_1(\phi))) - \frac{j + z + 2}{t + 1} + \frac{1}{j + z + 1} \right) \]

\[ I_2^2 = \int_R^b (2c_1 - b) I_2^2 \, dc_1 \]
\[ = \sum_{j=1}^m \sum_{i=0}^j \sum_{z=0}^{j-1} \sum_{h=0}^z C_2(\theta) \left( \left( \frac{2}{j + z + 1} \text{ind}_1(\phi) \right) (\ln(\text{ind}_1(\phi))) - \frac{j + z + 1}{t + 1} + \frac{1}{j + z} \right) \]
\[ \left( \frac{2}{j + z + 1} \text{ind}_2(\phi) \right) (\ln(\text{ind}_2(\phi))) - \frac{j + z + 1}{t + 1} + \frac{1}{j + z} \right) \]
\[ \left( \frac{2}{j + z + 1} \text{ind}_1(\phi) \right) (\ln(\text{ind}_1(\phi))) - \frac{j + z + 1}{t + 1} + \frac{1}{j + z} \right) \]

\[ I_3^3 = \int_R^b (2c_1 - b) I_3^3 \, dc_1 = (bR - R^2)(b - a)^{k-1}(R - a)^m \]

Finally
\[ I_3 = I_1^2 + I_2^2 + I_3^3. \]