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We analyze the performance of a reservoir computer based on time delayed feedback and optical injection, which is drawing benefits from the high-speed polarization dynamics of a Vertical Cavity Surface Emitting Laser (VCSEL). We demonstrate that such a system has high computation performance and yields deeper memory than existing single-mode laser-based reservoir computer. Performance is demonstrated on several benchmarking tasks. In particular, the error rate is an order of magnitude smaller when performing channel equalization.

Keywords: Neural networks, Vertical cavity surface emitting lasers, Optical data processing, Ultrafast technology, Semiconductor lasers

The growing amount of exchanged information in optical network makes data processing one of today’s most critical issue [1]. Neuro-inspired architectures raise interest as a novel approach to process signal, including so-called reservoir computer. Reservoir computing is a technique of machine learning that trains artificial neural networks with recurrent connections by performing regression on a readout layer [2]. Several architectures have been demonstrated such as coupled photonic emitters [3] or silicon photonic reservoir [4]. However having a fully implemented reservoir computer with a high number of nodes remains a technological challenge.

A reservoir architecture using a time-delayed feedback is a particularly promising solution to address this issue [5]. The advantage is that the number of nodes can be easily increased since those are only virtually positioned along the feedback loop. This architecture has shown convincing performance whatever the physical nature of the processed information; i.e. opto-electronic [6, 7] or optical [8–10]. The limitation of the time delay approach is its processing speed, due to the length of the delay line. Using a Vertical Cavity Surface Emitting Laser (VCSEL) can be a solution to that problem, while further improving the computational accuracy. When comparing with conventional edge-emitting lasers, VCSELs exhibit high-speed modulation capability, hence hopefully faster computation, but also the capability to emit coherent light along two coupled polarization modes, which leads to much coupled information generated in the same amount of time [11]. Added to that, VCSELs are already used in telecommunication transmission, that would ease the interface between the current network and our data processing device.

In this letter, we analyze numerically a photonic reservoir computer based on VCSEL and demonstrate that using the two-polarization modes dynamics of a VCSEL improves the performance in terms of speed and accuracy. Our new design is based on delayed optical feedback and optical injection. After showing its computational performance, we prove that it is also efficient in dealing with several benchmarking tasks including the very demanding channel equalization.

We consider an all-optical reservoir computer with time-delayed feedback. The main difference between our system and the ones considered in the literature so far is that our computation node strength relies on the two-mode polarization dynamics of a VCSEL (Fig. 1).
The input (data to be processed) is optically injected thanks to a laser beam which is modulated through a Mach-Zehnder modulator. This modulated-beam is injected in the VCSEL along the main lasing polarization axis. The output of that laser is then sent to a \( \text{RF} \) controller (P.C.) in order to trigger lasing in the normally suppressed polarization mode. The output layer of our reservoir is composed of virtual nodes, which are positioned along the delay-loop. The time between each two nodes is here called \( \tau \). That definition leads us to the following relationship between \( \theta \) and \( \tau \): \( \tau = \text{number of nodes} \times \theta \). As in [5], the time discrete input \( u(k) \) is convoluted with a mask, which is composed of as many values as the number of nodes, randomly taken between either -1 or 1. Each value of the mask is hold during \( \tau \) so that the total mask duration is \( \tau \).

In order to simulate our system, we consider the SFM model \([12,13]\) with a feedback term and an optical injection term:

\[
\begin{align*}
\dot{E}_x &= \kappa(1 + i\alpha)(|N - 1|E_x + i\eta E_y) - (\gamma_a + i\gamma_p)E_x \\
&\quad + \Phi_x(t) + \Phi_a(t), \\
\dot{E}_y &= \kappa(1 + i\alpha)(|N - 1|E_y - i\eta E_x) + (\gamma_a + i\gamma_p)E_y \\
&\quad + \Phi_y(t) + \Phi_y(t),
\end{align*}
\]

\[
\begin{align*}
\dot{N} &= -\gamma_N[N - \mu + N(|E_x|^2 + |E_y|^2)] \\
&\quad + iN(E_y E_x^* - E_x E_y^*), \\
\dot{\eta} &= -\gamma_N[\eta(|E_x|^2 + |E_y|^2) \\
&\quad + iN(E_y E_x^* - E_x E_y^*)],
\end{align*}
\]

where \( E_x \) and \( E_y \) are the values of the orthogonal linearly polarized optical field, \( N \) is the population difference between conduction and valence bands \( \nu \) the population difference between the carrier densities with positive and negative spin values and \( \mu \) is the injection current normalized to threshold. \( \kappa \) is the field decay rate, \( \alpha \) is the linewidth enhancement factor, \( \gamma_N \) is the decay rate of the carrier population and \( \gamma_a \) is the decay rate which influences the mixing of carrier populations between the two different spins. \( \omega_0 \) is the pulsation of the self-emitting slave laser, and \( \eta \) is the feedback strength. \( A_{inj} = \sqrt{P_{inj}/2} \times (1 + e^{rIN}) \) is the value of the injected optical field where \( P_{inj} \) is the power of the tunable laser and \( V \) is the voltage relative to the input taken within \([\pi V_z; \pi V_z] \), \( \omega_{inj} \) is the pulsation of the master laser. We fix \( \kappa = 300 \) GHz, \( \alpha = 3 \), \( \gamma_a = -0.1 \) GHz, \( \gamma_p = 6 \) GHz, \( \gamma_N = 1 \) GHz, \( \gamma_a = 50 \) GHz, and \( \omega_{inj} = \omega_0 = 2\pi f_s \), where \( c \) is the speed of light and \( \lambda = 1550 \) nm is the wavelength. \( F_x \) and \( F_y \) are two Langevin noise sources modelling the spontaneous emission noise \([14]\); \( F_x = \sqrt{\beta_x/2} (\sqrt{N + n_1} + \sqrt{N - n_2}) \), and \( F_y = -i\sqrt{\beta_y/2} (\sqrt{N + n_1} - \sqrt{N - n_2}) \), where \( \xi_1 \) and \( \xi_2 \) are complex Gaussian white noise, and \( \beta_x \) is the spontaneous emission factor. We first consider a deterministic case i.e., \( \beta_y = 0 \).

Finally, \( \Phi_x(t) \) and \( \Phi_y(t) \) are the feedback terms. We are considering in this paper two different kinds of feedback, isotropic feedback (IF) and rotated feedback (RF) described as follows:

\[
\begin{align*}
\text{IF} : \quad & \Phi_x(t) = \eta E_x(t) e^{-i\omega_0 \tau} \\
& \Phi_y(t) = \eta E_y(t) e^{-i\omega_0 \tau}, \quad (5) \\
\text{RF} : \quad & \Phi_x(t) = \eta E_x(t) e^{-i\omega_0 \tau} \\
& \Phi_y(t) = \eta E_y(t) e^{-i\omega_0 \tau}. \quad (6)
\end{align*}
\]

To evaluate the reservoir performance, we analyze two task-independent indicators, which are the computational ability \([15]\) and the memory capacity \([16]\). The computational ability allows identifying the best laser operating point for achieving the highest performance. It corresponds to the capacity of the system to differentiate two different inputs and gather two identical inputs. More specifically it is defined as the difference between the ranks of two square matrices. Each row is the “value” of one node, taken here as the total power \(|E|^2 = |E_x|^2 + |E_y|^2 \). Each column is the last time step of a different run of the reservoir. To fill the first matrix, we feed the reservoir with different random inputs for each run. For the second matrix we first feed the reservoir with different random inputs and after 90\( \tau \) (time for transient to vanish), we feed it with arbitrary chosen inputs which are the same for each run. The computational ability is then a value between 0 and the number of nodes which we normalize between 0 and 1 by dividing by the number of nodes. The normalized quantity allows to compare different architectures with different number of nodes. To have a first idea of the computational ability of our VCSEL-based reservoir, we have run numerical simulations with 400 virtual nodes (Fig. 2) scanning four different parameters: the node inter-delay \( \theta \), the injection current of the VCSEL \( \mu \), the power of the injecting laser \( P_{inj} \), and the feedback strength \( \eta \).

The results are plotted in Fig. 2 in the \( \theta-\mu \) plane, keeping the same value of the injected power (0.1 mW) and of the
feedback strength (10 GHz). Figure 2 shows there is a region of parameters in which the computational ability is close to 1, i.e., for $\theta$ in [0.01 ns, 0.04 ns] and $\mu$ in [1.2, 1.5]. We will then keep $\theta = 0.02$ ns for the delay between two nodes, and $\mu = 1.3$ as a value for the injected current for the following tests. We notice that with 400 nodes and $\theta = 0.02$ ns, the delay line is of 8 ns. This is comparable to the shortest delay line that has been used in all-optical reservoir computer with the same number of nodes [17].

We also test the computational ability as a function of the feedback strength and the injected power with the two different types of optical feedback described in Eqs. 5-6. This allows us to compare the cases where the VCSEL is emitting along only one polarization mode to the one where the VCSEL is emitting in both orthogonal polarization modes. Indeed, with isotropic feedback, the VCSEL is lasing only along its main polarization axis. The rotated feedback allows to trigger lasing along the depressed axis as well. This is why we will now refer to the isotropic feedback as single-mode reservoir, and to the rotated feedback as the dual-mode reservoir.

Figures 3(a) and (b) show the computational ability of the single-mode and dual-mode reservoir computer, respectively. The region of parameters for which our VCSEL-based reservoir has its highest computational ability, regardless of the feedback configuration. The large region of injection and feedback strength for which the highest computational ability is achieved can be explained by a close inspection into the VCSEL dynamics (not shown here). The lowest performance (darkest blue) occurs when the VCSEL exhibits chaos, whereas the best performance is obtained when the system is in a steady state and for parameters just before the first bifurcation point to periodic dynamics -a condition sometimes referred as “edge of chaos” [18]. The undamping of the relaxation oscillation depends on the injected power and the feedback rate. For instance, for $P_{ inj} = 0.1$ mW, the required feedback rate for such dynamics is 31.5 GHz.

The added-value of the dual-mode dynamics is even more evidenced when analyzing the memory capacity, which represents the number of steps in the past the system can remember. The memory capacity is mathematically defined as follows:

$$\mu_c = \sum_{i=0}^{\infty} \text{corr}[y_i(k), u(k - i)],$$

where $y_i(k)$ is a reconstruction of $u(k - i)$, which means the reservoir computer is trained in order to get the $i^{th}$ previous input. Theoretically, $i$ should range from 0 to infinity, however, it was shown that the memory of a time-delay reservoir cannot exceed its number of virtual nodes. The maps in Fig. 4 compare the memory capacity of the single-mode and dual-mode reservoir computer. Tests have been performed as previously with 400 nodes, taking for each node $|E|^2$, i.e., the total optical power. We consider 800 samples for the training set and 3200 samples for the testing set.

As in Fig. 3, we have scanned the injected power and the feedback strength and displayed the map of memory capacity for both single-mode and dual-mode reservoirs (Fig. 4). Results show in both configurations a range of parameters for which high memory capacity is achieved. This region of parameters coincides with that of high computational ability. The highest achievable memory depth is approximately 16 steps in the past for the dual-mode system [Fig. 4(b)], which is twice as much as the one reached for the single-mode reservoir (around 8 steps in the past) [Fig. 4(a)]. This is comparable to some of the time-delay all-optical reservoir architectures showing currently the best results in terms of memory [19]. Moreover, considering only $|E|^2$ for each node output in the dual-mode system yields the same memory capacity. This highlights that the improved memory capacity is well the result of the polarization mode dynamics induced by the rotating feedback.
The previous results suggest an enhancement of the overall computing performance of a VCSEL-based reservoir using the polarization mode dynamics. A more explicit proof is provided when testing our reservoir on a practical task. To this end, we have chosen to test our reservoir with the channel equalization task (Ref. [20]) that has important implications in telecommunications. The objective is to reconstruct from observations \(u(i)\) an original signal \(d(i)\) after it has propagated through a nonlinear channel. The original signal \(d(i)\) is a random sequence of values taken in \{-3; -1; 1; 3\}. This sequence first goes through a linear channel, which links the output to the input as

\[
q(i) = 0.08d(i + 2) - 0.12d(i + 1) + d(i) + 0.18d(i - 1) -0.1d(i - 2) + 0.09d(i - 3) - 0.05d(i - 4) + 0.04d(i - 5) + 0.03d(i - 6) + 0.01d(i - 7).
\]

Then, the signal is modified using the non-linear function:

\[
u(i) = q(i) + 0.026q(i)^2 - 0.11q(i)^3 + v(i),
\]

where \(v(i)\) is a Gaussian white noise with an adjusted signal-to-noise ratio (SNR) from 12 to 32 dB. Equation (9) gives us the observed data \(u(i)\) that are used to infer the corresponding \(d(i)\) using reservoir computing.

The reservoir performance on that task is evaluated by the Symbol Error Rate (SER), which is defined as the ratio of the number of false symbols and the total number of symbols. To perform the nonlinear channel equalization at high speed, we have decided to use only 32 virtual nodes, while keeping the same delay between each two nodes \(\theta = 0.02\) ns. The delay line is now 0.64 ns, which potentially allows processing speed at 1.5 GSymbols/s. We use as an operating point for our reservoir \(\mu = 1.3, \eta = 23\) GHz, and \(P_{inj} = 0.08\) mW, which corresponds to the highest value of computational ability and memory capacity in both optical feedback configurations. The training is realised with 10,000 samples using a mean square regression. The testing is then realised on 50,000 samples. For each SNR value, the resulting SER is taken as the mean value over 10 different runs. Figure 5 compares the performance of VCSEL-based reservoirs, with single- (□) and dual-mode (○) polarization dynamics. In both cases the training considers for each node the total laser power. The dual-mode reservoir computer achieves better performance compared to the single-mode one: its SER always remains lower than that of the single-mode system. In the highest SNR case, the dual-mode dynamics achieves \(SER = 10^{-4}\), hence a reduction by a factor 5 compared to the single-mode case. To maximize the performance, we have also trained the dual-mode reservoir using the power of each polarization mode for each node (△). By doing this, we virtually double the number of node without impacting the length of the delay line, and thus the processing speed. We successfully reach a \(SER = 10^{-5}\) for the highest SNR case, hence another reduction by a factor 10. This is similar to the performance of an optoelectronic reservoir [7], but with a 10000 times higher bit rate. It is also an order of magnitude better than the performance of other all-optical reservoirs [17, 19]. Figure 5(b) shows an example of signal reconstruction, where we highlight the only mis-reconstructed symbol. To evaluate the robustness to noise of our dual-mode reservoir, we have increased the spontaneous emission rate to the realistic value \(\beta_{sp} = 4.5 \times 10^{-4}\) ns\(^{-1}\). Our simulations
show that the SER is unchanged. We have also tested the influence of other parameters on the performance of the reservoir. First, we consider the impact of the quantization noise, which is thought sometimes to lower performance on an all-optical reservoir [21]. Here however, accounting for a 8-bit quantization noise improves the memory capacity to 18, but the SER for channel equalization is slightly higher (3 × 10⁻⁵ for the 32 dB SNR case). The results may also depend on the feedback phase. For example, the memory capacity reaches 19 with a feedback phase of π/4 and 18 with a feedback phase of π/2, but the performance on channel equalization remains the same. Finally, we have also tested the influence of the remaining SFM model parameters by varying e.g. γₛ from 50 GHz to infinity and γₚ from 50 to 200 GHz. The results remain unchanged. This confirms that the increase of performance is mostly attributed to the two mode polarization dynamics induced by the rotating feedback.

We have also tested our dual-mode reservoir with other benchmark tasks such as the Santa Fe prediction task. This test has been performed with the same parameters as the one used for channel equalization task: μ = 1.3, θ = 0.02 ns, Pᵢnj = 0.7 mW, η = 22 Ghz, 400 nodes and including the same value for βₛₚ. We successfully reached a normalized mean-square error of 10⁻³. This is one order of magnitude lower than the numerical results obtained with a similar architecture but using a single-mode edge-emitting laser [22].

In summary, we have studied a reservoir computer, which benefits from the rich and fast polarization dynamics of a VCSEL with optical feedback. We find that the dual-mode dynamics in VCSELs induced by polarization rotated feedback improves the performance of the reservoir computer: it can not only reach high computational performance, but also show a deeper level of memory compared to a single-mode reservoir. This allows the system to show particularly good results very demanding tasks. For example, our VCSEL-based reservoir successfully achieves channel equalization with a SER of 10⁻⁵ and at a data rate of 1.5 GHz.
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