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Abstract—Vision-based localization and mapping in outdoor environments is still a challenging issue, which requests significant robustness against various unpredictable illumination changes. In this paper, an illumination-robust direct monocular SLAM system that focuses on modeling outdoor scenery is presented. To deal with global and local lighting changes, such as solar flares, the state-of-art illumination invariant photometric costs for RGB-D and stereo SLAM systems are revisited in the context of their monocular counterpart, where the camera motion and scene structure are jointly optimized with a reasonably poor initialization. Based on our analysis, a combined cost is proposed to achieve a high-precision motion estimation with an improved convergence radius. The proposed system is extensively evaluated on the synthetic and real-world datasets regarding accuracy, robustness, and processing time, where our approach outperforms systems with other costs and state-of-art DSO and ORBSLAM2 systems.

I. INTRODUCTION

In recent decades, real-time Visual Odometry (VO) and Simultaneous Localization and Mapping (SLAM) systems have shown their full potentials to assist various robotic applications in outdoor operation - from autonomous driving in the urban scene to environmental monitoring in the natural environment. In large-scale mapping applications, the monocular VO and SLAM systems have gained significant popularity due to the simple calibration procedure and their flexibility introduced by the scale ambiguity, which allows for the seamlessly switching between differently scaled scenes.

Among monocular VO and SLAM systems, the indirect method [1] [2] [3] has dominated the research field for a long time since the self-recognized features can provide considerable robustness to both the photometric noise and geometric distortion in images. However, recent works have shown that the direct method [4] [5] [6] [7] could provide more accurate and robust motion estimation due to their high flexibility of image information usage in comparison of the indirect approaches using certain types of features. In general, the direct VO and SLAM algorithms compare the intensity value of pixels over a local patch across images by making a brightness consistency assumption. However, it is impossible to control the illumination perfectly in real-world applications, especially in outdoor environments, thus resulting in performance degradation.

In our previous works [8], we have observed that one of the primary sources of the tracking failures in outdoor environment stems from the solar glares in acquired images. The affected pixels would either dominate the motion estimation resulting in false trajectory or be treated as outliers resulting in a lack of points in optimization, either of which could devastate the system robustness and enforce a restart. In this work, we propose to treat the solar glares as local and/or global lighting changes and utilizing the illumination-robust method to overcome the described difficulty.

Many illumination invariant algorithms have been developed to model the global and local lighting changes or alleviate their adverse effect in motion estimation. However, most of them are merely evaluated for RGB-D or Stereo systems, where the scene structure is usually well initialized. In this paper, we revisit the illumination-invariant costs that have shown excellent performance in indoor evaluations in [10], and we evaluate their performance in the monocular joint optimization framework [7], typically with a poor environmental structure initialization, using the vKITTI dataset [11] with simulated global and/or local lighting changes.

Based on the analysis, we propose a combined cost that adaptively weights a global affine model-based cost and
a gradient-based cost in different optimization phases to achieve high-precision motion estimation, while preserving a large convergence basin. The proposed system is extensively evaluated regarding accuracy, robustness, and runtime performance using synthetic vKITTI dataset, real-world DEVON Island dataset, and Symphony Lake dataset against various global and local lighting changes, in Fig.1. Besides, a qualitative analysis of the robustness of our proposed method against solar glares is studied to support our claim further.

This paper makes the following contributions: 1) To our knowledge, this is the first paper evaluating illumination-robust costs in the context of a monocular joint optimization framework, considering a large initial inverse depth error; 2) a novel illumination-robust monocular direct VO system is proposed and evaluated against the real-world outdoor lighting changes; 3) the solar glares in the outdoor images are treated as local illumination change, and its adverse effects on motion estimation are proven to be alleviated by implementing global and local illumination invariant costs.

II. RELATED WORK

The so-called direct monocular VO and SLAM has shown exceptional performance in ego-motion estimation and scene structure mapping. As the state-of-art direct VO system, the DSO [7] utilizes a fully direct formulation that jointly optimizes the camera pose and scene structure in a sliding window, while taking advantage of explicit photometric calibration [12] and exposure compensation strategy to further improve the tracking accuracy and robustness. However, this approach makes the static scene lighting assumption, so that is still sensitive to the external lighting changes.

In recent years, a number of illumination-robust VO and SLAM systems have been proposed, implementing various models or descriptors to alleviate the adverse effect of external lighting changes, so as to achieve robust motion estimation in challenging indoor and outdoor environments. To gain robustness against the global illumination changes, either the median value of pixel residuals [13] [14] [15] [16] or an affine brightness transfer function [17] [18] is estimated to compensate the induced adverse effect in the optimization. For local lighting changes, [19] propose to use image gradients, rather than pixel intensities, to formulate the direct energy function, thus gaining local lighting invariance; [20] relies on dense computation of a deliberately designed local descriptor to obtain a clear global minimum in energy function while preserving convergence basin by convolving with a low-pass filter; the methods based on the census transform [21] [22] use a binary descriptor to achieve local illumination invariance during the motion estimation.

A thorough evaluation regarding accuracy and robustness in the context of visual odometry is conducted for all described methods above in [10]. The analysis results suggest that the gradient-based method [19] and census-transform-based method [10] show state-of-the-art performances. However, all the methods and their evaluations are conducted with RGB-D and stereo setup, where the depth information is provided with some precision.

Mutual information (MI) is a global metric which can be used to register images with huge appearance differences. NID-SLAM [23] incorporates a whole-image MI metric, named normalized information distance, into a monocular SLAM framework to achieve illumination-robust motion estimation in real-time on a high-performance GPU.

Illumination invariant imaging provides an alternative solution to our problem. In [24], the illumination invariant image transform is developed to remove the variation from lighting changes in the acquired RGB images. This improves the performance and robustness of localization and mapping.

III. ILLUMINATION ROBUST MONOCULAR DIRECT VISUAL ODOMETRY

In this section, the mathematical representation of the direct formulation is described in Sec. III-A, and the joint optimization algorithm utilized in this paper is presented in Sec. III-B. Most importantly, the state-of-art illumination invariant costs are described as plug-ins of the basic cost function in Sec. III-C, and our proposed cost is then derived in Sec. III-D.

A. Direct Formulation

Consider a reference frame, a gray-scale reference image $I_r : \Omega \rightarrow \mathbb{R}$ and an inverse depth map $D_r : \Omega \rightarrow \mathbb{R}^+$ are included, where $\Omega \subset \mathbb{R}^2$ is the image domain. A 3D scene point $\mathbf{x} = (x, y, z)^T$ of a pixel is parameterized by its inverse depth $d = z^{-1}$ in the reference frame instead of the conventional 3 unknowns. Defining a 3D projective warp function $\pi(x) = (x/z, y/z)^T$, a pixel $\mathbf{u} = (u, v)^T \in \Omega$ can be back-projected into 3D world as $\mathbf{x} = \pi^{-1}(\mathbf{p}, d) = \mathbf{K}^{-1}\mathbf{p}/d$, where $\mathbf{p} = (u, v, 1)^T$ is the homogeneous coordinate of such pixel and $\mathbf{K}$ is the pre-calibrated camera intrinsic matrix.

Given a 3D rigid body transformation $\mathbf{G} \in SE(3)$ from the reference frame to frame $i$ can be written as:

$$G_{ir} = \begin{bmatrix} R_{ir} & t_{ir} \\ 0 & 1 \end{bmatrix}$$

where $R_{ir} \in SO(3)$ and $t_{ir} \in \mathbb{R}^3$ are the 3D rigid body rotation and translation from reference frame to frame $i$, respectively.

To better explain all costs involved in this paper, the pixelwise direct error $E_k$ of the $k^{th}$ pixel between reference frame and the $i^{th}$ frame can be generally written as:

$$E_k := \sum_{p \in S_p} w_p \| F_i(\pi(p')) - F_i(\pi(p)) \|_1$$

where $F(\cdot)$ represents some representation calculated from original Image $I$, such as intensity, gradient or some descriptors. The set $S_p$ is the set of pixels in a pre-defined local patch in the reference frame, $w_p$ is the weight assigned for each pixel. $\| \cdot \|_1$ is the Huber norm, and the subscript $k \in S_{pixel}$ is the index of a sampled pixel selected from a selection algorithm.
B. Joint Optimization

A sliding window optimization framework using the Gauss-Newton algorithm, described in [7], is utilized to achieve the real-time motion estimation and 3D structure mapping. The optimization problem, in Eqn. 2, is furthered reduced to solve a nonlinear least-square minimization problem on Lie-manifolds. The corresponding Lie Group component $\xi \in \text{se}(3)$ is introduced to represent the 6-DoF camera pose, where this element can be mapped to $G \in SE(3)$ through the exponential mapping as:

$$G = \exp_{\text{se}(3)}(\xi)$$

and the update rule in Lie Manifold can be performed through logarithm and exponential mapping as:

$$\xi_k = \log_{\text{se}(3)}(\exp_{\text{se}(3)}(\xi_{ij}) \cdot \exp_{\text{se}(3)}(\xi_{jk}))$$

For monocular VO algorithms, there are typically two phases performing the optimization: tracking phase and reconstruction phase. In the tracking phase, the inter-frame camera pose $G_r$ is estimated given the depth map $D_r$ as a prior. In the reconstruction phase, both the depth map $D_r$ and the camera pose $G_r$ are jointly optimized to improve the overall performance. To boost the tracking robustness over large camera motion, a minimization over an image pyramid, named coarse-to-fine approach in [6], is utilized to achieve a good trade-off between precision and speed.

C. Illumination Robust Cost

Instead of presenting all real-time capable illumination-invariant formulations suitable for the joint optimization framework, we merely describe the intensity-based method as a baseline approach and the ones that achieved excellent performances in [10]. In Sec. III-C.1, the intensity values of the grayscale image is utilized to serve as a baseline method; in Sec. III-C.2, a global affine model is estimated to compensate the global lighting changes; in Sec. III-C.3, the gradient magnitude is used to formulate energy function thus achieving invariance to local illumination change; In Sec. III-C.4, the local descriptor from [22], named Census Transform or bit-plane, is presented to achieve local illumination invariance. Ultimately, an adaptively combined cost, using both an intensity-based energy with a global affine model and gradient-based energy, is proposed to achieve the invariance against global and local lighting changes without compromising convergence robustness.

1) Intensity: For standard implementation [7], we model the unknown function $F(\cdot)$ as an image function mapping 2D pixel coordinate to pixel intensity values obtained by bilinear interpolation, where a mathematical expression can be written as:

$$F_{\text{Int}}(\cdot) := I(\cdot)$$

2) Global Affine Model: The global affine model in [17] [18] can be plugged into the basic direct formulation, in Eqn. 2, to compensate for the additive and multiplicative global lighting or exposure changes, where the pixel-wise energy function can be modified as:

$$E_{k,\text{Gaff}} := \sum_{p \in S_p} w_p || I(\pi(p')) - \beta_i - \frac{\alpha_i}{e^{\alpha_i}} I(\pi(p)) - \beta_i ||_y$$

where $\alpha_i$ and $\beta_i$ are global illumination affine model parameters, which are jointly optimized at each iteration. Combined with Huber norm, this affine method can work well in an environment without substantial local illumination changes.

3) Gradient Magnitude: In [19], the gradient magnitudes are utilized, instead of intensities, to formulate unknown function $F(\cdot)$ with a mathematical expression as:

$$F_{\text{Grad}}(\cdot) := ||\nabla I(\cdot)||_2$$

where $\nabla I(\cdot)$ calculates the gradient vector from the image intensities around a given pixel. The gradient method has proven to be robust with the local lighting changes and could achieve state-of-art tracking precision for RGB-D and Stereo applications.

4) Census Transform: The Census Transform [21] [22] is a local binary descriptor that compares a pixel intensity with its neighborhoods and results in one-bit results indicating the neighbors are lighter or darker than this given pixel. The gradient method has proven to be robust with the local lighting changes and could achieve state-of-art tracking precision for RGB-D and Stereo applications.

D. Our Proposed Method

From the analysis of tracking accuracy and the convergence radius in Sec. IV-B, we found that the gradient method showed maximum robustness against various simulated lighting changes over other methods. However, it has a smaller convergence radius compared with the affine approach.

Motivated by descriptor field method [20], we propose to combine the energy functions of affine, and gradient approaches to obtain a clear global minimum while preserving large convergence basin through an adaptive weighting strategy. Specifically, we adaptively assign weights to affine and gradient costs at the different stage of the optimization: more weights put on the affine component at the beginning of optimization and more on the gradient component at the end. Mathematically, the proposed pixel-wise energy can be expressed as:

$$E_k := (1 - w_k)E_{k,\text{Gaff}} + \frac{1}{2\sqrt{2}}w_kE_{k,\text{Grad}}$$
where the $2\sqrt{2}$ is the factor that scales the gradient magnitude to be the same range with intensity, and the $w_k$ is the adaptive weight that starts from 0 and ends up with 1, which can be defined differently in the tracking phase $w_{k,1}$ and reconstruction phase $w_{k,2}$ as:

$$w_{k,1} := \frac{1}{tr(\Sigma_k^e)}$$

$$w_{k,2} := \frac{1}{\sigma_{d,1}^2}$$

(11)

where $tr(\cdot)$ represents the trace operator, $\Sigma_k^e$ is the covariance matrix of pose estimates, and $\sigma_{d,1}^2$ is the variance of inverse depth of the pixel from joint optimization.

In the tracking phase, the inverse depth of pixel is set constant, and the camera pose is the only parameter to be optimized. In the reconstruction phase, the camera poses are already well-initialized, but the inverse depth estimates could still have large errors. As a result, the uncertainty based weights, $w_{k,1}$ $w_{k,2}$, could force the estimate with a huge amount of uncertainty to have a large convergence basin and guide the determinate estimate to arrive at the global minimum, thus improving the tracking precision and robustness. The formulated pixel-wise energy function is analyzed in four typical lighting conditions in Fig. 2. In the comparison of all other methods, our proposed method holds nice cost functions in all conditions: a clear global minimum and large convergence basin.

IV. EVALUATION

In this section, the dataset utilized in our evaluation is first introduced in Sec. IV-A. The tracking accuracy and convergence radius during tracking phase are quantitatively evaluated and compared for each described methods in Sec. IV-B, and their overall system performance analysis regarding tracking accuracy, robustness, and runtime properties are presented in Sec. IV-C. Besides, a qualitative evaluation is performed to study the effect of solar glare on our proposed system to further support our claims in Sec. IV-D.

A. Dataset

All the evaluations, described in this paper, are performed on both publicly available urban-scene dataset: Virtual KITTI Dataset [11], as well as two challenging natural environment datasets: Devon Island Rover Navigation Dataset [25] and Symphony Lake Dataset [9].

The vKITTI Dataset is a photo-realistic synthetic video dataset, where both the ground truth depth maps and poses are available. We perform the tracking accuracy and convergence radius test using such dataset with the simulated global or/and local illumination changes in Sec. IV-B, and quantitatively compare all described methods concerning tracking accuracy and robustness in Sec. IV-C.

The Devon Island Rover Navigation Dataset, where a rover platform travels ten kilometers at Devon Island, is famous for rocky canyons and sandy terrains, with a forward-looking narrow field of view camera mounted on-board. Unlike vKITTI Dataset collecting data at the high frame rate (10 Hz), Devon Island dataset record images at 2 Hz, which is essentially more difficult for tracking tasks due to the potential large motion variation and the unexpected natural lighting condition changes. The solar glares slightly contaminate this dataset, and our evaluation is mainly conducted using these sequences regarding tracking accuracy and robustness. A pair of Magellan ProMark3 GPS units were utilized to produce differential GPS data for ground truth position. The quantitative comparison of all methods described in this paper, regarding tracking accuracy and robustness, is presented in Sec. IV-C.

The Symphony Lake Dataset consists of millions of natural lakeshore images at a resolution of 704 x 480 pixels captured by an Axis pan-tilt-zoom camera mounted on a boat with an auto-exposure strategy. The images captured in this dataset are abundant with sun glares in Fig. 4, which makes it suitable for our evaluation. However, the ground truth poses are not provided, so that merely the robustness properties can be evaluated in Sec. IV-C. Due to its abundance of solar glares, the qualitative evaluation of the VO performance under different degrees of solar glares are studied to support our claims in Sec. IV-D.

B. Tracking Accuracy and Convergence Radius

The tracking accuracy and the convergence radius, in the tracking phase, are quantitatively evaluated using synthetic vKITTI dataset, where both ground truth pose and depth map are provided. The images are pre-processed to add the global illumination bias or/and solar-glare patterned local illumination changes with the value ranging from -20 to +20. To prepare the inverse depth map as initialization, the ground truth depths are first mapped to inverse depths and normalized to average 1.0, and the corresponding scale is calculated by comparison of average inverse depth before and after normalization. The ground truth pose is then scaled base on this computed scale. A generated Gaussian noise is
added to their ground truth values, and the pose initialization is set by moving the camera with specific displacement in a random direction. The absolute value of this metric is meaningless, but it enables the relative comparisons between methods. As the result, there is no absolute metric is defined in Fig. 3.

We examine the tracking accuracy and robustness by merely analyzing the translational drift of pose estimates. A gradient-based pixel selection strategy with 3000 pixels of interest, 5 minimum and 10 maximum iterations are set to all tested systems to facilitate a fair comparison. In Fig. 3, we can observe that (1) the intensity method is only working correctly in constant setting with the largest convergence radius; (2) the affine method can provide reasonable tracking precision up to global illumination changes with good convergence basin; (3) both the gradient and census methods can perform reliable tracking in all kinds of conditions but with a considerably smaller convergence radius, and gradient method shows better precision than that of census; (4) Our proposed method outperforms all other methods, which exhibits a similar convergence radius to the affine method and works correctly for all simulated lighting conditions.

It should be noted that this test is merely optimizing the inter-frame poses rather than the joint optimization of pose and scene structure in the reconstruction phase. This test aims to study and compare the performances of all described methods concerning poor initialization in the tracking phase. A more thorough evaluation of the whole system performance including the joint optimization will be provided in the next subsection.

C. Whole System Performance Evaluation

The whole system performance is assessed regarding the overall tracking accuracy, robustness, and runtime performance. For vKITTI and Devon Island dataset, the ground truth positions are provided, so we choose the translational drift and the average failure rates as metric for our evaluations. For Symphony Lake dataset, where no ground truth poses are available, we therefore merely count the average failure rate. It should be noted that the failure rate is either self-detected as tracking lost event or automatically detected as a substantial abnormal movement - five times larger than average displacement.

To facilitate a fair comparison, all critical parameters are set to be the same: a gradient-based pixel selection strategy, 2000 pixels of interest, 2 minimum and 6 maximum iterations. Since the precision of pose estimation in the initialization phase is lower in average, all pose estimates during initialization are not involved in our final evaluation. We run every test 10 times to calculate the average, and we do not consider loop-closure events. The scales drifts are recovered by comparing estimated camera translations with ground truth translations for every 100 frames.

In Fig. 4, the qualitative results generated from our proposed system and the challenging images in the datasets are presented. A quantitative evaluation concerning translational drift, failure rate and average runtime between each described methods, as well as state-of-art ORBSLAM2 [3], are presented and compared in Table. I.

Overall, the joint optimization faces a much sever robustness issue than that of visual tracking in Sec. IV-B, which is suspected to be the side effect of the joint optimization. The overall robustness of side-looking camera sequence is better than that of forward-looking cameras, however, without a comparison of tracking accuracy we cannot generate more conclusion. Specifically for each method, the intensity method achieves a zero failure rate for the original synthetic dataset, but soon faces severe divergence under lighting changes. The affine methods show good robustness but less accurate motion estimation in most dataset sequences, while the census and gradient present attractive tracking accuracy but diverges easily. Our proposed method, combining the sound characteristics of affine and gradient methods, provides the most reliable tracking estimates in all tested datasets. However, the computational load of our system is higher than that of other methods except for census, which is primarily attributed to the doubled residual and Jacobian computational load induced by our combined cost.

It should be noted that the missing entries for the vKITTI dataset indicate that the corresponding method continuously fails at the initialization phase, and the missing run-time performance of orbslam2 is because it is a GPU implemented algorithm, but all other methods are CPU implemented.

D. Resistance to Solar Glare

In this paper, one of our major claims is that the solar glares can be modeled as global-local illumination changes, and our proposed system can operate in this situation without losing the track. To further support our claim, a qualitative analysis of the effect of solar flares on our motion estimation task is conducted. In Fig. 5, the reconstructed inverse depth map can be seen as an indicator about the tracking performance. Our proposed methods can generate well-spread inverse depth maps even facing strong solar glares, while the affine method tends to produce polarized depth map with sun glares nearby (red), which can be seen
**V. CONCLUSIONS**

State-of-art illumination-robust costs are evaluated in the context of a monocular joint optimization framework using a synthetic dataset with simulated light changes. Based on our analysis, a robust monocular VO approach is developed by combining intensity- and gradient-based costs with an adaptive weight. The proposed algorithm is extensively evaluated using real-world datasets regarding tracking accuracy, robustness, and runtime performance, which has shown the superiority of our proposed formulation relative to other methods. We further present a brief evaluation about the mapping performance using images affected by solar glare, which illustrates that the sun glare can be modeled as local illumination changes and its adverse effect on motion estimation can be alleviated by introducing an algorithm robust to such local changes. However, the computational cost of our system is higher than that of other methods, which is primarily attributed to the doubled residual and Jacobian computational load induced by our combined cost.
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