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ABSTRACT
In this paper we propose a novel algorithm to compute the joint eigenvalue decomposition of a set of squares matrices. This problem is at the heart of recent direct canonical polyadic decomposition algorithms. Contrary to the existing approaches the proposed algorithm can deal equally with real or complex-valued matrices without any modifications. The algorithm is based on the algebraic polar decomposition which allows to make the optimization step directly with complex parameters. Furthermore, both factorization matrices are estimated jointly. This “coupled” approach allows us to limit the numerical complexity of the algorithm. We then show with the help of numerical simulations that this approach is suitable for tensors canonical polyadic decomposition.

1. INTRODUCTION
Many iterative algorithms have been proposed to compute the Canonical Polyadic Decomposition (CPD) of tensors [1–4]. However these approaches can suffer from convergence problems (local minima, slow convergence or high computational cost) and are very sensible to over-factoring and correlated factors [2,5]. In the meantime, a number of authors has shown how the CPD can be rewritten into a Joint EigenValue Decomposition problem (JEVD) [5–7].

JEVD consists in finding the eigenvector matrix $A$ that jointly diagonalizes a given set of $K$ non-defective matrices $M^{(k)}$ in the following way:

$$M^{(k)} = AD^{(k)}A^{-1}, \quad \forall k = 1, \ldots, K.$$  \hspace{1cm} (1)

It is worth mentioning that in practice if the JEVD have a solution then it is unique up to a permutation and a scaling of the columns of $A$, that is assumed here. We refer to [6] for a sufficient and necessary condition of JEVD uniqueness.

The link between CPD and JEVD has given birth to efficient CPD algorithms such as CFS [7], DIAG [5] or SECSI [8]. Indeed, although the JEVD is computed iteratively throughout a Jacobi-like procedure, this procedure involves small matrices and it usually requires very few iterations to converge, we thus speak of “direct” CPD algorithms. In comparison with iterative algorithms, direct algorithms are fast and less sensible to convergence, over-factoring and correlated factors problems [5].

Several JEVD algorithms has been proposed in the literature. Most of them are based on Jacobi-like updates (sweeping procedure) and look for a factorized form of the updating matrix. In [11] Fu and Gao introduced a first algorithm called sh-rt and based on the polar decomposition. The same factorization is also at the heart of JUST [12] and JDTM [5] algorithms while JET-U and JET-O resort to the LU factorisation [10]. Finally in [13] we proposed an alternative approach, called JDTE that does not resort to any sweeping procedure. These algorithms have been extensively compared in [5], [10] and [13]. Most of them require significant modifications to deal with complex-valued matrices that make the optimization step more difficult during the sweeping procedure and somehow decrease the performances [10]. This is because complex versions of these algorithms need to estimate the real and the imaginary part or the modulus and the angle of the parameters separately. Therefore, in this paper we propose a versatile JEVD algorithm that can deal equally with real or complex-valued matrices, without any modifications. The method resorts to the algebraic polar decomposition for the factorization of the updating matrix. This allows us to make the optimization step directly upon the complex parameters. The second originality of the approach in the JEVD context is that both factorization matrices are estimated jointly. This “coupled” strategy limits the numerical complexity of the algorithm. It was originally introduced to deal with other Joint Diagonalization (JD) problems [14–16].

Notations Scalars are denoted by a lower case ($a$), vectors by a boldface lower case ($a$), matrices by a boldface upper case ($A$) and tensors by an upper case boldface calligraphic ($\mathbf{A}$). $a_i$ is the $i$-th element of vector $a$, $A_{i,j}$ is the $(i,j)$-th element of matrix $A$ and so on for tensors. Determinant and Frobenius norm of $A$ are denoted $\det\{A\}$ and $||A||$ respectively. $|z|$ is the complex modulus of $z$.

2. MATRIX JEVD FOR TENSOR CPD
We recall here how the canonical polyadic decomposition can be rewritten into a JEVD problem. This algorithm called
DIAG has been introduced in [17] (under the name SALT) and deeply investigated in [5]. Another connection between both problems had been proposed in [7].

The rank-$N$ CPD of a tensor $T$ of order $Q$, size $I_1 \times \cdots \times I_Q$ is given by:

$$ T_{i_1,\ldots,i_Q} = \sum_{n=1}^{N} X^{(Q)}_{i_1,n} \cdots X^{(Q)}_{i_Q,n}, $$

(2)

where $X^{(Q)}$ defines the $q$-th factor matrix of size $I_q \times N$. Entries of $T$ can be stored in an unfolding matrix $T'$ of size $\prod_{p=1}^{Q} I_p \times \prod_{q=Q+1}^{Q} I_q$ by regrouping, in an appropriate way, the first $P$ modes on the rows of $T$ and the $Q - P$ other modes on its columns. The CPD can then be rewritten in a matrix form:

$$ T = Y^{(P,1)} X^{(Q,P+1)} T, $$

(3)

with: $Y^{(b,a)} = X^{(b)} \odot X^{(b-1)} \odot \cdots \odot X^{(a)}$, $(b > a)$ and where $\odot$ is the Khatri-Rao product. Note that one can easily deduce $X^{(a)}, \ldots, X^{(b)}$ from $Y^{(b,a)}$ as explained in [5] so we only recall here how to compute $Y^{(P,1)}$ and $Y^{(Q,P+1)}$.

Let $USV^*$ be the singular value decomposition of $T$, truncated at order $N$, their exists a non singular square matrix $A$ of size $N \times N$ such that:

$$ Y^{(P,1)} = UA \quad \text{and} \quad (Y^{(Q,P+1)})^T = A^{-1}SV^*. $$

(4)

$$ (Y^{(Q,P+1)})^T \quad \text{can be seen as a horizontal block matrix:} \quad \left( Y^{(Q-1,P+1)} \phi^{(Q)} A \right)^T, $$

(5)

where $\phi^{(1)}, \ldots, \phi^{(Q)}$ are the $I_Q$ diagonal matrices built from the $I_Q$ rows of matrix $X^{(Q)}$. Then, (4) and (5) yield:

$$ SV^* = \left[ \Gamma^{(1)^T}, \ldots, \Gamma^{(Q)^T} \right], $$

(6)

where $\Gamma^{(k)} = Y^{(Q-1,P+1)} \phi^{(k)} A$ for $k = 1, \ldots, I_Q$. Assuming that matrices $\Gamma^{(k)}$ and matrix $Y^{(Q-1,P+1)}$ are full column rank, then they all admit a Moore-Penrose inverse denoted by $\dagger$. Thereby, we can define for any couple $(k_1, k_2)$ with $k_1 = 1, \ldots, I_Q - 1$ and $k_2 = k_1 + 1, \ldots, I_Q$:

$$ M^{(k_1,k_2)} \overset{\text{def}}{=} \left( \Gamma^{(k_1)^T} \Gamma^{(k_2)} \right)^T, $$

(7)

$$ = AD^{(k_1,k_2)} A^{-1}, $$

(8)

where $D^{(k_1,k_2)} = \phi^{(k_2)} \phi^{(k_1)^T}$ are diagonal matrices. As a result, $A$ performs the JEVD of the set of matrices $M$ and is estimated using a JEVD algorithm. Matrices $Y^{(P,1)}$ and $Y^{(Q,P+1)}$ are then immediately deduced from $A$ using (4).

3. A COUPLED JEVD ALGORITHM

We now describe the proposed coupled JEVD algorithm, that works equally in the real and complex case $i.e$ matrices $A$, $D^{(k)}$ and $M^{(k)}$ can equally belong to $R$ or $C$. Let us first recall the general scheme of JD algorithms. We want to build an estimate $\tilde{A}$ of matrix $A$ (up to the scale and permutation indeterminacy). At each iteration (also called sweep), the algorithm computes a new set of $N(N-1)/2$ nonsingular matrices, denoted $B^{(i,j)}$, with $i = 1, \ldots, N - 1$ and $j = i + 1, \ldots, N$ and does the following updates of $A$ and $M^{(k)}$ (for each $k$):

$$ \begin{cases} \tilde{A} &\leftarrow \tilde{A} \left( \prod_{i=1}^{N-1} \prod_{j=i+1}^{N} B^{(i,j)} \right)^{-1} \\ M^{(k)} &\leftarrow \prod_{i=1}^{N-1} \prod_{j=i+1}^{N} B^{(i,j)} M^{(k)} \left( \prod_{i=1}^{N-1} \prod_{j=i+1}^{N} B^{(i,j)} \right)^{-1}. \end{cases} $$

(9)

The process is repeated so that at the end all matrices $M^{(9)}$ are diagonals and $\tilde{A} = {AA}^T$, where $A$ and $\Pi$ are diagonal and permutation matrices respectively. $\tilde{A}$ can be initialized using the identity matrix, single EVD of one matrix $M^{(k)}$ or generalized EVD. In practice, the updates in (9) consists in $N(N-1)/2$ successive $(i,j)$-updates of $\tilde{A}$ and $M^{(k)}$, defined as:

$$ \begin{cases} \tilde{A} &\leftarrow \tilde{A} \left( B^{(i,j)} \right)^{-1} \\ M^{(k)} &\leftarrow B^{(i,j)} M^{(k)} \left( B^{(i,j)} \right)^{-1}. \end{cases} $$

(10)

The underlying idea being that each $(i,j)$-update brings matrices $M^{(k)}$ closer to diagonal matrices by optimizing a “diagonality” criterion.

We propose here a new way to build the $(i,j)$-updating matrices $B^{(i,j)}$. First, we define the $(i,j)$-updated matrices $N^{(k)}$ as:

$$ N^{(k)} = B^{(i,j)} M^{(k)} \left( B^{(i,j)} \right)^{-1}. $$

(11)

We then look for the matrix $B^{(i,j)}$ that minimizes the cost function $C$ [5, 10, 18], given by:

$$ C(B^{(i,j)}) = \sum_{k=1}^{K} \left( \| N^{(k)}_{i,j} \|_2^2 + \| N^{(k)}_{j,i} \|_2^2 \right). $$

(12)

Thus we can impose the following structure for $B^{(i,j)}$:

$$ \forall \ (p,q) \notin \{(i,i), (j,j), (i,j), (j,i)\}, \quad b_{p,q}^{(i,j)} = \delta_{p,q}, $$

(13)

$$ b_{i,i}^{(i,j)} = b_{1}^{(i,j)}, \quad b_{j,j}^{(i,j)} = b_{2}^{(i,j)}, $$

where $b_{1}^{(i,j)}, b_{2}^{(i,j)}, b_{3}^{(i,j)}, b_{4}^{(i,j)}$ are unknown parameters and $\delta$ is the Kronecker delta. Thanks to the scaling indeterminacy of the JEVD problem, we can also impose $\det\{B^{(i,j)}\} = 1$. Now, defining matrices:

$$ \tilde{M}^{(k)} = \left( M_{1,k}^{(k)}, M_{j,k}^{(k)} \right), \quad \tilde{N}^{(k)} = \left( N_{1,k}^{(k)}, N_{i,k}^{(k)} \right), $$

$$ \tilde{B}^{(i,j)} = \left( b_{1}^{(i,j)}, b_{2}^{(i,j)}, b_{3}^{(i,j)}, b_{4}^{(i,j)} \right), $$

equation (11) becomes:

$$ \bar{C}(\tilde{B}^{(i,j)}) = \sum_{k=1}^{K} \left( \| \tilde{N}^{(k)}_{i,j} \|_2^2 + \| \tilde{N}^{(k)}_{j,i} \|_2^2 \right), $$

(15)
In order to simplify the notations, in the following we will refer to \(B^{(i,j)}, B^{(i,j)}, b^{(i,j)}, b^{(i,j)}, b^{(i,j)}\) as \(B, \tilde{B}, b_1, b_2, b_3, b_4\) respectively.

We can immediately deduce from \(\det\{B\} = 1\) that:

\[
\tilde{B}^{-1} = \begin{pmatrix} b_1 & -b_2 \\ -b_3 & b_4 \end{pmatrix}
\]

and (14) yields:

\[
\begin{cases}
\tilde{N}^{(k)}_{1,2} = b_1 b_2 (M^{(i,j)}_{j,j} - M^{(i,j)}_{i,i}) + b_2^2 M^{(i,j)}_{i,i}, \\
\tilde{N}^{(k)}_{2,1} = -b_3 b_4 (M^{(i,j)}_{j,j} - M^{(i,j)}_{i,i}) - b_4^2 M^{(i,j)}_{i,i},
\end{cases}
\]

At this stage, one should note that during the sweeping procedure it is expected that the updating matrix \(B\) gets closer and closer to the identity matrix. Thus, if we assume that we are close enough to the solution we can reasonably assume that \([b_1] \gg [b_2]\) and \([b_1] \gg [b_3]\) and the previous system can be simplified:

\[
\begin{cases}
\tilde{N}^{(k)}_{1,2} \approx b_1 b_2 (M^{(i,j)}_{j,j} - M^{(i,j)}_{i,i}) + b_2^2 M^{(i,j)}_{i,i}, \\
\tilde{N}^{(k)}_{2,1} \approx -b_3 b_4 (M^{(i,j)}_{j,j} - M^{(i,j)}_{i,i}) - b_4^2 M^{(i,j)}_{i,i}.
\end{cases}
\]

Now defining vectors \(b_{12} = [b_1 b_2]^T, b_{34} = [b_3 b_4 b_2 b_3]^T\) and matrices:

\[
M_{12} = \begin{pmatrix} (M^{(i,j)}_{j,j} - M^{(i,j)}_{i,i}) & M^{(i,j)}_{i,i} \\
M^{(i,j)}_{j,j} - M^{(i,j)}_{i,i} & M^{(i,j)}_{i,i} \end{pmatrix},
\]

\[
M_{21} = \begin{pmatrix} (M^{(i,j)}_{j,j} - M^{(i,j)}_{i,i}) & M^{(i,j)}_{i,i} \\
M^{(i,j)}_{j,j} - M^{(i,j)}_{i,i} & M^{(i,j)}_{i,i} \end{pmatrix}
\]

yields:

\[
\begin{cases}
\sum_{k=1}^{K} \tilde{N}^{(k)}_{1,2} = b_{12}^T M_{12} b_{12}, \\
\sum_{k=1}^{K} \tilde{N}^{(k)}_{2,1} = b_{34}^T M_{21} b_{34}.
\end{cases}
\]

It then clearly appears that the two contributions to the cost function can be minimized separately and thus both parameters vectors \(b_{12}\) and \(b_{34}\) can be computed independently. In practice, we can first look for the 1-dimensional subspaces of \(b_{12}\) and \(b_{34}\). In this purpose it is well known that the norm-1 vector that minimize \(f(x) = x^T M_{12} x\) is the normalized eigenvector associated to the eigenvalue of \(M_{12}\) of smallest modulus. In the same way the norm-1 vector that minimize \(g(x) = x^T M_{21} x\) is the normalized eigenvector associated to the eigenvalue of \(M_{21}\) of smallest modulus. We denote \(e\) and \(f\) by these two vectors and we have:

\[
\begin{cases}
e = \alpha b_{12}, \\
f = \beta b_{34},
\end{cases}
\]

where \(\alpha\) and \(\beta\) are two unknown values. We now explain how we deduce \(B\) from \(e\) and \(f\) by using the algebraic polar decomposition of \(\tilde{B}\).

Matrix polar decomposition states that any square real (complex) valued matrix \(X\) can be factorized as a product of an orthogonal (unitary) matrix and a positive-definite symmetric (hermitian) matrix. Actually, in the complex case we have an alternative result stating that any square matrix \(X\) can be factorized as a product of a complex orthogonal matrix and a complex symmetric matrix if and only if \(X^* X\) is similar to \(XX^*\) [19]. This factorization is called the algebraic polar decomposition of \(X\) [20, 21]. A complex matrix \(Q\) is said complex orthogonal if \(Q^* Q = I\) and a complex matrix \(S\) is said complex symmetric if \(S^* = S\).

Therefore, let \(Q\) and \(S\) be the (complex) orthogonal and symmetric matrices of the (algebraic) polar decomposition of \(B\) i.e. \(\tilde{B} = QS\). Note that since \(\tilde{B}\) is nonsingular, \(\tilde{B}\) is similar to \(BB^T\) and so the existence of the decomposition is guaranteed. Because we have imposed \(\det\{B\} = 1\) and thanks to the scaling indeterminacy of the JVDF problem we can still impose \(\det\{Q\} = \det\{S\} = 1\) and in these conditions there exists a couple of parameters \((t, t_h)\) so that:

\[
Q = \frac{1}{\sqrt{1 + t^2}} \begin{pmatrix} 1 & -t \\ t & 1 \end{pmatrix}, \quad S = \frac{1}{\sqrt{1 + t_h^2}} \begin{pmatrix} 1 & t_h \\ t_h & 1 \end{pmatrix}.
\]

Defining \(\gamma = \frac{1}{\sqrt{(1 + t^2)(1 + t_h^2)}} B = QS\) gives:

\[
b_{12} = \gamma \begin{pmatrix} (1 - t t_h)(t_h - t) \\ (1 - t t_h)^2 \end{pmatrix}, \quad b_{34} = \gamma \begin{pmatrix} (t + t_h)(t_h + 1) \\ (t h + 1)^2 \end{pmatrix}.
\]

Now, (22) and (20) yield:

\[
e_1 = \frac{t - t_h}{1 - t t_h} \quad \text{and} \quad f_2 = \frac{t + t_h}{t h + 1}.
\]

and finally we deduce:

\[
t_h^2 = 2 \frac{e_1 f_2 + e_2 f_1}{e_2 f_1 + e_1 f_2} t_h + 1 = 0, \quad t = \frac{e_2 - e_1 t_h}{t_h e_1 - e_2}.
\]

Because \(t_h\) should be close to 0, it is chosen as the root of the binomial with the smallest modulus. From \(t_h\) we immediately deduce \(t\) then \(\tilde{B}\) and \(B\).

It is worth mentioning that: (i.) In the real case the algebraic polar decomposition is equivalent to the polar decomposition, therefore the proposed algorithm can be directly applied on real- or complex-valued matrices without any modification. (ii.) By construction, \(\det\{Q\} = \det\{S\} = \det\{B\} = 1\) so that existence of \(B^{-1}\) is guaranteed throughout the algorithm.

**Numerical complexity**

Numerical complexity of an iterative algorithm based on matrix computations can be approximated by the number of multiplications computed during one iteration of the algorithm. Numerical complexities of JVDF algorithms are dominated by the updates of the matrix set. When dealing with real-valued matrices, the dominant term for the proposed algorithm is \(4 KN^3\). In comparison dominant terms for JUST, JDTM, sh-rt, JDTE, JET-O and JET-U algorithms are \(11 KN^3, 8 KN^3, 8 KN^3, 2 KN^3, 2 KN^3\) and \(K N^3\) respectively. Numerical complexities of complex versions of the algorithms (when they exist) are still dominated by the updating step. Thus we can simply multiply the previous values by 4. In conclusion, one iteration of the proposed
algorithm is less costly than one iteration of other polar decomposition based algorithms but more costly than one iteration of JDTE or LU decomposition based algorithms. However, the global (and practical) computational cost of each algorithm is obtained by multiplying its numerical complexity by the number of computed iterations before convergence and this number varies a lot from one algorithm to another.

4. NUMERICAL SIMULATIONS

Canonical polyadic decomposition of tensors is one of the main application of JEVD. Thereby, we chose to evaluate the performances of the proposed approach in this context by considering CPD of complex-valued tensors of order 3. In this purpose we compare 3 different implementations of the DIAG algorithm described in section 2; namely, DIAG-JDTM, DIAG-JETU and DIAG-coupled, respectively based on JDTE, JETU and the proposed algorithm. JDTM and JETU have been chosen as references because JDTM is very efficient to estimate the matrix of eigenvectors from noisy matrix sets while JETU has the lowest numerical complexity. The first comparison criterion, $r_X$, is an average value of the normalized mean squares error computed between actual and estimated factor matrices: 
\[
    r_X = \frac{1}{3} \sum_{q=1}^{3} \frac{||X^{(q)} - \hat{X}^{(q)}||^2}{||X^{(q)}||^2},
\]
where $\hat{X}^{(q)}$ is the estimated factor matrix corrected from scaling and permutation indeterminacies. Algorithms performances are evaluated from 100 Monte-Carlo (MC) runs. For each run a new noise-free tensor is built using a new random draw of the 3 complex factor matrices. Then a Gaussian white noise is added in order to obtain the desired SNR value and the noisy tensor is decomposed using the three algorithms. When computing the DIAG algorithm, the JEVD is applied to the whole matrix set built from equation (7) (no matrix is removed). Matrix $\hat{A}$ is initialized as the identity matrix. During the JEVD process the squared off-diagonal components of the $K$ matrices $M^{(k)}$ are summed and the obtained value is compared to the value computed at the previous sweep. The JEVD process is stopped when the relative deviation between two successive values is smaller than $10^{-6}$ or when a maximal number of 100 sweeps has been reached. Then the global computational cost of the JEVD step, $\Gamma$, is computed as defined previously. This gives us our second comparison criterion. Factor matrices used to build the tensors are of size $10 \times 5$, so rank-5 CPD of $10 \times 10 \times 10$ tensors are performed and the JEVD problem is of size: $K = 45, N = 5$.

We present on figure 1 the evolution of the median and average values of $r_X$ and of the average value of $\Gamma$ with respect to the SNR value. Regarding the estimation precision of the factor matrices, the proposed approach is the more efficient whatever the SNR value. Indeed DIAG-JDTM can compete only at the lowest SNR values (10 and 20 dB) whereas DIAG-JETU is clearly surpassed for the more realistic SNR values (this is particularly true below 40 dB). Furthermore, the average value of $r_X$ shows a clear gap between the three algorithms in favor of DIAG-coupled. Indeed during the JEVD process, JDTM and JET-U have not always converged contrary to our coupled JEVD algorithm. Now regarding the global computational cost, figure 1(c) shows that the proposed algorithm is from 9.7 to 23.5 times less costly than JDTM (depending on the SNR value) and from 3.4 to 8 times more costly than JET-U. To sum up, DIAG-coupled appears here as the best choice in terms of estimation precision while being much less costly than the second more accurate solution.

5. CONCLUSION

In this paper we have introduced a new method for joint eigenvalue decomposition. Contrary to classical approaches, this method works equally on real or complex-valued matrices by exploiting the algebraic polar decomposition and a coupled estimation of the factorization matrices. Numerical simulations demonstrate that it can be successfully used to compute the canonical polyadic decomposition of complex-valued tensors, rewritten as a JEVD problem. Indeed, in the representative scenario that we have considered: the rank-5 CPD of a noisy tensor of size $10 \times 10 \times 10$, the proposed algorithm allows a better estimation of the factors matrices than reference algorithms while keeping a low computational cost.

Fig. 1. Comparison of DIAG-JDTM, DIAG-JETU and DIAG-coupled for the rank 5 CPD of complex valued-tensors of size $10 \times 10 \times 10$. 
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