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We develop a novel continuum description of lattice dynamics for a particle chain with nearest neighbor interactions. Our continuum model interpolates discrete solutions and allows one to deal adequately with singular and impact loadings. The resulting theory is local in space and nonlocal in time. It is characterized by a nontrivial hereditary structure which blends inertial and elastic forces. The proposed methodology can be used to build continuum approximations for lattice dynamics which incorporate successively finer scales. It can also serve as a seamless interface between discrete and continuum elasticity theories.
anti-continuum effects are becoming dominant as one tries to miniaturize engineering devices and optimize them through the fine material selection. It is hardly an exaggeration to say that recent technological interest has been mostly focussed on the scales where the CC theory fails (Massobrio et al., 2010).

To capture the micro-scale effects one can directly apply the lattice MD theory which is, however, analytically opaque and can be viewed only as a numerical tool. More importantly, adequate MD simulations of crystalline materials are in most cases still too time consuming to be handled by modern computers. It is therefore an important challenge to develop a hybrid theory of dynamic crystal lattices which combines the advantages of the continuum description with the ability to reproduce some micro-structural features, for instance the nontrivial dispersion relations (Collins, 1981; D'Invecenzo, 1986; Kevrekidis et al., 2002; Arndt and Griebel, 2005; Tang et al., 2006; Askes et al., 2008; Andrianov et al., 2010). Among many attempts to construct such quasi-continuum (QC) theories (continuum theories incorporating internal length scales)\(^1\) one can naturally distinguish two major approaches.

In the first group of theories, one extends the classical elasticity by introducing one or several nonclassical continuum-based ingredients, such as internal variables (Mindlin, 1964; Kröner, 1968; Kunin, 1982), higher gradients (Toupin, 1962; Krumhansl, 1965; Mindlin, 1965; Blanc et al., 2002; Sunyk and Steinmann, 2003), nonlocal interactions (Eringen, 1972; Kunin, 1982; Rogula, 1982; Silling, 2000), etc., which are then considered operative everywhere in the domain of interest. As one example, we can mention a static multi-field theory (Charlotte and Truskinovsky, 2008) allowing one to reduce the discrete problem to a set of coupled second order partial differential equations. Another example is a dynamic multi-field theory (I’uushina, 1969; Kunin, 1982; Vasiliev et al., 2010) introducing internal variables with nontrivial inertia. The problem with this general approach is that the new continuum structures are accounted for not only where they are essential, but also where the simpler CC theory could be used as well.

In the second, mostly numerical approach, one applies continuum thermo-elasticity everywhere outside some small domains (usually around singularities) and uses discrete MD inside these domains (Ortiz et al., 1996; E and Huang, 2002; E et al., 2006; Dobson et al., 2007; Lin, 2007; Braides and Truskinovsky, 2008). Despite notable successes in recent years the existing methods of this type still generate errors which cannot be fully controlled (Curtin and Miller, 2003; Liu et al., 2004; Park et al., 2005; E and Li, 2005; Tadmor and Miller, 2011). More importantly, the full microscopic resolution is often excessive even in the small domains adjacent to lattice defects.

A synthesis of the two approaches can be achieved through the systematic development of a set of nested QC theories that, on one side, resolve a succession of increasingly fine length and time scales and, on the other side, can be matched with each other and with the CC theory. If the finest scale of the QC sequence represents an exact interpolation of the discrete theory, such a gradual continualization can ensure a seamless link between the classical thermo-elasticity and the MD theory. In this way one can formulate both limiting theories in the same framework and resolve the fine scale QC equations on numerical meshes that are coarser than atomic scales.

As a step in this direction, we consider in this paper a prototypical setting and pose the problem of interpolating a discrete Hamiltonian particle dynamics by a QC theory with hereditary (history dependent) elasticity and generalized inertia. The advantage of working with a drastically simplified problem (a linear particle chain with nearest neighbor interactions) is that we know the dynamic behavior of the discrete model in full detail. However, by omitting nonlinearity we exclude from the picture such important effects as thermalization and heat propagation. Also, by insisting on exact interpolation and avoiding coarse graining we exclude dissipation and focus exclusively on dispersion and nonlocality. We therefore remain in the conservative QC framework where no information is getting lost in the process of transition from discrete to continuum.

We begin by demonstrating that in the case of localized loadings the classical elasto-dynamics fails to reproduce several basic features of the discrete dynamics and creates artificial singularities. To remedy these shortcomings in a QC framework one needs to find a continuum representation of the discrete elasticity operator and a consistent continuum interpretation of point forces and initial conditions.

The most well known approach to the interpolation problem is based on the idea of projecting the dynamics onto the first Brillouin zone (e.g. Kunin, 1982; Rogula, 1982; Eringen, 1972; Rosenau, 2003). In this way one can achieve an isomorphism between discrete and QC theories at the expense of making the elasticity operator nonlocal in space. The main limitation of this approach is its inability to deal with point forces and, more generally, with forces whose Fourier spectra are not band-limited to the first Brillouin zone. Despite this inconsistency, spatially nonlocal phenomenological theories with localized forces have been widely used in numerical simulations and are often presented as a form of a coarse grained MD (e.g. Seleson et al., 2009).

To deal with localized and impact loadings, we propose in this paper a fundamentally different way of building a QC interpolation of discrete dynamics. Our approach was first developed in statics (Charlotte and Truskinovsky, 2008) where we could handle interactions of arbitrary range that are known to generate an infinite sequence of internal length scales. The main idea is to drop the requirement of maximum smoothness of the interpolation in order to preserve the spatially local character of the resulting QC theory. The discreteness at the continuum level is represented in this approach by a set

\(^1\) The term quasi-continuum was probably first introduced by Kunin in the 1960s who used it to describe a maximally smooth continuum interpolation of a discrete model (see references to earlier papers in Kunin, 1982). The term was later used in Tadmor et al. (1996) as a general reference to a wide variety of mixed discrete-continuum numerical codes.
of PDEs incorporating increasingly fine microcomponents of the displacement field. This allows one to deal with classical sets of boundary conditions and make the QC theory fully compatible with continuum elasticity. The nonlocal model is recovered in this framework if the microscopic components of the displacement field are eliminated by means of nonlocal relations involving the associated Green’s functions.

In dynamics, which is the main focus of the present paper, we intentionally limit our description to a chain with nearest neighbors (NN) interactions where the nontrivial internal length scales disappear. As a result, the spatial discreteness in the NN theory can be adequately represented by a single displacement field. By using the Mittag-Leffler fractional decomposition of Green’s function in the Fourier–Laplace space we construct a continuum description of the NN chain in terms of a single field obtaining a theory which is local in space and nonlocal in time. The salient feature of the resulting temporally nonlocal (TN) dynamic theory is that both inertial and elastic forces are nonlocal in time and are actually hardly distinguishable which has been anticipated in Willis (1981, 1997) and Milton and Willis (2007). The main advantage of such a theory is that it does not place any restrictions on the support of the applied loading and can handle point impact loadings as naturally as the original discrete theory. It is also important that the proposed general interpolation scheme can be used as the basis for constructing a sequence of successive approximations which are local in both space and time. Expectedly, the memory/hereditary structure of the approximate inertial and elastic constitutive relations becomes increasingly more complex as the order of approximation increases and finer time scales are taken into consideration.

The paper is organized as follows. In Section 1 we introduce our prototypical discrete linear system and solve explicitly the generic initial value problem. In particular, we consider a benchmark point impact test and discuss the peculiar oscillatory structure of the ensuing discrete solution. We then show that the CC theory, formulated in Section 2, is unable to reproduce some fundamental microscopic features of the energy distribution associated with this discrete solution. In Section 3 we discuss the general principles of constructing QC interpolating models. We identify two equally important problems: the approximation of the dynamic operator in the Fourier–Laplace space and choosing the regularized representation for point impact loadings as naturally as the original discrete theory. It is also important that the proposed general interpolation scheme can be used as the basis for constructing a sequence of successive approximations which are local in both space and time. Expectedly, the memory/hereditary structure of the approximate inertial and elastic constitutive relations becomes increasingly more complex as the order of approximation increases and finer time scales are taken into consideration.

The paper is organized as follows. In Section 1 we introduce our prototypical discrete linear system and solve explicitly the generic initial value problem. In particular, we consider a benchmark point impact test and discuss the peculiar oscillatory structure of the ensuing discrete solution. We then show that the CC theory, formulated in Section 2, is unable to reproduce some fundamental microscopic features of the energy distribution associated with this discrete solution. In Section 3 we discuss the general principles of constructing QC interpolating models. We identify two equally important problems: the approximation of the dynamic operator in the Fourier–Laplace space and choosing the regularized representation for point forces. In Section 4 we review the previously known interpolation schemes leading to spatially nonlocal theories and show that they are unable to deal with localized loadings. The new TN theory is developed in Section 5 where we show that it reproduces adequately the discrete solution of a generic point impact problem which is the most difficult test for such a theory. In Section 6 we discuss several ways of constructing spatially and temporally local approximations of the exact TN theory characterized by progressively shorter memory, all the way to CC elasticity. The last section contains our conclusions.

1. Discrete model

Consider an unbounded particle chain shown in Fig. 1. Suppose that the mass of a single particle is \( \rho a \) where \( a \) is the lattice length scale and \( \rho \) is the macroscopic mass density. For simplicity we assume that each particle interacts only with its nearest neighbors through linear elastic springs with elasticity constant \( za \) where \( z \) is the elastic modulus (NN chain). The time-dependent displacements of particles \( u(t) = [u_k(t)]_{k \in \mathbb{Z}} \) are assumed to be continuous and particle collisions are excluded. We demand that the external forces \( af(t) = [af_k(t)]_{k \in \mathbb{Z}} \) have appropriated growth properties in space and time. We also allow for the impact loadings defined by their impulses \( a f(t) \, dt \).

The ensuing mechanical model is fully characterized by the elastic energy, the kinetic energy and the external work:

\[
\begin{align*}
\mathcal{E}_e(u, t) &= \alpha \sum_{k \in \mathbb{Z}} \frac{1}{2} \left( \frac{u_k(t) - u_{k-1}(t)}{a} \right)^2, \\
\mathcal{E}_k(u, t) &= \beta \sum_{k \in \mathbb{Z}} \left( D_t u_k(t) \right)^2, \\
\mathcal{P}_f(f, u, t) &= \alpha \sum_{k \in \mathbb{Z}} \int_0^t d\tau \int_0^\tau d\tau' f_k(\tau') D_t u_k(\tau') d\tau',
\end{align*}
\]

where the operator \( D_t \) denotes appropriately generalized partial time derivative.

To make our discussion more transparent, we mostly focus on a problem with zero initial conditions

\[ u(t) = 0 \quad \text{for } t \leq 0 \]

and only briefly discuss the general initial value problem with the given \( (u(0^-), D_t u(0^-)) \). We also assume that \( f(t) = 0 \) for \( t \leq 0 \). To illustrate the difference between the discrete and the classical continuum (CC) theories we consider three tests: a step load, an impact load and an initial displacement in a single point.

Fig. 1. Mass spring chain with nearest neighbor (NN) interactions. Masses are subjected to time dependent external forces \( f_k(t) \).
The dynamics of the NN chain is governed by the following classical system of equations (Brillouin and Parodi, 1956; Maradudin et al., 1963)

\[ \rho D_l^2 u_k = \frac{z}{a^2} [u_{k+1} + u_{k-1} - 2u_k] + f_k. \]  

(3)

Here

\[ \omega_k = \frac{2}{a} \sqrt{\frac{\beta}{\rho}} = \frac{2c}{a} \]

(4)

is the characteristic frequency providing the time scale and \( c = \sqrt{\beta/\rho} \) is the macroscopic characteristic velocity.

To solve a generic problem for the linear system (3) one can use continuous Laplace (\( \mathbf{L} \)) transform in time and a discrete Fourier (\( \mathbf{DF} \)) transform in space. The \( \mathbf{L} \) transform is defined as follows:

\[ \check{\mathbf{f}}(\omega) = \int_0^\infty f(t) e^{-i\omega t} dt, \]

(5)

where \( \Im(\omega) < -\omega_b \leq 0 \) and the positive real number \( \omega_b \) must be sufficiently large to ensure the existence of the integral. For the \( \mathbf{DF} \) transform we write

\[ \check{\mathbf{y}}(\lambda) = a \sum_{k \in \mathbb{Z}} y_k e^{-ik\lambda a}, \]

(6)

where \( \lambda \in \mathbb{K} = [-\pi/a, \pi/a] \) and \( \mathbb{K} \) represents the fundamental Brillouin’s interval in the lattice reciprocal space.

By applying to (3) first the \( \mathbf{L} \) transform and then the \( \mathbf{DF} \) transform we obtain

\[ \Phi(\lambda, \omega) \mathbf{u}(\lambda, \omega) = \mathbf{f}(\lambda, \omega), \]

(7)

where the complex function

\[ \Phi(\lambda, \omega) = \rho [\omega^2 \sin^2(\lambda a/2) - \omega^2] \]

(8)

fully characterizes elastodynamic properties of the system.

The solution of the problem (7) defined for \( t \geq 0 \) is given by the following inversion formulas:

\[ u_k(t) = \frac{1}{2\pi} \int_{-\omega_b-\infty}^{\omega_b+\infty} \check{u}_k(\omega) e^{i\omega t} d\omega, \quad \forall \omega_b > \hat{\omega}_b \geq 0, \]

(9a)

where

\[ \check{u}_k(\omega) = \sum_{p \in \mathbb{Z}} \frac{1}{2\pi} \int_{-\pi/a}^{\pi/a} \frac{a f_p(\omega)}{\overline{\Phi}(\lambda, \omega)} e^{ikp} e^{ip\lambda a} d\lambda. \]

(9b)

Notice that here and in what follows we imply that \( u_k(t) \equiv H(t)u_k(t) \) where

\[ H(t) \overset{\text{def}}{=} \begin{cases} 0 & \text{if } t < 0, \\ 1 & \text{if } t \geq 0 \end{cases} \]

is Heaviside’s step function.

To compute the integrals (9a) and (9b) we must first analyze the characteristic equation

\[ \Phi(\lambda, \omega) = 0. \]

(10)

If we partition the \( \lambda \)-complex domain \( a^{-1} \mathbb{C} \) into simply connected strips \( \bigcup_{q \in \mathbb{Z}} \mathcal{B}_q \), with

\[ \mathcal{B}_q = \{ \lambda = \lambda_0 + i\lambda_1 : \quad \left| \lambda_0 a - 2q\pi \right| \leq \pi, \quad (\lambda_0, \lambda_1, a) \in \mathbb{R}^2 \}, \]

(11)

we can solve the characteristic equation (10) in each of these strips with respect to \( \omega \). The roots form an infinite sequence \( \{ \lambda_k(\omega) \}_{k \in \mathbb{Z}} \) implicitly given by

\[ e^{i\lambda_1 a} = 1 - \frac{2\omega^2}{\omega_q^2} + 2i \frac{\omega}{\omega_q} \sqrt{1 - \frac{\omega^2}{\omega_q^2}}. \]

It will be convenient to arrange the different branches of the function \( \{ \lambda_k(\omega) \}_{k \in \mathbb{Z}} \) into doublets

\[ \lambda_{2q}(\omega) = \lambda_{2q+1}(\omega) \quad \text{and} \quad \lambda_{2q+1}(\omega) = -\lambda_{2q}(\omega), \]

(12a)

where we defined

\[ \lambda_0(\omega) = -\frac{1}{a} \log \left( 1 - \frac{2\omega^2}{\omega_q^2} - 2i \frac{\omega}{\omega_q} \sqrt{1 - \frac{\omega^2}{\omega_q^2}} \right) = -\frac{2}{a} \arcsin \left( \frac{\omega}{\omega_q} \right). \]

(12b)

The explicit relation (12b) is well-defined everywhere in \( \omega \in \mathbb{C} \) outside the branch-cuts

\( \{ \omega \in \mathbb{C} : -\infty, -\omega_a \} \cup [\omega_a, \infty[. \)
Then for each \( q \in \mathbb{Z} \), the doublet \( (\lambda_2 q, \lambda_1/C_0 q) \) lays inside the strip \( B_q \) in (11). The first strip \( B_0 \) contains the fundamental Brillouin's interval \( K = \frac{\pi}{C_0} a, \frac{\pi}{C_0} a/C_138 \). Inside this strip the characteristic equation has two complex roots: \( \lambda_0 \) and \( \lambda_1/C_0 \lambda_0 \).

One period of the dispersion relation \( \lambda(\omega) \) with real frequencies \( \omega = \omega_r + \omega_i \) is shown in Fig. 2.

We can now invert the discrete Fourier transform according to Eq. (9b) to obtain

\[
\begin{align*}
\mathbf{u}_k(\omega) &= \sum_{p \in \mathbb{Z}} \mathbf{f}_p(\omega) \mathbf{G}(k-p, a, t-t) \mathbf{f}_p(\omega),
\end{align*}
\]  

where \( \mathbf{f}_p(\omega) \) is the Laplace image of the loading. Given the initial conditions (2) the inversion of the continuous Laplace transform gives

\[
\begin{align*}
\mathbf{u}_k(t) &= \sum_{p \in \mathbb{Z}} \int_0^t \mathbf{G}(k-p, a, t-t') \mathbf{f}_p(t') dt',
\end{align*}
\]  

where we introduced the continuum interpolation of the discrete Green's function\(^2\)

\[
\begin{align*}
\mathbf{G}(s, t) &= \frac{1}{2\pi} \int_{-C_0 a/\pi}^{C_0 a/\pi} \frac{i\rho a^2 e^{-i|s|/\rho a}}{2\pi \sin(\lambda_0 a)} d\omega.
\end{align*}
\]  

The expression (14) can also be rewritten as

\[
\begin{align*}
\mathbf{G}(s, t) &= \frac{\rho a^2}{2\pi} \int_{-C_0 a/\pi}^{C_0 a/\pi} \frac{e^{-i|s|/\rho a}}{\sin(\lambda_0 a)} d\omega.
\end{align*}
\]  

\(2\) More precisely, the discrete (causal) Green's function is \( [\rho a]^{-1} \mathbf{G}(s, t) \) as the loading is defined as \( \mathbf{f}_p \).
where we defined two characteristic length scales $\ell_{\pm}(\omega)$

\[
\frac{a}{\ell_{\pm}(\omega)} = \cos^{-1}\left(1 - \frac{2|\omega|^2}{\omega^2}\right) \in [0, \pi] \quad \text{for } \omega \in [-\omega_*, \omega_*],
\]

\[
\frac{a}{\ell_{\pm}(\omega)} = \ln\left[\frac{2|\omega|^2}{\omega^2} - 1 + 2|\omega| \sqrt{|\omega^2 - 1|}\right] \geq 0 \quad \text{for } \omega \in \omega_* \mathbb{R}[-\omega_*, \omega_*],
\]

The parameter $\delta_{kp}$ denotes Kronecker’s symbol, $\delta_{\pm}(t) = \delta H(t)$ is the “causal” Dirac’s delta function (Schwartz, 1966) and

\[
J_n(\omega_* t) = \frac{\omega_*}{\pi} \int_{0}^{\pi/a} \cos(\omega_* t \sin(\lambda) a - \lambda a) d\lambda
\]

is Bessel’s function of the first type with integral order $n \in \mathbb{Z}$ (Abramowitz and Stegun, 1972). To study velocity distribution we would also need the time derivative of $G(ka, t)$ given by

\[
D_{t}G(ka, t) = H(t) J_{2k}(\omega_* t).
\]

The behavior of the function $G(s, t) \geq 0$ is illustrated in Fig. 3(a). The asymptotic analysis based on the steepest-descent method shows that if either $\omega_* t \to \infty$ (with $|s|/a\omega_* t$ fixed) or $|s|/a \to \infty$ (with $a\omega_* t / |s|$ fixed), the function $G(s, t)$ approaches the CC limit shown in Fig. 3(b)

\[
G_c(s, t) = \omega_*^{-1} H(t - |s|/c).
\]

The time dependence of the functions $G(ka, t)$ and $D_{t}G(ka, t)$ at discrete points $s = ka \in a\mathbb{Z}$ is illustrated in Fig. 4.

Impact test: When applied loads change sufficiently slow in space and time one can expect that the discrete nature of the chain does not play an important role and one can safely use the CC elasto-dynamics. The problems arise when the loading is localized at a length scale comparable to $a$ or at a time scale comparable to $\omega_*^{-1}$. To illustrate the mechanism of failure of the CC theory it is instructive to consider a singular discrete loading imitating point impact:

\[
af(t) = pf(t - t_0).
\]

The parameter $p$ prescribes the impulse of force applied at time $t = t_0$. The knowledge of the response of the system to impact loading is of fundamental importance in both experimental and theoretical characterization of linear discrete systems because it allows one to fully identify the corresponding Green’s functions. Indeed, the spectral representation of (21) can be written as $f(\lambda, \omega) = \mathcal{F}$ and if we solve the corresponding

![Fig. 3. Green’s functions $G(s, t)$ for the discrete model (a) and $G_c(s, t)$ for the CC model (b).](image-url)
discrete problem with zero initial data we obtain

$$u_k(t) = G(ka, t) \frac{p}{\rho a}. \quad (22)$$

To illustrate this result we show in Fig. 5(a) the particle trajectories at $t > 0$. One can distinguish two macro-domains. One, in a shape of a cone, shows oscillations, while the complementary domain is essentially oscillations free. The oscillations spread from the transition zone into the cone shaped domain where they eventually decay as the particles approach their classical macroscopic positions (see Fig. 6(a) and Section 2)

$$u_c(s, t) = H(t - t_0 - |s|/c) \frac{p}{2\rho c}. \quad (23)$$

It is instructive to trace the evolution of the microscopic boundaries of the oscillation-generating fronts. To this end we can either trace the points $|s| = \ell_+(t - t_0)$ where the oscillations-induced overshoot reaches its maximal value or the points $|s| = \ell_-(t - t_0)$ where the displacements first reach their long time asymptotic limit $\frac{p}{(\rho_0 \omega a)}$ given by the CC theory (see Section 2). These two functions are illustrated in Fig. 6(b): notice that both fronts are always behind the classical Stokes’ rays $|s| = c(t - t_0)$. The increasing separation of the two discrete fronts is an indication of the dispersion-induced spreading (delocalization) of the strain singularities.
To better understand the energy distribution in the discrete solution one can compute the work of the loading device (1c) with the force distribution (21)

\[ P_f(t) = \rho \delta_{t=0} H(t-t_0) \]

(24)

Notice that at \((s,t) = (0,0)\) the displacement field is continuous while the velocity field suffers a discontinuity. The instantaneous work (24) of the impact loading (21) is transformed into micro-oscillations. By a slight abuse of terminology one can say that the impact results in propagation of two “hot” rays; to render the thermodynamic language fully adequate we need sufficiently strong nonlinearity ensuring the equipartition of energy in the sense of Fermi–Pasta–Ulam system (e.g. Efendiev and Truskinovsky, 2010 and reference therein).

As another illustration, consider a spatially localized step loading in the form

\[ a_f(t) = \omega_s \mathcal{P} \delta_{t=0} H(t-t_0). \]

(25)

In this case the solution of the dynamic problem can be written as

\[ u(t) = \frac{\omega_s}{\rho} \left[ A(s,t) - A(s,0) \right], \]

(26)

where we introduced the anti-derivative of Green’s function from (14) which can be written in the form

\[ A(s,t) = \int_0^t G(s,\hat{t}) \, d\hat{t} \equiv \frac{1}{2\pi\omega_s} \int_{-\infty}^{\infty} e^{-i\omega_s t} e^{-i|\omega|^2/\omega^2} \, d\omega. \]

(27)

This expression can be further simplified as

\[ A(s,t) = \frac{4H(t)}{\pi\omega_s} \left\{ \int_0^{\infty} \sin^2 \left( \frac{\omega t}{2} \right) \cos \left( \frac{s}{a} \right) \, d\omega_t - \int_{-\infty}^{\infty} \frac{e^{-|\omega|^2/\omega^2}}{\omega^2} \sin \left( \frac{\omega t}{2} \right) \, d\omega_t \right\} \]

(28a)

\[ = \frac{2\omega_s H(0)}{\pi} \left\{ \int_0^{\infty} \frac{\sin^2 \left( \omega_s t \sin(\lambda_2/s, a/2) \right) \cos(\lambda_2/s)}{\omega_0^2 \sin^2(\lambda_2, a/2)} \, d\lambda_2 - \int_{-\infty}^{\infty} \frac{e^{-|\omega|^2/\omega^2}}{\omega^2} \sin \left( \frac{\omega t}{2} \right) \cos(\lambda_2/s) \, d\lambda_2 \right\}. \]

(28b)

In Fig. 7 we show the resulting displacement field and compare it with the limiting CC solution

\[ u(s,t) \sim u_c(s,t) = \frac{\omega_s \mathcal{P}}{\rho} A_c(s,t-t_0), \]

(29a)
where

\[ A_c(s, t) = \int_0^t G_c(s, \hat{t}) \, d\hat{t} \equiv \left[ t - \frac{|s|}{c} \right] G_c(s, t) = \frac{ct - |s|}{\omega a c} H \left( t - \frac{|s|}{c} \right). \]

(29b)

One can see that despite the less singular loading in this case, the deviation from the classical theory is considerable around the time of the impact and remains finite in the long time limit near the propagating deformation fronts (Figs. 7 and 8).

**Nonzero initial conditions:** In order to complete the analysis of the discrete model, it is necessary to consider the problem with nonzero initial conditions. Suppose that at \( t = 0^- \) we know the displacements \( u(0^-) \) and the velocities \( D_t u(0^-) \). We also assume that \( u(0^+) = u(0^-) \) as required by our assumption of continuity. Following Schwartz (1966, 1983), we reinterpret the nonzero initial conditions in terms of localized inertial forces

\[ \rho a \nabla^2 u(t) = \rho a [D_t u(0^-) \delta_+ (t) + u(0^-)] D_t \delta_+ (t). \]

(30)

The generalized equations incorporating these initial conditions can be rewritten in the form

\[ \rho D_t^2 [H u_k] = \frac{\alpha}{\omega^2} H [u_{k+1} + u_{k-1} - 2u_k] + f_k + \rho a \nabla^2 u_k. \]

(31)

The additional singular loading (30) is required to move the chain instantaneously from a rest state to the configuration with the given initial displacement and velocity (Roddier, 1971). Notice that the inertial loading \( \rho a \nabla^2 u(t) \) in (30) involves...
a dipole term $D_t \delta_+(t)$ whose impulse is equal to zero so that
\[
\int_{-\infty}^{\infty} \rho a \tau^2 \mathbf{u}(t) \, dt = H(t) \rho a D_t \mathbf{u}(0^-)
\]
but which nevertheless contributes to the instantaneous external work
\[
P_t(\rho \tau^2 \mathbf{u}, \mathbf{u}, t) = H(t) \rho a \sum_{k \in Z} [D_t u_k(0^-) D_t u_k(0^+) - u_k(0^-) D_t^2 u_k(0^+)].
\]
(32)

In spectral space the generalized dynamic problem (31) can be written as
\[
\Phi(\lambda, \omega) \mathbf{u}(\lambda, \omega) = f(\lambda, \omega) + \rho \tau^2 \mathbf{u}(\lambda, \omega),
\]
(33a)

where
\[
\tau^2 \mathbf{u}(\lambda, \omega) = i \omega \mathbf{u}(\lambda, 0) + \tilde{u}(\lambda, 0^-)
\]
(33b)

and $\mathbf{u}(\lambda, 0)$ and $\tilde{u}(\lambda, 0^-)$ denote the DF transforms of the initial displacements and velocities.

In real space the solution of the resulting Cauchy's problem can be written as (Kunin, 1982; Maradudin et al., 1963; Wolf, 1979)
\[
u_k(t) = \sum_{p \in Z} \left[ \int_0^t G(ka-pa,t-t') \frac{f_p(t')}{\rho} \, dt' + \nu_p(0) D_t \tilde{G}(ka-pa,t) + \tilde{\nu}(0^-) \tilde{G}(ka-pa,t) \right],
\]
(34)

where we introduced
\[
\tilde{G}(s,t) = G(s,t) - G(s,-t) = \text{sign}(t) G(s, |t|).
\]
(35)

One can see that if in a system without body forces a single particle is given an initial velocity, the resulting motion is the same as in the case of localized impact loading.

Suppose for instance that we prescribe the initial velocity $D_t u_k(0^-) = \tau \delta_{k,0}$, which means that $\tau^2 u_k(t) = D_t u_k(0^-) \delta_+(t)$. The ensuing displacement field can be written as $\nu_k(t) = \tau \tilde{G}(ka,t)$. The computation of the instantaneous work gives $P_t(\rho \tau^2 \mathbf{u}, \mathbf{u}, t) = \rho a \bar{v}^2 H(t)$ which could be also obtained from (21) and (24) by the change of variables $\bar{v} = \rho a \bar{v}$ and letting $t_0 = 0$.

If, instead, a single particle is given an initial displacement, it first oscillates but then comes back to its reference position. More precisely, consider the problem with $\nu_k(0^-) = 0$ and $\nu_k(0^-) = \pi \delta_{k,0}$. The solution takes the form
\[
u_k(t) = \pi D_t \tilde{G}(ka,t),
\]
(36)

where the function $D_t \tilde{G}(s,t)$ is illustrated in Fig. 9(a).

The function
\[
k_0(s/a) = D_t G(s,0^+)
\]
(37)

is shown in Fig. 9(b). The corresponding particle trajectories are shown in Fig. 8(a); the displacement field is also illustrated in Fig. 12. The instantaneous work (32) can be computed explicitly $P_t(\rho \tau^2 \mathbf{u}, \mathbf{u}, t) = 2 \rho c^2 \tilde{\bar{v}}^2 /a H(t)$.

An interesting prediction of the discrete theory for a particle chain with massless springs is that localized initial disturbances (kinematic or dynamic) propagate with infinite velocity, which means that every mass point in the infinite

![Fig. 9](image-url) The function $D_t G(s,t)$ (a) its zero time limit $k_0(\eta) = D_t G(\eta a,0^+)$ (b).
lattice feels the disturbance instantaneously (Wolf, 1979). Indeed, consider the initial data and the impact loading of the form

$$u_0(0) = \overline{u} \delta_{k,p}, \quad D_t u_0(0^+) = \overline{v} \delta_{k,p}, \quad a f_0(t) = \overline{p} \delta(t) \delta_{k,p}. \quad (38)$$

Then the general solution (34) can be written as

$$u_0(t) = \pi D_t \overline{G}(ka-pa,t) + \left( \frac{\overline{p}}{\rho a} \overline{H}(t) + \overline{v} \right) \overline{G}(ka-pa,t). \quad (39)$$

By using (18) one can show that

$$u_0(0) = \pi \delta_{k,p}, \quad D_t u_0(0^+) = (\overline{p}/(\rho a)) \delta_{k,p}, \quad D_t^2 u_0(0^+) = (\omega k^2/4) \delta_{k,p+1} + \delta_{k,p-1} - 2 \delta_{k,p}, \quad \text{etc.}$$

One can see that the higher the order of the derivative, the larger is the number of particles affected by the impact. In this sense the concept of a sharp deformation front which is common in continuum models can be viewed in the discrete theory only as an approximation.

2. Classical continuum theory

The most well-known continuum approximation of the discrete dynamics is provided by the CC elasto-dynamics which replaces the lattice model by its formal long wave and low frequency approximation. In the derivation of this theory one assumes \(|a| < 1\) and makes a crucial assumption that the kinematic field \(u(s,t)\) is sufficiently smooth which naturally places restrictions on the loading field \(f(s,t)\). The main outcome of the formal long wave expansion is the replacement of the discrete spectral operator \(\Phi(\lambda,\omega)\) by the first term of its Taylor expansion around \(\lambda = 0\)

$$\Phi_0(\lambda,\omega) = 2\lambda^2 - \rho \omega^2 \approx 2(\lambda^2 - \lambda_0^2(\omega)), \quad (40a)$$

where

$$\lambda_0^2(\omega) = -\omega \sqrt{\frac{\rho}{c}} = -\frac{\omega}{c} \frac{\omega}{\omega_0 d}. \quad (40b)$$

For the limiting model one can again define the elastic energy, the kinetic energy and the external work:

$$E_e(u_c,t) = \frac{\lambda}{2} \int_{-\infty}^{\infty} |D_t u_c(s,t)|^2 \, ds \quad (41a)$$

$$E_k(u_c,t) = \frac{\rho}{2} \int_{-\infty}^{\infty} |D_t u_c(s,t)|^2 \, ds \quad (41b)$$

$$P_r(f,u_c,t) = \int_{-\infty}^{t} \int_{-\infty}^{\infty} f(s,t) D_t u_c(s,t) \, ds \, dt. \quad (41c)$$

The dynamic equation in the CC theory is a well known wave equation

$$\rho D_t^2 u_c(s,t) - 2 D_t^2 u_c(s,t) = f(s,t). \quad (42)$$

Here the operator \(D_t\) represents appropriately generalized partial space derivative.

To solve the continuum problem (42) we need to introduce the Integral Fourier (IF) transform and its inverse

$$y(s) \rightarrow y^*(\lambda) = \int_{-\infty}^{\infty} y(s) e^{-i\lambda s} \, ds. \quad (43a)$$

$$y^*(\lambda) \rightarrow y(s) = \frac{1}{2\pi} \int_{-\infty}^{\infty} y^*(\lambda) e^{i\lambda s} \, d\lambda. \quad (43b)$$

By applying first the L transform and then the IF transform, we obtain the following algebraic equation:

$$\Phi_0^*(\lambda,\omega) u_c^*(\lambda,\omega) = f^*(\lambda,\omega). \quad (44)$$

After inverting the IF transform we obtain

$$u_c(s,\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{f^*(\lambda,\omega)}{\Phi_0^*(\lambda,\omega)} e^{i\lambda s} \, d\lambda. \quad (45)$$

Finally, by inverting the L transform we obtain the real space solution

$$u_c(s,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} u_c(s,\omega) e^{i\omega s} \, d\omega = \int_{-\infty}^{t} \int_{-\infty}^{\infty} G_c(s-\xi,t-\eta) \frac{f(\xi,\eta)}{\rho a} \, d\xi \, d\eta. \quad (46)$$
Recall that here we again imply that \( H(t)u_c(s, t) = u_c(s, t) \) which means in particular that \( u_c(s, 0^-) = 0 \) and \( D_t u_c(s, 0^-) = 0 \). In (46) we introduced

\[
G_c(s, t) = \frac{i p a}{4 \pi} \int_{-i \infty}^{i \infty} \frac{e^{i |s| |\omega|}}{\tilde{\zeta}_0(\omega)} d\omega = \frac{a}{2c} H(t-|s|/c),
\]

which is Green's function of the classical continuum elasticity describing D'Alembert's solution (see Fig. 3(b)). It solves Cauchy's problem (42) can still be formally solved.

The main problem with the representation (50) is that it violates the long wave character of the Taylor approximation description must propose a continuum representation of the localized discrete forces is non-unique. In what follows we consider two most natural candidates and demonstrate that the predictions of the classical model depend on the chosen mode of representation of the loading.

**Impact test: singular loading:** The most straightforward choice for the continuum distribution representing \( f(t) \) is the singular loading of the form

\[
f(s, t) = a \sum_{k \in \mathbb{Z}} f_k(t) \delta(s-ka).
\]

In this case the discrete impact loading (21) should be interpreted in the classical continuum theory as

\[
f(s, t) = \sum_{k \in \mathbb{Z}} p \delta_{k,0} \delta_+(t-t_0) \delta(s-ka).
\]

The main problem with the representation (50) is that it violates the long wave character of the Taylor approximation involved in the construction of classical elastodynamics. This crucial inconsistency is often ignored because the dynamic problem (42) can still be formally solved.

Indeed, if we assume that the generalized function \( f(s, t) \) in (50) takes the form (51) we obtain

\[
u_c(s, t) = G_c(s, t-t_0) \frac{p a}{c} \equiv H(t-t_0-|s|/c) \frac{p a}{2pc}.
\]

We have already illustrated the function \( u_c(s, t) \) in Fig. 5(b) and our Fig. 6(a) provides further comparison of the discrete and continuum solutions. One can see that no oscillations occur in the classical elasto-dynamic solution. Outside the cone-shaped domain bounded by Stokes's rays \( |s| = c(t-t_0) \) the displacements are equal to zero while inside this domain the displacements are constant.

Notice that, in contrast to the discrete case, the continuous displacement has a singularity at \((s, t) = (0, t_0)\). This singularity produces two discontinuities traveling in opposite directions with velocities \( c \) and \(-c\). As a consequence, the velocity field \( D_t u_c \) becomes sufficiently singular for the integral (41c) to diverge at each \( t \geq t_0 \).

Indeed, the impact loading (51) can be viewed as the limit of a regularized sequence \( \text{(Schwartz, 1966, 1983)} \)

\[
f^\epsilon(s, t) = \sum_{k \in \mathbb{Z}} a f_k^\epsilon(t) \delta(s-ka),
\]

where

\[
a f_k^\epsilon(t) = \frac{p}{2pc} \frac{H(t-t_0)-H(t-t_0-\epsilon)}{\epsilon} \frac{H(t-t_0-|s|/c)-H(t-t_0-\epsilon-|s|/c)+H(t-t_0-\epsilon-|s|/c)}{\epsilon}. \]

At finite \( \epsilon \) the displacement field is continuous, however, the function \( u_c^\epsilon \) becomes singular as \( \epsilon \to 0^+ \), approaching the limit field \( u_c \) given by (52). In contrast, the regularized velocity field is discontinuous

\[
\dot{u}_c^\epsilon(s, t) = \frac{p}{2pc} [H(t-t_0-|s|/c)-H(t-t_0-\epsilon-|s|/c)].
\]
while the work $\mathcal{P}_i(f',u'_i,t)$ (41c) is finite

$$\mathcal{P}_i(f',u'_i,t) = \int_0^t \frac{p_i^2}{2\rho c^2} [H(t-t_0) - H(t-t_0-\epsilon)] \, dt = H(t-t_0)\mathcal{P}_i(u'_i(0,t) - u'_i(0,t_0)) \frac{u'_i(0,t) - u'_i(0,t_0)}{\epsilon}.$$ 

If we now take into account that $u'_i(0,t_0) = 0$, the first term of the asymptotic expansion $\epsilon \to 0^+$ can be written as

$$\mathcal{P}_i(f',u'_i,t) \sim H(t-t_0) \mathcal{P}_i(f,u,t).$$

An immediate consequence of this formula is that in classical elasto-dynamics the work of the loading device required to generate the displacement field (52) is infinite. Instead, in the discrete theory, which the CC theory is expected to approximate, the corresponding work was finite and equal to $\mathcal{P}_i(f,u,t)$ (see (24)). The problem is that in CC theory we apply a finite force impulse to an effective particle with zero mass and, as a result, it starts moving with an infinite velocity. In the discrete theory the mass of the particle receiving the force impulse is finite which leads to finite force increment and finite work of the loading device.

It is of interest to trace the evolution of the infinite energy supplied by the loading device in the continuum problem. Since none of the two macro-domains (unperturbed and translated) carries any energy, all the energy must be concentrated in the infinitely thin transition zones $|s| = c(t-t_0)$. The work of the loading device is therefore localized in the singularities of the displacement field propagating in both directions with the characteristic speed $c$. This energy localization is another spurious artifact of the long wave approximation because the latter is incompatible with the singular structure of impact loading.

**Impact test: regularized loading:** To correct the inconsistency between the long wave character of the elasticity operator and the short wave structure of the loading, one can try to modify the continuum representation of the localized forces. The interpolation condition can still be satisfied if we restrict the Fourier image of the discrete system of forces to the first Brillouin zone. More precisely, we can use the following construction (Krumshansl, 1965; Eringen, 1972; Kunin, 1982; Rogula, 1982):

$$f^1(\lambda,\omega) = 1_{B_0}(\lambda)f(\lambda,\omega),$$

(56)

where $1_{B_0}$ is the characteristic function of the domain $B_0$. In the physical space we can write

$$f(s,t) = \sum_{k \in \mathbb{Z}} f_k(t) \kappa_1(s/a-k),$$

(57)

where the weight function is now regular (see Fig. 10)

$$\kappa_1(\eta) = \text{sinc}(\eta) = \frac{\sin(\pi \eta)}{\pi \eta}.$$ 

(58)

One can show that the continuum distribution of forces (57) provides the smoothest (Whittaker–Shannon–Kotel’nikov or WSK) interpolation of the discrete system of loads $f(t)$. Observe that while in the case of the singular loads (50) the Fourier spectrum is completely de-localized, in the case of the regularized forces (57) it is fully contained in the strip $B_0$. In the physical space this results in delocalization of the loading at the scale $a$ and brings an internal length scale into the continuum theory.

To solve the continuum problem (42) with the source term given by (57) it is convenient to apply first the IF transform and then the L transform. This again brings an algebraic problem (44)

$$\Phi^i_1(\lambda,\omega) u^i_1(\lambda,\omega) = f^1(\lambda,\omega).$$

Fig. 10. The function $\kappa_1(\eta) = \text{sinc}(\eta)$. 

After inverting the L transform we obtain

\[ u_c^i(\lambda, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{f^i(\lambda, \omega)}{\Phi_c(\lambda, \omega)} e^{i\omega t} d\omega, \tag{59} \]

which can be rewritten as

\[ u_c^i(\lambda, t) \equiv \frac{a_1}{\lambda} \sum_{p \in \mathbb{Z}} H(t) \int_0^t 2 \sin(\omega_a(t - \xi) / 2) \frac{f_p(t)}{\omega_a \lambda^2} d\xi. \]

Next, we invert the IF transform to obtain

\[ u_c(s, t) = \sum_{p \in \mathbb{Z}} \int_0^t G_c^*(s - pa, t - \xi) \frac{f_p(t)}{\rho} d\xi, \tag{60} \]

where

\[ G_c^*(s, t) = H(t) \int_0^{\pi/2} \frac{2 \sin(\omega_a t \lambda^2/2) \cos(\lambda s) \lambda}{\omega_a \lambda^2} d\lambda \equiv H(t) \int_0^t \frac{K_1\left(\frac{s + \xi}{\lambda}\right) + K_1\left(\frac{s - \xi}{\lambda}\right)}{2} d\xi. \tag{61} \]

In Fig. 11 we compare the kernels \( G_c(ka, t) \) and \( G_c^*(ka, t) \). One can see that the regularization of the force allows one to recover the lattice scale oscillatory structure of the discrete solution without any additional improvements at the level of the operator which remains scale-free.

We can now consider the impact test with the loading (21) to obtain

\[ u_c(s, t) = G_c^*(s, t - t_0) \frac{\rho}{\rho a}. \tag{62} \]

The computation of the work gives

\[ \mathcal{P}_t(f, u_c) = H(t - t_0) [D_t u_c(0, t_0^+) - H(t - t_0) \frac{\rho^2}{\rho a} D_t G_c^*(0, 0^+)] = \mathcal{P}_t(f, u, t). \tag{63} \]

As we see, now the work of the loading device is finite and is exactly equal to the analogous term in the discrete theory.

Despite this success in matching the energy, the point-wise agreement between the discrete solution (22) and its continuum analog (62) is at most qualitative. In particular, while continuum loading interpolates the discrete one, the continuum displacement field does not. This is related to the fact that the discrete elasticity operator \( \Phi(\lambda, \omega) \) is represented in classical elastodynamics rather crudely.

**Fig. 11.** Comparison of the discrete Green's function \( G(ka, t) \), the CC Green's function \( G_c(ka, t) \) and the pseudo-classical approximation \( G_c^*(ka, t) \) for \( (k, t) \in \mathbb{N} \times \omega_a^{-1} \mathbb{R}^+ \).
Nonzero initial conditions: Suppose now that in the CC theory we pose the problem with initial data \( u_c(s,0^-) \) and \( \dot{u}_c(s,0^-) \). The corresponding spectral problem can be written as

\[
\Phi^T(\lambda,\omega)u_c(\lambda,\omega) = f(\lambda,\omega) + io_p \rho u_c(\lambda,0) + \rho \ddot{u}_c(\lambda,0^-),
\]

where we introduced the \( \text{IF} \) transforms of the initial data. In real space we obtain D’Alembert’s solution (e.g. Wolf, 1979)

\[
u_c(s,t) = H(t) \int_0^t \int_{-\infty}^{+\infty} G_c(s-\xi, t-\xi^{-1}) \frac{f(\xi,\xi^{-1})}{\rho^2} \, d\xi \, d\xi^{-1} + \frac{1}{2c} \int_{-\infty}^{t+c} \dot{u}_c(\xi,0) \, d\xi,
\]

which is continuous as long as the loading \( f \) does not involve any singular impact component.

By following the pattern developed in the discrete theory, we can again interpret the nonzero initial conditions in the CC setting as an instantaneous distribution of inertial forces

\[
\rho a \Phi^T u_c(s,t) = \rho a \{ D_t u_c(s,0^-) \delta_+ (t) + u_c(s,0^-) D_t \delta_+ (t) \}.
\]

We then need to solve the problem (Schwartz, 1966, 1983)

\[
\rho D_t^2 [\Pi u_c] - \alpha H^2 \Phi^T u_c = f + \rho \Phi^T u_c.
\]

The correspondence between the localized initial data, \( u(0) \) and \( D_t u(0^-) \), and the continuously distributed initial conditions \( u_c(s,0^-) \) and \( D_t u_c(s,0^-) \) can be assumed in the following general form:

\[
u_c(s,0^-) = \sum_{k \in \mathbb{Z}} \kappa(s/a-k) u_k(0), \quad D_t u_c(s,0^-) = \sum_{k \in \mathbb{Z}} D_t u_k(0^-) \kappa(s/a-k),
\]

where we introduced the weight functions \( \kappa(\eta) \) to be specified later; notice that the weight functions used in the displacement field \( u_c(s,0^-) \) may be different from those used in the velocity field \( D_t u_c(s,0^-) \).

In the example with an impact load we have seen that the equality between the discrete and the continuum instantaneous work terms can be achieved when the force distribution is represented by the WSK relations with \( \kappa = \kappa_1(\eta) \). A direct inspection of the exact solution of the discrete problem seemingly suggests another weight function \( \kappa_0(\eta) \) defined in (37) and depicted in Fig. 9(b). In addition to these specially designed weight functions \( \kappa_0 \) and \( \kappa_1 \) one can also use more formal regularization of the point loads as it is done in the standard FE codes. For instance, it is customary to consider polynomial shape functions, in particular, the simplest representative of this class

\[
\kappa_2(\eta) = \frac{|\eta+1| + |\eta-1| - 2|\eta|}{2},
\]

is often used in the numerical quasi-continuum codes (Tadmor et al., 1996; Miller and Tadmor, 2002).

To illustrate different choices, consider the CC analog of the problem with initial displacement of a single mass point which means that \( u_k(0) = \Pi \delta_k \) and \( D_t u_k(0) = 0 \). Then

\[
u_c(s,0) = \sum_{k \in \mathbb{Z}} \kappa(s/a-k) u_k(0) = \kappa(s/a) \Pi
\]

and the resulting motion takes the form

\[
u_c(s,t) = \frac{\kappa((s+ct)/a) + \kappa((s-ct)/a)}{2} \Pi.
\]

In Fig. 12 we show the displacement field obtained by using the weight function \( \kappa = \kappa_0 \) and compare it with the interpolation of the corresponding exact solution of the discrete problem \( u(s,t) = \Pi D_t G(s,t) \) (36). Our Fig. 13 shows the dynamics in the CC theory resulting from the initial point displacement regularized as \( u_c(s,0) = \kappa_2(s/a) \Pi \).

While various choices of weight functions ensure the continuity of the field \( u_c(s,t) \), they do not necessarily guarantee the interpolation property \( u_c(ka,t) = u_k(t) \). Also neither the local and global impulse balances

\[
\rho a \Phi^T u_c(ka,t) = \rho a \Phi^T u_k(t),
\]

\[
\int_{-\infty}^{\infty} \rho \Phi^T u_c(s,t) \, ds = \sum_{k \in \mathbb{Z}} \rho a \Phi^T u_k(t),
\]

nor the work balance

\[
P^T (\rho \Phi^T u_c u_c, t) = P^T (\rho \Phi^T u u, t),
\]

where

\[
P^T (\rho \Phi^T u_c u_c, t) = \Pi \int_{-\infty}^{\infty} \rho [D_t u_c(s,0^-) D_t u_c(s,0^-) - u_c(s,0^-) D_t^2 u_c(s,0^-)] \, ds
\]

are automatic. The local impulse equivalence (71) is satisfied if the interpolation condition \( \kappa(k) = \delta_{k,0} \) is satisfied as it is the case for \( \kappa_1 \) and \( \kappa_0 \). The global impulse equivalence (72) requires that the weight functions satisfy the interpolation condition \( \int_{-\infty}^{\infty} \kappa(s) \, ds = a \) as in the case of \( \kappa_1 \). However, in the case when \( u_k(0) = \Pi \delta_k \) and \( D_t u_k(0) = 0 \), the weight function \( \kappa_1 \) does not satisfy (73) because \( P^T (\rho \Phi^T u_c u_c, t) = (\pi/6) P^T (\rho \Phi^T u u, t) \). The weight function \( \kappa_2 \) satisfies (71) and (72);
however, it satisfies (73) only in the present case of prescribed displacement
\[ \frac{\partial^2}{\partial t^2} \rho \frac{\partial^2}{\partial t^2} u_c(t) = \frac{2 \rho c^2 R^2}{a} H(t) = \frac{P_1(\rho \frac{\partial^2}{\partial t^2} u, t)}{a}. \]

The comparison of Fig. 13 and Fig. 12 shows that in the case of \( \kappa_2(k) \) the agreement with the discrete theory is rather poor. The inadequacy of the popular weight function \( \kappa_2(k) \) becomes even more visible if we consider the problem with localized initial velocity
\[ D_t u_c(0^-) = V_0 \delta_{k,0} \text{ and approximate } D_t u_c(s,0^-) = V \kappa_2(s/a). \]
Then
\[ u_c(s, t) = \sum_{k} \kappa_2(k \frac{s + c t}{a}) \text{ and } G_c^{**}(s, t) = \text{sign}(t) \sum_{k} \kappa_2(k \frac{s - c t}{a})/R^2 \]

\[ = H(t) \int_0^t \frac{\kappa_2((s + c \tau)/a) + \kappa_2((s - c \tau)/a)}{2} d\tau. \]

Fig. 12. Displacement fields resulting from different continuum approximations of the discrete initial data \( u_c(0) = \pi b,0 \) and \( u_c = 0 \). Discrete displacement field \( u_c(s, t) = \pi (\kappa_0(\frac{s + c t}{a}) + \kappa_0(\frac{s - c t}{a})/2 \) corresponding to the initial displacement \( u_c(s, 0) = \kappa_0(s/a) \) (in black) and the continuum solution
\[ u_c(s, t) = \pi (\kappa_0(\frac{s + c t}{a}) + \kappa_0(\frac{s - c t}{a})/2 \) corresponding to the same initial displacement \( u_c(s, 0) = \kappa_0(s/a) \) (in green). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 13. The solution of CC equations corresponding to initial regularized displacement field \( u_c(s, 0) = \kappa_2(s/a) \) and zero initial velocity.
The computation of the work gives \( P_q(\rho \mathcal{C}_u^2 u, u, t) = \frac{1}{\rho} P_q(\rho \mathcal{C}_u^2 u, u, t) \), which means that one-third of the initial energy is lost in this approximation. Similar results can be obtained for the \( \kappa_2 \)-regularized impact loading \( f(s, t) = f_k(t) \kappa_2(\sigma) \). In this case the displacement field is \( u(s, t) = (\mathcal{P}/\rho \mathcal{C}_u^2 G_c^0)(s-t_\lambda) \) and the work is again \( P_q(f, u, t) = \frac{1}{\rho} P_q(f, u, t) \).

In the following sections we consider a set of QC models providing more complete force and energy equivalences between discrete and continuum theories.

### 3. Continuum interpolation

To achieve micro-scale consistency between continuum and discrete theories it is natural to look for a QC interpolation of lattice dynamics. The task is to replace the discrete sequence of functions, \( u_k(t) \), representing a response of the system to loads, \( f_k(t) \), by a continuous function of two variables \( u(s, t) \) satisfying

\[
u(k, t) = u_k(t)
\]

and solving a continuum problem with distributed loads \( f(s, t) \) such that

\[
 f(k, t) = f_k(t).
\]

From the spectral viewpoint, the crucial step is to replace the exact equation (7) in the Fourier–Laplace space, which corresponds to the problem with trivial initial data, by an interpolating equation

\[
 \Phi_\lambda(\lambda, \omega) u_\lambda(\lambda, \omega) = f_\lambda(\lambda, \omega).
\]

Here the new functions \( \Phi_\lambda(\lambda, \omega) \) and \( f_\lambda(\lambda, \omega) \) replace the periodic in \( \lambda \) functions \( \Phi(\omega, \omega) \) and \( f(\omega, \omega) \). After the function \( u_\lambda(\lambda, \omega) \) is recovered as a solution of the algebraic problem (76), the interpolating continuum displacement field \( u(s, t) \) in real space can be obtained from the following inversion formulas:

\[
u(s, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} u_\lambda(\lambda, \omega) \exp(i\omega t) \, d\omega,
\]

where

\[
u_\lambda(\lambda, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} u_\lambda(\lambda, \omega) \exp(i\omega t) \, d\omega = \frac{1}{2\pi} \int_{-\infty}^{\infty} f_\lambda(\lambda, \omega) \Phi_\lambda(\lambda, \omega) \, d\omega.
\]

In some cases it may be more convenient to first invert the \( I \) transform and then the \( F \) transform. Whatever is the choice, the function \( u(s, t) \) must be a solution of the following nonlocal (in both space and time) equation:

\[
 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathcal{L} \left( \frac{s-t}{a}, t, t \right) u(s, t) \, ds \, dt = f(s, t),
\]

where

\[
 \mathcal{L} \left( \eta, t \right) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi_\lambda(\lambda, \omega) \Phi_{\eta\lambda}(\eta, \omega) d\lambda \, d\omega.
\]

While looking at the force balance equation (78a) one is tempted to distinguish between the inertial and the elastic forces and rewrite (78a) in the form

\[
 I_1[u] - I_2[u] = f,
\]

where

\[
 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathcal{L} \left( \frac{s-t}{a}, t, t \right) u(s, t) \, ds \, dt = I_1[u](s, t) - I_2[u](s, t).
\]

Although below we present several cases when the introduction of the functionals \( I_1[u] \) and \( I_2[u] \) is natural, in the general theory the inertia-elasticity splitting appear to be rather arbitrary.

To ensure that the continuous field \( u(s, t) \) (with \( s \in [aR] \)) interpolates the discrete field \( u_k(t) \) (with \( k \in \mathbb{Z} \)) one needs to check that (77b) and (9b) agree at \( s = \omega k a \) for all \( t \in \omega k^{-1} \mathbb{Z} \). The general interpolation condition (74) may be rewritten as

\[
 \int_{-\omega k a}^{\omega k a} \int_{-\infty}^{\infty} \frac{f(\lambda, \omega) \Phi_\lambda(\lambda, \omega) + \omega \alpha}{\Phi_\lambda(\lambda, \omega)} \, d\lambda \, d\omega \equiv \int_{-\omega k a}^{\omega k a} \int_{-\infty}^{\infty} \frac{\Pi_\lambda(\lambda, \omega) \Phi_\lambda(\lambda, \omega)}{\Phi_\lambda(\lambda, \omega)} \, d\lambda \, d\omega,
\]

\footnote{Starting from this section, we denote by \( y'(\lambda) \) the \( F \) transform of any continuum field \( y(s) \) when it is necessary to distinguish it from the \( D \) transform \( y(\lambda) \) of a corresponding discrete field \( y_k(t) \).}
where the integration order can also be reversed. We recall that
\[
f(\lambda, \omega) = a \sum_{k \in \mathbb{Z}} f_k(\omega) e^{-ik\lambda} \quad \text{with} \quad f_k(\omega) = \int_{0}^{\infty} f_k(t) e^{-i\omega t} \, dt\]
and view Eq. (80) as a restriction on both \( f'(\lambda, \omega) \) and \( \Phi'(\lambda, \omega) \).

As we have already seen in the previous section, an important step is to specify the interpolation method for the collection of point forces \( f_k(t) \) (and for the discrete initial data, if necessary). The two natural choices for the body forces have been already mentioned in the previous section: the singular loading
\[
f(s, t) = \sum_{k \in \mathbb{Z}} f_k(t) \delta(s - a - k), \quad (81)
\]
and the WSK regularized loading
\[
f(s, t) = \sum_{k \in \mathbb{Z}} f_k(t) \text{sinc}(s - a - k). \quad (82)
\]

It is clear that both representations ensure the equivalence of the resultants (49).

Now, since the force distribution \( f_k(t) \) may be arbitrary, the interpolation property can be reformulated as a restriction on the elasticity operator \( \Phi'/(\lambda, \omega) \) only. For instance, in the case of singular loading (81) we obtain
\[
\int_{-\infty}^{\infty} \frac{e^{ika}}{\Phi'(\lambda, \omega)} \, d\lambda = \int_{-\pi/a}^{\pi/a} \frac{e^{ika}}{\Phi(\lambda, \omega)} \, d\lambda.
\]
In the case of regularized loading (82) we have instead
\[
\int_{-\pi/a}^{\pi/a} \frac{e^{ika}}{\Phi'(\lambda, \omega)} \, d\lambda = \int_{-\pi/a}^{\pi/a} \frac{e^{ika}}{\Phi(\lambda, \omega)} \, d\lambda.
\]
One can view Eqs. (83) and (84) as a set of (weak) restrictions on the inverse elasticity operator \( [\Phi'(\lambda, \omega)]^{-1} \) (Green's function).

Below we present in two separate sections the analysis of two types of QC interpolating theories. One of them, which leads to spatially nonlocal and temporally local problem, requires nonlocal boundary conditions and can deal adequately only with regularized loadings (82). The other one operates with spatially local and temporally nonlocal equations, requires only conventional boundary conditions and is compatible with both regularized and singular loadings (81). Both types of theories ensure the energetic equivalence of discrete and continuum models by preserving the value of the external work
\[
\int_{0}^{t} \int_{-\infty}^{\infty} f(s, t) \dot{D}_l \ddot{u}(s, t) \, ds \, dt = a \sum_{k \in \mathbb{Z}} \int_{0}^{t} f_k(t) \dot{D}_l \ddot{u}_k(t) \, dt. \quad (85)
\]

4. Spatially nonlocal QC models

Assume first that the point forces appearing in the lattice model are interpolated in the continuum framework by the WSK interpolants (82). This case can be handled by two known models which differ only in details. Throughout most of this section we assume that \( u(s, t) = 0 \) for \( t \leq 0 \), at the end of this section we briefly discuss a nontrivial initial value problem.

**Model with unlimited Fourier spectrum:** The most straightforward way to satisfy condition (84) is to assume (Eringen, 1972; Kunin, 1982; Rogula, 1982)
\[
\Phi'(\lambda, \omega) \equiv \Phi(\lambda, \omega). \quad (86)
\]
This strong equivalence assumption yields the following dynamical equation:
\[
\rho D_t^2 u(s, t) - \alpha \frac{u(s+a, t) + u(s-a, t) - 2u(s, t)}{a^2} = f(s, t), \quad (87)
\]
where the separation into inertial and elastic terms mentioned in (79b) is straightforward
\[
I_1[u](s, t) = \rho D_t^2 u(s, t), \quad (88a)
\]
\[
I_2[u](s, t) = \alpha \frac{u(s+a, t) + u(s-a, t) - 2u(s, t)}{a^2}. \quad (88b)
\]
The corresponding nonlocal problem (78) has the kernel
\[
\mathcal{L}(\eta) = \frac{\rho}{a} \delta(\eta) D_+^2 \delta_+(t) - \frac{\alpha}{a^2} \delta_+(t) D_+^2 \kappa_2(\eta), \quad (89)
\]
where $\kappa_2(\eta)$ was introduced in (69) and
\[ D_0^2 \kappa_2(\eta) = \delta(\eta + 1) + \delta(\eta - 1) - 2\delta(\eta). \]
The above relation allows one to rewrite (88b) in the form
\[ l_2[u](s,t) = \frac{\gamma}{a} \int_{-\infty}^{\infty} \kappa_2(s-\hat{s})/a D_s^2 u(\hat{s},t) \, d\hat{s}. \]
In this framework the elastic energy, the kinetic energy and the external work take the form (Eringen, 1972; Rosenau, 2003; Silling, 2000; Seleson et al., 2009)
\[ \varepsilon_k^k(u,t) = \frac{\gamma}{a} \int_{-\infty}^{\infty} \left[ \frac{u(s,t)-u(s-a,t)}{a} \right]^2 ds, \tag{90a} \]
\[ \varepsilon_k^k(u,t) = \frac{\gamma}{a} \int_{-\infty}^{\infty} [D_t u(s,t)]^2 ds, \tag{90b} \]
\[ p_{kl}^k(f,u,t) = \int_0^t \int_{-\infty}^{\infty} f(s,t) D_l u(s,t) \, ds \, dt. \tag{90c} \]
For general continuum fields \((u(s,t), f(s,t))\) interpolating the discrete fields \((u(t), f(t))\) we have
\[ P_{kl}^k(f,u,t) \neq P_{kl}^k(f,u,t), \quad \varepsilon_k^k(u,t) \geq \varepsilon_k^k(u,t) \quad \text{and} \quad \varepsilon_k^k(u,t) \geq \varepsilon_k^k(u,t). \]
These inequalities turn into equalities for the WKS class of loadings and displacement fields whose support is confined to \(\mathbb{K}\).

We observe that while the kinetic energy and the external work are both local, the elastic energy in this model is (strongly) nonlocal in space. This type of models have been recently widely used for numerical simulation of solid materials with discontinuous displacements (Silling, 2000; Seleson et al., 2009).

Interestingly, spatial nonlocality can be “moved” from elastic to kinetic energy if one uses instead of the field \(u(s,t)\) a different field \(\tilde{U}(s,t)\) with (Rosenau, 2003; Truskinovsky and Vainchtein, 2006)
\[ u(s,t) = \int_{-\infty}^{\infty} M(s-\hat{s}) \tilde{U}(\hat{s},t) \, d\hat{s}. \tag{91} \]
The nonlocal operator \(M\) may be defined in different ways; for instance, one can adopt the following implicit characterization:
\[ a D_t \tilde{U}(s,t) \equiv u(s+a/2,t) - u(s-a/2,t). \tag{92} \]
At the spectral level this corresponds to the following explicit assumption:
\[ M^l(\lambda) = \frac{\lambda a}{2 \sin(\lambda a/2)}. \tag{93} \]
The resulting spatially local equations for the new variable \(\tilde{U}(s,t)\) are derived in Appendix B.

**Model with \(\mathbb{B}_0\)-band limited Fourier spectrum:** In the class of loadings and displacement fields whose spectral support is localized in \(\mathbb{K}\), it is natural to replace (86) by (Krumshansl, 1965; Kunin, 1982; Rogula, 1982)
\[ \Phi^l(\lambda, \omega) = 1_{B_0}(\lambda) \Phi(\lambda, \omega). \tag{94} \]
This is another strong equivalence assumption which establishes a formal one-to-one mapping between the QC problem defined in the WSK interpolation space and the original discrete problem (Kunin, 1982). The associated nonlocal problem in the physical space (see (78)) is characterized by the kernel
\[ L(\eta,t) = \frac{\eta}{a} \sin(\eta) D_t^2 \delta_+(t) - \frac{\eta}{a^3} \delta_+(t) D_t^2 \kappa_3(\eta), \tag{95} \]
where
\[ \kappa_3(\eta) = \int_{-\infty}^{\infty} \kappa_1(\eta-\hat{\eta}) \kappa_2(\hat{\eta}) \, d\hat{\eta} = (\eta + 1) \int_0^{\eta+1} \sin(\eta) \, d\eta + (\eta - 1) \int_0^{\eta-1} \sin(\eta) \, d\eta - 2\eta \int_0^\eta \sin(\eta) \, d\eta - \frac{4}{\pi^2} \cos(\eta^2). \tag{96} \]
The second derivative of the function \(\kappa_3(\eta)\) can be written as
\[ D_0^2 \kappa_3(\eta) = -\frac{\eta^2 - 1/2}{\eta^2 - 1} \sin(\eta). \]
For this model, the inertial contribution to the force balance \( I_1[u] \) in (79b) remains as in (88a), while the elastic contribution takes the form

\[
I_2[u](s,t) = \frac{\alpha}{\bar{a}} \int_{-\infty}^{\infty} \kappa_3((s-\tilde{s})/a)D_1^2 u(\tilde{s},t) \, d\tilde{s}.
\]  

(97a)

For comparison with the classical continuum approach we mention that similarly regularized CC model with

\[
\Phi'(\lambda,\omega) = 1_{\alpha_0}(\lambda)\Phi'_1(\lambda,\omega)
\]

is equivalent in the physical space to a nonlocal problem of the type (42) with the kernel

\[
L^n_{\eta} = \frac{1}{2\pi} \frac{\sin(\eta)\delta(t) - \frac{Z}{2\pi} \delta(t)D^n_\eta K_1(\eta)}{\eta^2}.
\]  

(98)

where the second derivative of \( K_1(\eta) \) in (58) is given by

\[
D^n_\eta K_1(\eta) = \frac{(2-\pi^2\eta^2)\sin(\eta) - 2\cos(\pi\eta)}{\eta^2}.
\]

In such a hybrid model the inertial functional \( I_1[u](s,t) \) in (79b) remains like in (88a), while the elastic contribution to the force balance takes the form

\[
I_2[u](s,t) = \frac{\alpha}{\bar{a}} \int_{-\infty}^{\infty} \kappa_3((s-\tilde{s})/a)D_1^2 u(\tilde{s},t) \, d\tilde{s}.
\]  

(99a)

Our Fig. 14 presents a comparison of the three elastic kernels \( k_1, k_2, \) and \( k_3 \).

The main limitation of the QC theory (94) is the restriction on the space of shape functions whose spectral support must be contained in \( K \) and which must be regular. In particular, the functions describing localized impact are automatically excluded. The model based on (86) (but not on (94)) can be in principle used in a broader space; however, in the case of singular loading and nonzero initial conditions, both models (86) and (94) produce artifacts (see Appendix C).

To illustrate the inner working of this class of models, consider the response of the system to a general regularized discrete loading in the form (82). In this case the two models presented in this section are equivalent. The solution of (76) can be easily found if we first invert the \( L \) transform and then the \( IF \) transform (in the previous sections the inversion was done in an opposite order). We obtain

\[
u(\lambda,\omega) = \frac{1}{\rho} \int_0^t \frac{G_1'_{\omega}(\lambda,\omega - t) \rho^{-1} \rho^{-1} e^{-ip\omega} d\omega}{\eta} \, dt
\]

(100)

and

\[
u(s,t) = \sum_{\rho \in \mathbb{Z}} \int_0^t G(s - \rho a, t - \hat{t}) \frac{f_\omega(t)}{\eta} \, dt.
\]

(101)

Here we introduced the “pseudo” Green’s function

\[
G_K(s,t) = \frac{1}{2\pi} \int_{-\pi/a}^{\pi/a} G_K(\lambda,t) e^{i\omega s} \, d\omega \quad \text{where} \quad G_K(\lambda,t) = \frac{a}{2\pi} \int_{-\infty}^{\infty} \frac{e^{i\omega t}}{\sin^2(\lambda a/2)} \, d\omega.
\]  

\[Fig. \ 14. \ Comparison \ of \ the \ three \ weight \ functions \ k_1 \ in \ (58), \ k_2 \ in \ (69), \ and \ k_3 \ in \ (96).\]
A straightforward computation gives

\[ G_k(\lambda, t) = H(t) \frac{a \sin(\omega_k t \sin(\lambda a/2))}{\omega_k \sin(\lambda a/2)} \]

and

\[ G_k(s, t) = H(t) \int_0^{\pi/\lambda} \frac{a \sin(\omega_k t \sin(\lambda a/2)) \cos(\lambda s)}{\omega_k \sin(\lambda a/2)} \frac{d\lambda}{\pi} = \sum_{q \in \mathbb{Z}} \text{sinc}(s/a-q) G(qa, t). \] (102)

An important consequence of the last formula is that \( D_t G_k(s,0^+) = \text{sinc}(s/a) = \kappa_1(s/a) \) (see Fig. 10) which is different from the function \( D_t G(s,0^+) = \kappa_0(s/a) \) shown in Fig. 9.

**Impact test:** We are now in a position to present the solution of a localized impact problem under the assumption that it has been WSK-regularized. By direct substitution of (21) into (101), we obtain

\[ u(s,t) = \sum_{q \in \mathbb{Z}} \text{sinc}(s/a-q) G_k(qa, t-t_0) \frac{p}{\rho a} = G_K(s,t-t_0) \frac{p}{\rho a}. \] (103)

The solution (103) is illustrated in Fig. 15. Notice that \( G_K(s,t) \geq 0 \) at the lattice points \( s \in a\mathbb{Z} \), which agrees with the fact that \( G_K(ka,t) = G(ka,t) \geq 0 \). In Fig. 15(b) we show the nonphysical oscillations originating from the replacement of the discrete model by our spatially nonlocal QC interpolation.

**Nonzero initial conditions:** Consider now a nontrivial initial value problem in the model with band limited spectra. According to WKS interpolation hypothesis (Kunin, 1982) the continuous initial conditions must be written as

\[ u(s,0) = \sum_{k \in \mathbb{Z}} u_k(0) \text{sinc}(s/a-k) = \sum_{k \in \mathbb{Z}} u_k(0) \kappa_1(s/a-k), \] (104a)

\[ \dot{u}(s,0^-) = \sum_{k \in \mathbb{Z}} \dot{u}_k(0^-) \text{sinc}(s/a-k) = \sum_{k \in \mathbb{Z}} \dot{u}_k(0^-) \kappa_1(s/a-k). \] (104b)

As before, we can represent the initial conditions as singular inertial forces. Then the equation of motion (79a) takes the form

\[ l_1[u] - l_2[u] = f + \rho \xi^2 u, \] (105)

where we recall that in this class of models \( l_1[u] = D^2_t[H u] \) and

\[ \rho a \xi^2 u(s,t) = \rho a \sum_{k \in \mathbb{Z}} \xi^2 u_k(t) \text{sinc}(s/a-k). \] (106)

The solution of this initial value problem can be written as

\[ u(s,t) = \sum_{k \in \mathbb{Z}} \left[ \int_0^t G_k(s-ka,t-\tau) \frac{f_k(\tau)}{\rho} d\tau + u_k(0) D_t \tilde{G}_K(s-ka,t) + \dot{u}_k(0^-) \tilde{G}_K(s-ka,t) \right], \] (107)

where

\[ \tilde{G}_K(s,t) = G_K(s,t) - G_K(s,-t) = \text{sign}(t) G_K(s,|t|). \] (107)

*Fig. 15.* (a) The pseudo-Green’s function \( G_K(s,t) \) for the QC model. (b) The difference \( G_K(s,t) - G(s,t) \).
Due to the known properties of the WKS interpolation, this way of representing the discrete initial data ensures the continuity of \( u(s,t) \), guarantees pointwise equivalences between continuum and discrete external loads \( f(s,t) \) and \( f(t) \), and preserves the work as required by (85); such an equivalence also holds for the inertial loads \( \rho u_x^2 u(t) \) and \( \rho u_x^2 u(t) \).

The main problem with the two interpolation schemes described in this section is that the corresponding models are spatially nonlocal which raises the issue of nontrivial boundary conditions and requires consideration of extended interaction layers replacing sharp interfaces between the bodies (Kunin, 1982). In the next section we discuss how the spatial nonlocality can be systematically circumvented.

5. New temporally nonlocal (TN) model

In the case of generic loadings whose spectrum \( f(\lambda,t) \) is not confined to the interval \( \mathbb{K} \), the continuum interpolation proposed in the previous section fails (see Appendix C) and one has to look for the alternatives. In this section we present a dynamic extension of the static theory developed in Charlotte and Truskinovsky (2008) which is free of the shortcomings discussed above. Since we are no longer dealing with regularized loading, our construction will be based on the interpolation condition (83).

We begin by rewriting the spectral Green’s function of the discrete model \( [\Phi(\lambda,\omega)]^{-1} \) as a Mittag–Leffler’s fractional decomposition by the poles in the complex plane \( \lambda \) at fixed frequency \( \omega \)

\[
[\Phi(\lambda,\omega)]^{-1} = 2 \sum_{q \in \mathbb{Z}} \frac{\lambda_{2q}(\omega)}{\Phi(\lambda_{2q}(\omega),\omega)} \frac{1}{\lambda^2 - \lambda_{2q}(\omega)^2},
\]

where \( \Phi(\lambda,\omega) = \partial \Phi(\lambda,\omega)/\partial \lambda \). Following Charlotte and Truskinovsky (2008) we can now truncate the expansion (109) by including only the roots of the characteristic equation located inside the \( \mathbb{B}_0 \)-strip. We then obtain a new quasi-continuum model with elasticity operator

\[
[\Phi'(\lambda,\omega)]^{-1} = \frac{2\lambda_0}{\Phi(\lambda_0,\omega)} \frac{1}{\lambda^2 - \lambda_0^2} = \frac{a}{a \sin(\lambda_0 a)} \frac{1}{\lambda^2 - \lambda_0^2}.
\]

(110)

For each value of \( \omega \in \omega_0 \mathbb{C} \), the spectral function \( [\Phi'(\lambda,\omega)]^{-1} \) has the same residues in the domain \( \mathbb{B}_0 \) as the spectral function of the original discrete model. This ensures that the interpolating condition (83) is satisfied. Notice that the elasticity operator of the new theory

\[
\Phi'(\lambda,\omega) = \frac{2(\lambda_0^2 - \lambda^2) \sin(\lambda_0 a)}{\lambda_0 a}
\]

(111)

is no longer periodic in \( \lambda \) and that the resulting model is spatially local. Since the Mittag–Leffler decomposition could be performed only in one complex dimension \( \lambda \), the remaining dependence on \( \omega \) is nontrivial which means strong temporal (time) nonlocality.

While the TN operator (111) appears to be very different from the original spectral operator \( \Phi(\lambda,\omega) \) of the discrete theory (8), which is local in time and nonlocal in space, both models converge to the CC model \( \Phi'(\lambda,\omega) \) in the limit of low frequencies \( |\omega| \ll \omega_0 \) and long wavelengths \( |\lambda|^{-1} \gg a \). More precisely, if \( (\omega_0^{-1},a) \rightarrow (0,0) \) while the product \( \omega_0 a = 2c \) remains finite and \( |\lambda_0 a| = 2(\omega_0/\omega a) \ll 1 \) then \( \lambda_0 \rightarrow 0 \) and \( \Phi'(\lambda,\omega) \rightarrow \Phi'(\lambda,\omega) \). We also recall that \( \Phi(\lambda_0,\omega) = 0 \), \( \Phi'(\lambda_0,\omega) = 0 \) and \( \Phi''(\lambda_0,\omega) = 0 \) for all \( \omega \in \omega_0 \mathbb{C} \).

In the physical space the dynamic equations of the TN theory take the form

\[
-\frac{\nu}{\pi} \int_{-\infty}^{\infty} \frac{\partial^2 + \frac{\lambda_0^2}{\lambda_0 a} \sin(\lambda_0 a) \omega}{\lambda_0 a} u(s,\omega) e^{i\omega t} d\omega = f(s,t),
\]

(112)

where \( f(s,t) \) is defined as in (50). The inertial and elastic terms can be separated as in (79a) with

\[
I_1[u](s,t) = \frac{\nu}{\pi} \int_{-\infty}^{\infty} \frac{\lambda_0^2}{\lambda_0 a} \omega \sqrt{1 - \frac{\omega^2}{\omega_0^2}} u(s,\omega) e^{i\omega t} d\omega,
\]

(113a)

\[
I_2[u](s,t) = -\frac{\nu}{\pi} \int_{-\infty}^{\infty} \frac{\omega}{\lambda_0 a} \sqrt{1 - \frac{\omega^2}{\omega_0^2}} D_t^2 u(s,\omega) e^{i\omega t} d\omega.
\]

(113b)

Notice that, the integration in (113) is performed over the measure generated by the phonon frequency distribution function

\[
\nu(\omega) = \frac{a \lambda_0}{\pi} d\omega(\omega) = \frac{2}{\pi \omega_0^2} \sqrt{1 - \frac{\omega^2}{\omega_0^2}},
\]

which is normalized according to \( \int_0^{\infty} \nu(\omega) d\omega = 1 \) (Kunin, 1982).
To compute the integrals in (113) we need to first rewrite their integrands as a combination of terms satisfying the conditions of Jordan’s integration lemma. We obtain

\[
I_1[u](s,t) = \frac{1}{2\pi} \int_{-i\omega_b + \infty}^{-i\omega_b - \infty} [i\omega] Y_1(\omega) \left\{ \left[ 1 - \frac{\omega^2}{\omega_b^2} \right] u(s,\omega) \right\} e^{i\omega t} d\omega
\]  
(114a)

\[
I_2[u](s,t) = \frac{1}{2\pi} \int_{-i\omega_b + \infty}^{-i\omega_b - \infty} [i\omega] Y_2(\omega) \left\{ \left[ 1 - \frac{\omega^2}{\omega_b^2} \right] D^2 u(s,\omega) \right\} e^{i\omega t} d\omega
\]  
(114b)

where

\[
Y_1(\omega) \overset{\text{def}}{=} \frac{2i\omega_{\lambda_0} a}{\omega^2 \omega_{\lambda_0}^2} \sqrt{\frac{\omega_{\lambda_0}^2 + \omega^2}{\omega_{\lambda_0}^2}} = \frac{i\omega_{\lambda_0} a}{\omega^2 \sqrt{1 - \frac{\omega^2}{\omega_{\lambda_0}^2}}},
\]  
(115a)

\[
Y_2(\omega) \overset{\text{def}}{=} \frac{-2\pi}{i\omega_{\lambda_0} a} \sqrt{\frac{\omega_{\lambda_0}^2 + \omega^2}{\omega_{\lambda_0}^2}} = \frac{2i\omega}{\omega_{\lambda_0} a} \sqrt{\frac{\omega_{\lambda_0}^2 + \omega^2}{\omega_{\lambda_0}^2}}.
\]  
(115b)

By mapping these two kernels into the real space we obtain

\[
Y_p(t) = \frac{1}{2\pi} \int_{-i\omega_b + \infty}^{-i\omega_b - \infty} Y_p(\omega) e^{i\omega t} d\omega = \hat{Y}_p(\omega) t \quad \text{for } p = 1, 2.
\]  
(116)

The function \(Y_1(t) = \hat{Y}_1(\omega) t\) can be interpreted as a mass density kernel while the function \(Y_2(t) = \hat{Y}_2(\omega) t\) can be viewed as an elastic kernel. The integrals in (116) can be written as

\[
Y_1(t) = H(t) \rho \left\{ 1 - \int_{\cos(\omega, t)\omega_{\lambda_0}}^{\infty} \frac{\omega \cos(\omega, t) d\omega_t}{\sqrt{\omega_t^2 - \omega^2}} \right\},
\]  
(117a)

\[
Y_2(t) = H(t) \rho \left\{ 1 - \int_{\cos(\omega, t)\omega_{\lambda_0}}^{\infty} \frac{4\cos(\omega, t) d\omega_t}{\sqrt{\omega_t^2 + \omega^2}} \right\}.
\]  
(117b)

By using a different path in Laplace’s space we can obtain another representation which is easier to handle

\[
Y_1(t) = H(t) \frac{a^2}{2\pi} \left\{ \int_0^{\pi/a} \frac{\lambda_r \sin(\lambda_r a/2) \omega_{\lambda_0} t}{\sin^2(\lambda_r a/2)} d\lambda_r - \int_0^{\pi/a} \frac{\lambda_r \sin(\cosh(\lambda_r a/2) \omega_{\lambda_0} t)}{\sinh(\lambda_r a/2)} d\lambda_r \right\},
\]  
(118a)

\[
Y_2(t) = H(t) \frac{2\pi}{a} \left\{ \int_0^{\pi/a} \frac{\sin(\lambda_r a/2) \omega_{\lambda_0} t}{\lambda_r} d\lambda_r + \int_0^{\pi/a} \frac{\lambda_r \sin(\cosh(\lambda_r a/2) \omega_{\lambda_0} t)}{\lambda_r^2 + \pi^2} d\lambda_r \right\}.
\]  
(118b)

![Fig. 16. The behavior of the functions 1 - \(Y_i(t)/Y_i(\infty)\) = 1 - \(Y_p(\omega) t/\hat{Y}_p(\infty)\) for \(p = 1, 2\).](image)
Our Fig. 16 shows the transient behavior of the effective mass density $\tilde{\gamma}_1$ and the effective elastic modulus $\tilde{\gamma}_2$ as they approach their long-time asymptotes

$$\tilde{\gamma}_1(+\infty)=\rho \quad \text{and} \quad \tilde{\gamma}_2(+\infty)=z.$$ \hspace{1cm} (119)

Observe that both kernels $\tilde{\gamma}_p(t)$ are positive. On can also obtain from (117) and (118) the following useful relations:

$$\gamma_1(t)=0, \quad \gamma_2(t)=0, \quad D_i\gamma_1(t)=0, \quad D_i^2\gamma_1(t)=0 \text{ for } t \leq 0.$$ \hspace{1cm} (120)

To express the integrals in (113) more transparently, we assume temporarily that the following initial condition is satisfied:

$$u(s,t_0)=0 \quad \text{for } t \leq 0.$$ \hspace{1cm} (121)

We also exclude impact loads, so that $u(s,t^+)=u(s,t^-)$ and $D_iu(s,t^+)=D_iu(s,t^-)$. Then, we can write for $t > 0$

$$I_1[u](s,t) = \left[ 1 + \frac{1}{\omega^2}D_i^2 \right] \int_0^t u(s,t-\tilde{t})D_i^3 \gamma_1(\tilde{t}) \, d\tilde{t}, \hspace{1cm} (122a)$$

$$I_2[u](s,t) = \left[ 1 + \frac{1}{\omega^2}D_i^2 \right] D_i^2 \int_0^t u(s,t-\tilde{t})D_i^2 \gamma_2(\tilde{t}) \, d\tilde{t}. \hspace{1cm} (122b)$$

Substituting expressions (122) in the dynamic equation (79a) we obtain

$$\left[ 1 + \frac{1}{\omega^2}D_i^2 \right] \int_0^t [u(s,t-\tilde{t})D_i^3 \gamma_1(\tilde{t})-D_i^2u(s,t-\tilde{t})D_i^2 \gamma_2(\tilde{t})] \, d\tilde{t} = f(s,t). \hspace{1cm} (123)$$

A unique solution of Eq. (123) that satisfies the initial conditions (121) can be written in the form

$$u(s,t) = \int_0^t \int_{-\infty}^\infty G(s-\tilde{s},t-\tilde{t}) \frac{f(\tilde{s},\tilde{t})}{\rho a} \, d\tilde{s} \, d\tilde{t}$$ \hspace{1cm} (124)

where Green's function $G(s,t)$ is given by (15). The appearance in this formula of the continuous analog of the discrete causal Green's function (18) means that the TN theory provides the most natural continuous interpolation of the solution for the original discrete problem (13).

**Impact test**: An important property of the TN model (123) is that it can adequately handle singular loadings even though the formal derivation of Eq. (123) seems to have excluded the impact loads. Indeed, consider a regular sequence of loadings in (124) converging to classical impact in the limit $(\beta,\epsilon)\to(0^+,0^+)$

$$f^{\beta,\epsilon}(s,t) = \frac{H(t)-H(t-\epsilon)}{\epsilon} \frac{\rho a}{\beta a} \delta(s/\beta a) \to \frac{\rho a}{\beta a} \delta_r(t)$$ \hspace{1cm} with $i=1,2.$

The corresponding displacement field in (124) can be shown to have a limit

$$u^{\beta,\epsilon}(s,t) = \int_0^t \int_{-\infty}^\infty G(s-\tilde{s},t-\tilde{t}) \frac{f^{\beta,\epsilon}(\tilde{s},\tilde{t})}{\rho a} \, d\tilde{s} \, d\tilde{t} \to \frac{\rho a}{\beta a} G(s,t).$$

In the distribution theory sense, the function $G(s,t)$ in (15) represents the fundamental solution of Cauchy's initial value problem

$$I_1[G](s,t)-I_2[G](s,t) = \rho a \delta_r(t) \delta(s),$$ \hspace{1cm} (125a)

$$G(s,t)=0 \quad \text{for } t \leq 0.$$ \hspace{1cm} (125b)

In particular, the particle displacement field in the benchmark test (51) can be written in the form

$$u(s,t) = G(s,t-t_0) \frac{\rho a}{\beta a}. \hspace{1cm} (126)$$

This continuous solution interpolates the discrete solution (22) and therefore the TN theory preserves all the details of the discrete solution.

If instead of spatially singular loads (81), we apply spatially regularized loads (82), the response in (126) remains relatively close to the solution of the discrete problem. The exact solution in this case can be written as in (101) with the pseudo-Green function kernel $G_k$ replaced by

$$G^*(s,t) = \int_{-\infty}^\infty G(s-\eta a,t) \kappa_1(\eta) \, d\eta.$$ \hspace{1cm} (127)

A quantitative comparison of the kernels $G$, $G_k$, $G_\circ$, $G'_1$ and $G^*$ computed along the classical Stokes' rays is shown in Fig. 17. One can see that, as expected, the discrete kernel $G(ka,t)$ (discrete solution) is interpolated by both $G_k(s,t)$ (solution of spatially nonlocal QC theory) and $G(s,t)$ (solution of the TN theory) while the functions $G_\circ$ (classical solution for singular impact problem) and $G'_1$ (classical solution for regularized impact problem) clearly stand aside. In contrast to the classical elasto-dynamic solution $G_\circ$, the pseudo-kernel $G'_1$ exhibits oscillations but still remains rather far from the discrete solution. Another pseudo-kernel $G^*$ (solution of the TN model for regularized impact) while being clearly different from $G_k$.
We can again write the dynamic equation (123) while taking into account the inertial forces and can instead use directly the lattice values

\[
u(ka,0^+) = u_k(0^-), \quad D_t u(ka,0^-) = D_t u_k(0^-).
\]

We can again write the dynamic equation (123) while taking into account the inertial forces

\[
\left[1 + \frac{1}{\omega_c^2 k^2} D_t^2 \right] \int_0^t [u(s,t-\hat{t}) D_t^2 Y_1(\hat{\omega}) - D_t^2 u(s,t-\hat{t}) D_t Y_2(\hat{\omega})] d\hat{t} = f(s,t) + \rho \nabla^2 u(s,t).
\]

Here we introduced

\[
\rho D_t^2 u(s,t) = \rho \sum_{k \in \mathbb{Z}} \nabla^2 u_k(s/a-k).
\]

The spectral form of the equation (129) is

\[
f^i(\lambda,\omega) + \rho \nabla^2 u^i(\lambda,\omega) = \Phi^i(\lambda,\omega) \hat{u}^i(\lambda,\omega),
\]

where

\[
\rho \nabla^2 u^i(\lambda,\omega) = \rho [D_t u(\lambda,0^-) + i \omega u(\lambda,0)].
\]

The solution of (131a) for the singular loads (81) reads

\[
u(s,t) = \sum_{p \in \mathbb{Z}} \left[ \int_0^t G(s-pa,t-\hat{t}) \frac{f_p(\hat{t})}{\rho} d\hat{t} + D_t \tilde{G}(s-pa,t) u_p(0^-) + \tilde{G}(s-pa,t) \tilde{u}_p(0^-) \right].
\]
where the functions $G$ and $\tilde{G}$ are defined in (15) and in (35), respectively. One can check that the continuum representation of the initial conditions takes exactly the same form as in the original discrete theory (34)

$$u(s,0) = \sum_{p,c} D_sG(s-pa,0^+)u_p(t=0) \equiv \sum_{p,c} \kappa_0(s/a-p)u_p(0),$$

$$D_tu(s,0^-) = \sum_{p,c} D_sG(s-pa,0^+)\dot{u}_p(0^-) \equiv \sum_{p,c} \kappa_0(s/a-p)\dot{u}_p(0^-).$$

The correspondence between fundamental solutions ensures an equivalence between the work in the discrete model $\mathcal{P}_i(f,u,t)$ and in the TN model $\mathcal{P}_r^*(f,u,t)$.

To highlight the role of singular inertia loads $\rho a\sum_1^2 u(s,t)$ in (130), one can try to regularize them by assuming that

$$\rho a\sum_1^2 u(s,t) = \rho a\sum_{k \in \mathbb{Z}} \tilde{\kappa}_k(s/a-k),$$

where we use regular spatial weight function $\kappa(\eta)$ instead of the singular Dirac function $\delta(\eta)$. The solution of the corresponding TN problem (129) can be written as

$$u(s,t) = \sum_{p,c} \left[ \int_0^t G(s-pa,t-t) \frac{f_p(t)}{\rho} \, dt + D_t\tilde{G}^{**}(s-pa,t)u_p(0^-) + \tilde{G}^{**}(s-pa,t)\dot{u}_p(0^-) \right],$$

where the pseudo-kernel

$$\tilde{G}^{**}(s,t) = G^{**}(s,t) - G^{**}(s,-t) = \text{sign}(t)G^{**}(s,|t|)$$

is based on function $G^{**}(s,t)$ given by

$$G^{**}(s,t) = \int_{-\infty}^{\infty} G(s-\eta a,t)\kappa(\eta) \, d\eta.$$

In Fig. 18 we show the displacement field (136) for two different continuum representations of the discrete initial data $u_d(0) = \prod_0 \delta_{k_0}$ and $\dot{u}_d(0) = 0$. One representation is based on the weight function $\kappa_1$ (see Fig. 18(a)) and another one on $\kappa_2$ (see Fig. 18(b)). Both CC solutions shown in Fig. 18 satisfy the condition $u_d(ka,0) = u_d(0)$, and conditions (71) and (72), however, none of them satisfies the kinematic equivalence condition (74). The TN solution $u = D_t\tilde{G}^{**}f$ computed with the regularized representation of the initial conditions similarly does not satisfy any of the above conditions, in particular, we lose the kinematic equivalence (74). However, the TN solution (136) can still be shown to approach the interpolating solution with singular initial data (132) at sufficiently large times $t > 0$ (see Fig. 12).

6. Alternative formulations and approximations

The integro-differential equation of the TN theory (123) is rather complicated and it is natural to try to simplify it. Below we propose several ways of rewriting this equation which makes its structure more transparent. We again assume
for simplicity that the initial conditions are trivial (121). The external load $f(s,t)$ with support in $[t_0,\infty[$ can be arbitrary, however, in this section we exclude point impact.

Under these conditions the general solution of the discrete problem can be interpolated by the function (124)

$$u(s,t) = \int_{t_0}^{t} \int_{-\infty}^{+\infty} D_s A(s-\hat{s},t-\hat{t}) \frac{f(\hat{s},\hat{t})}{\rho a} \, ds \, d\hat{t},$$

which we have presented in terms of the anti-derivative $A(s,t)$ from (28). As a benchmark test we consider here a spatially localized step loading (25)

$$f(s,t) = a \sum_{k \in Z} \int_{s-ka}^{s+ka} \delta(s-ka)$$

with $a \tilde{f}_k(t) = \omega_k \bar{p} \delta_{k,0} \delta(t-t_0)$.

which produces the displacement field

$$u(s,t) = \frac{\omega_k \bar{p}}{\rho} [A(s,t) - A(s,0)].$$

In this section we compare this exact solution with solutions generated by several modifications of the general TN theory.

First we notice that by taking into account (120) and the assumed initial conditions, we can rewrite (123) in the form

$$f(s,t) = D_t^2 \int_{t_0}^{t} \int_{-\infty}^{+\infty} D_s Y_1(t-\hat{t}) \hat{u}_0(s,\hat{t}) \, dt - D_s^2 \int_{t_0}^{t} \int_{-\infty}^{+\infty} D_t Y_1(t-\hat{t}) (s-\hat{t}) \hat{u}_0(s,\hat{t}) \, dt - D_s^2 \int_{t_0}^{t} \int_{-\infty}^{+\infty} D_s Y_2(t-\hat{t}) \hat{u}_0(s,\hat{t}) \, dt,$$

where we introduced a new displacement field

$$\hat{u}_0(s,t) = \left[ 1 + \frac{1}{\omega_k^2} D_t^2 \right] u(s,t).$$

The nonlocal relation between $\hat{u}_0(s,t)$ and $u(s,t)$ can be explicitly inverted

$$u(s,t) = H(t-t_0) \int_{t_0}^{t} \sin \left( \frac{\omega_k(t-\hat{t})}{\omega_k} \right) \hat{u}_0(s,\hat{t}) \, d\hat{t}.$$  

(144a)

The solution $\hat{u}_0(s,t)$ can be written as

$$\hat{u}_0(s,t) = \int_{t_0}^{t} \int_{-\infty}^{+\infty} D_s A(s-\hat{s},t-\hat{t}) \frac{f(\hat{s},\hat{t})}{\rho a} \, ds \, d\hat{t},$$

(144b)

where we defined the new kernel

$$A_0(s,t) = \frac{1}{2\pi \omega_k} \int_{-\omega_k}^{+\omega_k} \sqrt{1 - \frac{\omega^2}{\omega_k^2}} e^{i\omega t} e^{i\omega s} \, d\omega$$

$$= \frac{a \sin(t)}{\pi} \int_{0}^{\pi/a} \frac{2 \sin^2 \left( \frac{\omega_k \sin \left( \frac{\omega a}{2} \right)}{2} \right) \cos \left( \frac{\omega a}{2} \right)}{\omega_k^2 \tan^2 \left( \frac{\omega a}{2} \right)} \, d\omega$$

$$+ \sin \left( \frac{\pi}{\omega_k} \right) \int_{0}^{+\infty} 2e^{-\lambda \sin \omega_k a} \tanh(\lambda a/2) \sin^2 \left( \frac{\omega_k \cosh(\lambda a/2)}{2} \right) \, d\lambda.$$  

(145a)

In the case of step loading the solution $\hat{u}_0$ can be written in the form (141), modulo replacement of $A$ by $A_0$. As one can see in Fig. 19, this solution captures the main macroscopic phenomenon, however, the recovery of the original displacement field $u$ brings additional lattice scale oscillations generated by the nonlocal operator (144a).

An interesting feature of the new representation is that both momentum and stress have now similar relation to the displacement field. Indeed we can rewrite (142) as

$$D_p \psi - D_s \sigma = f.$$  

(146)

Here the stress $\sigma$ and the linear momentum $p$ are defined by the classical constitutive relations $p = \rho \dot{u}^*$ and $\sigma = \omega \dot{u}^*$, where the generalized strain

$$\varepsilon^*(s,t) = D_s \int_{t_0}^{t} \tilde{Y}_2^{-1} (s,\hat{t}) \hat{u}_0(s,\hat{t}) \, d\hat{t}$$

(147)

and the generalized velocity

$$v^*(s,t) = D_t \int_{t_0}^{t} \tilde{Y}_1^{-1} (s,\hat{t}) \hat{u}_0(s,\hat{t}) \, d\hat{t}$$

(148)

are represented as strikingly similar nonlocal functions of the displacement field. Such a ‘blending’ of stress–strain relations and momentum–velocity relations is typical for the homogenized description of dynamic media with microstructure (Willis, 1981, 1997; Milton and Willis, 2007).
It is also of interest that the dynamic equations (142) and (146) can be reformulated as a classical wave equation if we introduce two different (but dependent) displacement fields

\[ \ddot{U}_1(t) = \frac{\partial^2 u_1(s, t)}{\partial s^2} = \frac{f(s, t)}{C_0}, \]

where

\[ \ddot{U}_2(t) = \frac{\partial^2 u_2(s, t)}{\partial s^2} = \frac{f(s, t)}{C_0}. \]

The fields \( \{\ddot{u}_p(s, t)\}_{p = 1, 2} \) are defined by the following relations:

\[ \ddot{u}_p(s, t) = \int_t^\infty \int_0^1 Y_p(\tau) \dot{Y}_p(\tau - \xi) \ddot{u}_0(s, \xi) \, d\xi \, d\tau, \]

which implies a nonlocal relation between them.

In addition to symmetric formulations of the TN model where time nonlocality is present in both inertial and elastic terms, it is instructive to consider formulations where temporal nonlocality is concentrated either only in the elastic or only in the inertial term. For instance, in terms of the field \( \ddot{u}_1 \) introduced above, the TN dynamic problem can be rewritten as a problem with conventional inertia and time nonlocal elasticity

\[ f(s, t) = \rho \ddot{u}_1(s, t) - \frac{\partial}{\partial s^2} \int_t^\infty \int_0^1 \Theta_1(t - \xi) \ddot{u}_1(s, \xi) \, d\xi \, d\tau = \rho \ddot{u}_1(s, t) - \frac{\partial}{\partial s^2} \int_t^\infty \ddot{u}_1(s, t - \xi) D_1 \Theta_1(\xi) \, d\xi, \]

where

\[ \Theta_1(t) = -\frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\partial^2 \epsilon(\omega)}{\partial s^2} \, d\omega = H(t) \left[ \frac{\omega^2 t^2}{2} + \frac{1}{3} - 16 \int_0^\infty \frac{\cos(\omega t)}{\omega} \frac{a}{(\omega^2 + \pi^2)} \, d\omega \right]. \]
Here we introduced another kernel with by using the nonlocal operator (153) which restores the missing lattice scale details (compare Fig. 19(c) with Fig. 21(c)). The recovery of the microscopic solution is performed one can see that \( \Theta_1(0) = 0 \), and that \( \Theta_1(t) \sim \Theta_1^*(t) = (\alpha_4 t)^2 / 2 + 1/3 \) at large \( \alpha_4 t \).

After the field \( \hat{u}_1 \) is known the original displacement field \( u \) can be reconstructed explicitly

\[
u(s,t) = \frac{1}{\rho} \int_{t_0}^{t} D_2 \gamma_2(t-\hat{t}) \hat{u}_1(s,\hat{t}) \, d\hat{t}.
\]

Next, suppose that \( \hat{u}_1 \) solves the trivial initial value problem for (151) which means that

\[
\hat{u}_1(s,t) = \int_{t_0}^{t} \int_{-\infty}^{+\infty} D_{1}\lambda_1(s-\hat{s},t-\hat{t}) f(\hat{s},\hat{t}) \rho \hat{a} \, d\hat{s} \, d\hat{t}
\]

with

\[
A_1(s) = \int_{0}^{1} \frac{1}{2\pi} \int_{-\infty}^{+\infty} \frac{1}{\omega^2} \xi_{0} \rho a e^{i(\lambda_{1}|s| + \omega t)} \, d\omega \, dt = \frac{aH(t)}{\pi} \left( \frac{\pi t}{\alpha_4 a} \int_{0}^{\pi/a} \lambda_{1} a \sin(\alpha_4 t \sin(\lambda_{1} a/2)) \sin(\lambda_{1} |s|) \, d\lambda_{1} ight)
\]

\[
- \pi \sin(|s|/\pi/a) \int_{0}^{+\infty} \frac{e^{-\lambda_{1} a}}{2\alpha_4^2 \lambda_{1} a} \cos(\lambda_{1} a/2) \sin(\lambda_{1} a/2) \, d\lambda_{1}
\]

\[
- \cos(|s|/\pi/a) \int_{0}^{+\infty} \frac{e^{-\lambda_{1} a}}{2\alpha_4^2 \cos^2(\lambda_{1} a/2)} \lambda_{1} a \tanh(\lambda_{1} a/2) \, d\lambda_{1}
\]

In the case of step loading (140), the solution \( \hat{u}_1 \) of (151) can be again expressed as in (141) with \( A \) replaced by \( A_1 \). This solution is illustrated in Fig. 21(a) and (c). Notice that already \( \hat{u}_1 \) captures the main macroscopic phenomenon; however, it still misses lattice scale oscillations ahead of the deformation fronts. The recovery of the microscopic solution is performed by using the nonlocal operator (153) which restores the missing lattice scale details (compare Fig. 19(c) with Fig. 21(c)). Observe also that the field \( \hat{u}_1 \) is more oscillatory than the field \( \hat{u}_0 \).

Similarly, the TN dynamic problem can be reformulated as a problem with nontrivial inertia and standard CC elasticity in terms of the field \( \hat{u}_2 \)

\[
f(s,t) = \rho D_2 \int_{t_0}^{t} \Theta_2(t-\hat{t}) D_1^2 \hat{u}_2(s,\hat{t}) \, d\hat{t} - 2D_1^2 \hat{u}_2(s,\hat{t}) = \rho D_2 \int_{t_0}^{t} \hat{u}_2(s,t-\hat{t}) D_1 \Theta_2(\hat{t}) \, d\hat{t} - 2D_1^2 \hat{u}_2(s,\hat{t}).
\]

Here we introduced another kernel

\[
\Theta_2(t) = \frac{c^2}{2\pi} \int_{-\infty}^{+\infty} \frac{1}{\omega} \xi_{0} \rho a e^{i(\omega t + \omega s)} \, d\omega = H(t) \left[ 1 - \frac{a \cos(\alpha_4 t)}{\ell_{1} \alpha_4} \int_{0}^{\infty} \frac{a \cos(\omega t)}{\ell_{1} \omega^2} \, d\omega \right].
\]

This function is illustrated in Fig. 20(b); one can see that \( \Theta_2(0) = D_1 \Theta_2(0) = 0 \), and \( \Theta_2(\infty) \sim 1 \) in the long-time limit.

Once again the original field \( u(s,t) \) can be obtained explicitly as

\[
u(s,t) = \frac{1}{\rho} \int_{t_0}^{t} D_1 \gamma_1(t-\hat{t}) \hat{u}_2(s,\hat{t}) \, d\hat{t}.
\]
where the field $\hat{u}_2(s,t)$ solves the dynamic problem (156)

$$\hat{u}_2(s,t) = \int_0^T \int_{-\infty}^{+\infty} D(s,\hat{s},t,\hat{t}) \frac{f(s,t)}{\rho a} \, d\hat{s} \, dt.$$  

Here

$$A_2(s,t) = \frac{\rho a^2}{4\pi^2} \int_{-\infty}^{+\infty} \left( e^{i\omega t} - 1 \right) e^{i\omega_s |s|} \frac{d\omega}{\omega_s a} = \frac{aH(t)}{\pi} \left\{ \frac{\pi}{\omega_s a} \int_0^{\pi/2} \frac{2 \sin(\omega_s t \sin(\lambda_s/2)) \sin(\lambda_s/2)}{\lambda_s\omega_s^2 \tan(\lambda_s/2)} \, d\lambda_s \
- \pi \sin(\pi/\alpha) \int_0^{\pi/2} \frac{2 e^{-\lambda_s^2} \sin(\omega_s t \cosh(\lambda_s/2))}{\omega_s^2 \left[ \lambda_s^2 + a^2 \right]} \tan(\lambda_s/2) \, d\lambda_s \
+ \cos(\pi/\alpha) \int_0^{\pi/2} \frac{2 e^{-\lambda_s^2} \sin(\omega_s t \cosh(\lambda_s/2))}{\omega_s^2 \left[ \lambda_s^2 + a^2 \right]} \lambda_s \tan(\lambda_s/2) \, d\lambda_s \right\}.$$  

and in the case of step loading (140), the solution $\hat{u}_2$ of (156) can be expressed as in (141), by replacing $A$ by $A_2$ (see Fig. 21(b) and (d)). Again, the solution $\hat{u}_2$ captures the macroscopic features of dynamics but misses the detailed structure of lattice oscillations. Those can be recovered by applying the operator (158) (compare Fig. 19(c) with Fig. 21(d)). Although the fields $\hat{u}_2$ and $\hat{u}_1$ are qualitatively similar in the sense that they are both more oscillatory than the field $\hat{u}_0(s,t)$, they remain quantitatively different as one can see from Fig. 22. The model based on $\hat{u}_2$ with all temporal nonlocality contained in the inertial term (see (156)) is particularly promising because it can be easily generalized to the case of nonlinear elasticity.
where we introduced the classical velocity field $v = D_tu$ and the classical strain field $\varepsilon = D_tu$. This spectral representation of the nonlocal constitutive relations suggests several ways of constructing approximate QC models. For instance, by using a combination of Taylor and Padé expansions we can generate a series of local constitutive models of the form

$$
\begin{align*}
\left[ 1 + \sum_{n=1}^{N_s} (-1)^n \frac{n}{\omega_0^{2n}} Q_n D_t^{2n} \right] \sigma &= \varepsilon, \\
\left[ 1 + \sum_{n=1}^{N_p} (-1)^n \frac{n}{\omega_0^{2n}} R_n D_t^{2n} \right] p &= \rho, \\
\left[ 1 + \sum_{n=1}^{N_s} (-1)^n \frac{n}{\omega_0^{2n}} S_n D_t^{2n} \right] \sigma &= \varepsilon, \\
\left[ 1 + \sum_{n=1}^{N_p} (-1)^n \frac{n}{\omega_0^{2n}} T_n D_t^{2n} \right] p &= \rho.
\end{align*}
$$

where the coefficients $(Q_n, R_n, S_n, T_n)$ can be found explicitly. As a basis of such an expansion one can use one of the following representations:

$$
\begin{align*}
\varepsilon(s, \omega) &= \frac{1}{2} c_{gr}(\omega) c_{ph}(\omega) \sigma(s, \omega) \quad \text{and} \quad p(s, \omega) = \frac{c_{gr}(\omega)}{c_{ph}(\omega)} \rho \nu(s, \omega), \\
\frac{c}{c_{ph}(\omega)} \sigma(s, \omega) &= \frac{c_{gr}(\omega)}{c} \xi \varepsilon(s, \omega) \quad \text{and} \quad \frac{c}{c_{ph}(\omega)} p(s, \omega) = \frac{c}{c_{ph}(\omega)} \rho \xi \nu(s, \omega).
\end{align*}
$$

Here we introduced the group and phase velocities

$$
\begin{align*}
c_{gr}(\omega) &= -\frac{d \omega}{d \omega_0} (\lambda_0(\omega) \equiv \omega_0 a / 2), \\
c_{ph}(\omega) &= -\frac{\omega}{\omega_0} \equiv \omega_0 \sin(\lambda_0 a / 2).
\end{align*}
$$

Fig. 22. The difference between the kernels $A_1$ and $A_2$. (a) Large scale structure. (b) Small scale structure at different instants.
In the low frequency regime $|\omega| < \omega_0$ one can use the Taylor expansions
\[
\frac{c}{c_{ph}(\omega)} = \frac{1}{T(1/2)} \sum_{n=0}^{\infty} \frac{\Gamma(n+1/2)}{\Gamma(n+1)(2n+1)} \left( \frac{\omega}{\omega_0} \right)^{2n},
\]
\[
\left[ \frac{c}{c_{ph}(\omega)} \right]^p = \frac{1}{T(p/2)} \sum_{n=0}^{\infty} \frac{\Gamma(n+p/2)}{\Gamma(n+1)} \left( \frac{\omega}{\omega_0} \right)^{2n}, \quad p = \pm 1,
\]
where $\Gamma$ is Euler’s function (Abramowitz and Stegun, 1972). If we identify the coefficients in (163) according to (164a) or (164b), we obtain
\[
Q_n = \frac{1}{|T(1/2)|^2} \sum_{k=0}^{n} \frac{1}{2k+1} \frac{\Gamma(k+1/2)\Gamma(n-k+1/2)}{\Gamma(k+1)\Gamma(n-k+1)},
\]
\[
T_n = \frac{1}{T(1/2)T(-1/2)} \sum_{k=0}^{n} \frac{1}{2k+1} \frac{\Gamma(k+1/2)\Gamma(n-k+1/2)}{\Gamma(k+1)\Gamma(n-k+1)},
\]
\[
R_n = S_n = 0.
\]
for the case (164a) and
\[
Q_n = T_n = \frac{S_n}{2n+1} = \frac{1}{2n+1} \frac{\Gamma(n+1/2)}{\Gamma(n+1)\Gamma(1/2)}, \quad R_n = \frac{1}{T(1/2)T(1/2)} \frac{\Gamma(n-1/2)}{\Gamma(n+1)}
\]
for the case (164b). In order to decide which approximation is appropriate one needs to specify the nature of the physical problem. Several interesting attempts in this direction can be already found in the literature (e.g. Mindlin, 1964; Polyzos and Fotiadis, 2012).

7. Discussion

In this paper we made an attempt to extend the framework of continuum elasto-dynamics into the domain where the behavior of a crystal lattice is strongly discrete. This means that we consider problems where both spatial and temporal external scales, describing either geometry or loading, are comparable to their internal counterparts dictated by the lattice itself. In order to focus on nonlocality and dispersion we excluded the effects of nonlinearity. In this way we avoided the localization, on one side, and the energy tunneling from long to short waves with subsequent thermalization, on the other side. We also minimized the geometric and structural complexity of the problem by focussing on the simplest 1D chain with NN interactions.

The main goal of our study was to construct a QC model whose solutions provide an exact interpolation of the solution of the fully inertial discrete model. Since the interpolation problem has typically multiple solutions one is confronted with the choice that can be guided by physical, analytical or computational considerations.

The previous interpolation related efforts, mainly associated with the names of Kunin (1982) and Rogula (1982), were aimed at the models with classical inertia and strong spatial nonlocality. Such models have been recently rediscovered by the computational community under the name of peridynamic theory (e.g Silling, 2000) and are widely used as a coarse grained form of molecular dynamics. However, the analytical complexity of this approach and the necessity to deal with long range spatial interactions extending beyond the actual boundaries of the bodies, makes the detailed mathematical analysis elusive. Therefore our main goal was to develop a spatially local QC theory which is nevertheless fully faithful to the original discrete model and still allows for temporally local approximations.

In our previous work (Charlotte and Truskinovsky, 2008) devoted to statics we have shown that a spatially nonlocal QC model of a simple lattice with arbitrary long interactions can always be replaced by a series of spatially local models incorporating auxiliary variables describing micro-corrections to the macroscopic displacement field. In this paper we extended this framework to dynamics. Assuming that the static part of the model is understood we focussed on the simplest inertial effects. To this end we have drastically simplified the spatial structure of the lattice model by considering a simple particle chain without nontrivial internal length scales.

Our main result is that lattice scale elasto-dynamics can be adequately represented at the continuum level by a temporal memory structure. More precisely, we proposed a QC model with nontrivial inertia and hereditary elasticity (temporally nonlocal or TN model) which accomplishes an exact interpolation of our prototypical discrete model. The unusual non-Newtonian inertia can be understood in the framework of a meta-material paradigm (Milton and Willis, 2007) which presumes that a “visible” continuum particle carries a variety of internal degrees of freedom representing locally non-affine (non-Cauchy–Born) dynamic responses. The memory structure of our elasticity can be linked to the “structural attenuation” (Brillouin and Parodi, 1956) involving energy redistributions between microscopic degrees of freedom. In this sense both the nonclassical inertia and the hereditary/memory structure of elasticity are the means of adequate continuum representation of high frequency vibrations of the lattice without introducing temperature (see also Park and Liu, 2004; Park et al., 2005; Tang et al., 2006; Karpov et al., 2007; Tadmor and Miller, 2011). The extension of the
One can see that in the limit obtained in Charlotte and Truskinovsky (2008) and will require adding appropriate internal variables equipped with their own temporal nonlocality.

Despite the unquestionable complexity of the derived TN model in the time domain, it remains local in space which facilitates spatial matching of the QC based computations with the MD based computations. In particular, the proposed QC scheme can be used as an interface between discrete and CC representations of lattice vibrations (Farrell et al., 2007). The development of such an interface is crucial for building effective hybrid discrete-continuous codes aimed at solving a variety of multi-scale problems involving nucleation and interaction of crystal defects, as well as addressing other challenges raised by nanotechnologies (Fish, 2006).

Appendix A. Spatial regularization in the impact test

Consider the following delta sequence of loading functions which are regular both in space and time:

\[ f^{\beta,\epsilon}(s,t) = \sum_{k \in Z} f_k(t) \frac{s - ka}{\beta} \text{sinc}(s - ka) / \beta. \]  

(A.1)

Here \( f_k(t) \) is given by (53). The sequence (A.1) preserves the resultant force \( \int_{-\infty}^{\infty} f^{\beta,\epsilon}(s,t) \text{d}s = a \sum_{k \in Z} f_k(t) \) and in the limit \( \beta \to 0^+ \) and \( \epsilon \omega_o \to 0^+ \) we recover the localized impact loading (21). The solution of the continuum problem (42) with the source term given by (A.1) can be written as

\[ u_c^{\beta,\epsilon}(s,t) = \sum_{k \in Z} \int_0^t f_k(t) \text{G}_c((s-\rho a)/\beta,(t-\rho t)/\beta) \frac{f_k(t)}{\rho} \text{d}t = \sum_{k \in Z} u_c^{\beta,\epsilon}(k\beta a, t) \text{sinc}(s/\beta a - k). \]  

(A.2)

According to (61), the function \( \text{G}_c(s/\beta, t/\beta) \) converges to \( \text{G}_c(s,t) \) in (47) when \( \beta \to 0 \). If we now compute the work (41c) for the regularized impact solution, we obtain

\[ \mathcal{P}_c(f^{\beta,\epsilon}, u_c^{\beta,\epsilon}) = \sum_{k \in Z} \int_0^t \int_{-\infty}^{\infty} \frac{f^{\beta,\epsilon}(s,t)}{\beta} u_c^{\beta,\epsilon}(s,t) \text{d}s \text{d}t \]

\[ = \frac{\rho}{\epsilon} [H(t-t_0)-H(t-t_0-\epsilon)] [u_c^{\beta,\epsilon}(0,t_0) - u_c^{\beta,\epsilon}(0,t_0)] + H(t-t_0-\epsilon) [u_c^{\beta,\epsilon}(0,t_0)-u_c^{\beta,\epsilon}(0,t_0)]. \]

Suppose that \( \beta > 0 \) is fixed and consider the limit \( \epsilon \omega_o \to 0^+ \). Then the loading and the resulting displacement field remain spatially regular as we see from

\[ f^{\beta}(s,t) = \lim_{\alpha \to 0^+} f^{\beta,\epsilon}(s,t) = \sum_{k \in Z} f_k(t) \frac{s - ka}{\beta} \text{sinc}(s - ka) / \beta. \]  

(A.3)

and

\[ u_c^{\beta}(s,t) \overset{\text{def}}{=} \lim_{\alpha \to 0^+} u_c^{\beta,\epsilon}(s,t) = \frac{\text{G}_c(s/\beta,(t-t_0)/\beta) \rho}{\rho a}. \]  

(A.4)

If now \( \beta \to 0^+ \) we recover the CC solution for the impact loading

\[ u_c(t) = \frac{\text{G}_c(t-t_0) \rho}{\rho a}. \]

The computation of the work in the limit \( \epsilon \to 0^+ \) gives

\[ \mathcal{P}_c(f,u_c^{\beta}), t \to H(t-t_0)\rho D u_c^{\beta}(0,t_0) = H(t-t_0) \frac{\rho^2}{\rho a} = \frac{1}{\beta} \mathcal{P}_d(f,u,t). \]  

(A.5)

One can see that in the limit \( \beta \to 0^+ \) this expression diverges. We also notice that the value \( \beta = 1 \) (WSK regularized load) ensures a perfect match of the discrete work in the CC theory.

Appendix B. An alternative representation of the spatially nonlocal QC model

Given that (76) can be rewritten as

\[ [\Phi(\lambda,0) - \rho \omega_o^2] u'(\lambda, \omega) = f'(\lambda, \omega) \quad \text{with} \quad \Phi(\lambda,0) = \frac{4\pi}{a^2} \sin^2(\lambda a/2) = \frac{2\lambda^2}{\lambda^2(\lambda)} \]
and that (91) provides \( u'(\lambda, \omega) = M'(\lambda) \dot{U}'(\lambda, \omega) \), it is clear that the new variable \( \dot{U} \) must satisfy the following spectral equation:

\[
[x^2 - \rho \omega^2 R'(\lambda)] \dot{U}'(\lambda, \omega) = M'(\lambda) \dot{f}'(\lambda, \omega) \quad \text{where} \quad R'(\lambda) = M'(\lambda) = \frac{x^2}{\Phi(\lambda, \omega)}.
\]  

(B.1)

In the physical space this leads to the following dynamic equation:

\[
\int_{-\infty}^{\infty} \rho R(s-\dot{s}) D^2 \dot{U}(\dot{s}, t) \, ds - D^2 \ddot{U}(s, t) \, ds = \int_{-\infty}^{\infty} M(s-\dot{s}) f(\dot{s}, t) \, ds.
\]  

(B.2)

The next step is to compute explicitly the kernels \( M(s) \) and \( R(s) \) by using the inverse IF transform (43a) in the sense of generalized tempered functions (Schwartz, 1966, 1983; Bremermann, 1965) and the following Mittag–Leffler fractional decompositions:

\[
M'(\lambda) = 1 + \lambda^2 \sum_{q=1}^{\infty} \frac{(-1)^q}{[\lambda-2q(0)]^2} \left[ \frac{1}{\lambda-2q(0)} - \frac{1}{\lambda} \right],
\]  

(B.3)

\[
R'(\lambda) = 1 + \lambda^2 \sum_{q=1}^{\infty} \frac{2}{[\lambda-2q(0)]^2} + 2\lambda^2 \sum_{q=1}^{\infty} \frac{1}{[\lambda-2q(0)]^2} \left[ \frac{1}{[\lambda-2q(0)]^2} - \frac{1}{[\lambda+2q(0)]^2} \right] - \frac{1}{\lambda} \sum_{q=1}^{\infty} \frac{2}{\lambda-2q(0)} \left[ \frac{1}{[\lambda-2q(0)]^2} + \frac{1}{[\lambda+2q(0)]^2} \right].
\]  

(B.4)

where according to (12) we must put \( \dot{\lambda} = 2q\pi a^{-1} \). The explicit representations for \( M(s) \) and \( R(s) \) can be written either as

\[
M(s) = D^2 \left\{ \frac{|s|}{2} + |s| \sum_{q=1}^{\infty} (-1)^q \text{sinc}(2qs/a) \right\},
\]  

(B.5)

\[
R(s) = D^2 \left\{ \frac{|s|}{2} + 2D \sum_{q=1}^{\infty} |s| |s \text{sinc}(2qs/a)| - \frac{1}{2} D^2 \sum_{q=1}^{\infty} |s|^3 \text{sinc}^2(2qs/a) \right\}
\]  

(B.6)

or as (see also Higgins, 1996; Marks, 1991)

\[
M(s) = D^2 \left\{ \frac{|s|}{2} \sum_{p=\pm} |s| \left[ \frac{p^2-(p^2+a^2-2s)}{2} \right] \frac{H(1-|s|/a)}{1-|2s/a-2p-1|} \right\},
\]  

(B.7)

\[
R(s) = D^2 \left\{ \frac{|s|}{2} + D \sum_{p=\pm} |s| \left[ (p^2+1)a^2-2s \right] \frac{H(1-|s|/a)}{1-|2s/a-2p-1|} + \frac{1}{4} D^2 \sum_{p=\pm} |s| \left[ s^2-(p+1)a^2-s \right] \frac{H(1-|s|/a)}{1-|2s/a-2p-1|} \right\}.
\]  

(B.8)

For comparison, we mention that in the classical (long-wave) continuum approximation with \( u \equiv \dot{U} \) we preserve only the first terms in these expansions

\[
M(s) = R(s) = D^2 \left\{ \frac{|s|}{2} \right\} = \delta(s) \iff R(\lambda) = 1 = M(\lambda).
\]

Now, by using the variable \( \dot{U} \) we can rewrite the elastic energy, the kinetic energy and the external work as

\[
\dot{E}_e^{\dot{U}}(\dot{U}, t) = \frac{\lambda}{2} \int_{-\infty}^{\infty} |D_1 \dot{U}(s, t)|^2 \, ds = \dot{E}_e^{\dot{U}}(\dot{U}, t),
\]  

(B.9a)

\[
\dot{E}_k^{\dot{U}}(\dot{U}, t) = \frac{\lambda}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R(s-\dot{s}, t) D_1 \dot{U}(s, t) D_1 \dot{U}(\dot{s}, t) \, ds \, d\dot{s},
\]  

(B.9b)

\[
\dot{P}_r^{\dot{U}}(f, \dot{U}, t) = \int_0^t \int_{-\infty}^{\infty} M(s-\dot{s}, \dot{t}) D_1 \dot{U}(s, \dot{t}) \, ds \, d\dot{t} = \dot{P}_r^{\dot{U}}(f, u, t).
\]  

(B.9c)

The comparison with energies introduced in (90) shows that

\[
\dot{P}_r^{\dot{U}}(f, \dot{U}, t) = \dot{P}_r^{\dot{U}}(f, u, t), \quad \dot{E}_e^{\dot{U}}(\dot{U}, t) = \dot{E}_e^u(u, t) \quad \text{and} \quad \dot{E}_k^{\dot{U}}(\dot{U}, t) = \dot{E}_k^u(u, t).
\]

The solution of the spectral problem (B.1) with the spatially smooth loading force (82) can be written as

\[
\dot{U}(s, t) = \sum_{p=\pm} \int_0^t D_1 A_p(s-pa, t-\dot{t}) \frac{f_p(\dot{t})}{p} \, d\dot{t}
\]  

(B.10)
Fig. 23. Comparison of the kernels $A_k$ (in black) and $A_c$ (in green) (a). The difference $A_c(s,t) - A_k(s,t)$ (b). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

with

$$A_k(s,t) = \frac{4H(t)}{\pi \omega_k^2} \int_0^{\pi/\omega_k} \frac{\sin^2(\omega_k t \sin(\lambda a/2)) \cos(\lambda s) \lambda \sin(\lambda a/2)}{\lambda \sin(\lambda a/2)} d\lambda.$$  \hfill (B.11)

In particular, for a spatially smooth, time-step, loading combining (25) with (82) this solution reads

$$\tilde{U}(s,t) = \frac{\omega_l}{\rho} [A_k(s,t) - A_k(s,t_0)].$$  \hfill (B.12)

Fig. 23 illustrates this solution and compares it with the corresponding solution of the CC theory. Interestingly, the new representation captures lattice oscillations ahead of the propagating front.

Despite the obvious appeal of having a local elastic energy in the new variables the complexity of the kinetic energy kernel makes it hardly practical outside some particularly simple dynamic situations (e.g. traveling waves as in Truskinovsky and Vainchtein, 2006). In contrast, the alternative formulation in term of the original field $u(s,t)$ is quite easy to implement numerically and different nonlinear extensions of the model (87) have recently gained a lot of attention (e.g. Silling, 2000; Seleson et al., 2009).

Appendix C. Artifacts associated with singular forces in spatially nonlocal QC model

In order to show that the general approach introduced in Section 4 provides at most an approximation in the case of localized loadings, it is sufficient to consider a static problem.

Suppose that the self-equilibrated force distribution $\tilde{f}(s)$ is such that its IF-spectral support $\tilde{f}^T(\lambda)$ on $a^{-1}R$ is not limited to $K$. If we use the approximation (86), then the equilibrium displacement field must solve the following set of difference equations:

$$\frac{2}{\pi^2} [\tilde{u}(s+a) + \tilde{u}(s-a) - 2\tilde{u}(s)] = -\tilde{f}(s).$$  \hfill (C.1)

The solution $\tilde{u}(s)$ can be written in the form

$$\tilde{u}(s) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{f}^T(\lambda) e^{i\lambda s} d\lambda + \tilde{u}^h(s),$$  \hfill (C.2)

where according to (4) and (8)

$$\Phi(\lambda,0) = \rho \omega_k^2 \sin^2(\lambda a/2) = \frac{4\pi}{a^2} \sin^2(\lambda a/2).$$

Here $\tilde{u}^h(s) = \sum_{q \in Z} [A_q + B_q e^{i2\pi q/a}] e^{i2\pi q s/a}$ is the general solution of the homogeneous equation and $\lambda_{2q}(0) = 2q\pi/a = -\lambda_{2q+1}(0)$. The unknown coefficients ($A_q, B_q$) and ($A_{-q}, B_{-q}$) are complex conjugate; if the spectrum of $\tilde{u}^h(s)$ is inside $K \subset B_0$, only the two real coefficients ($A_0, B_0$) are different from zero.
By using the Mittag–Leffler fractional decomposition (B.4) for \( [\Phi(\lambda,0)]^{-1} = \mathcal{R}(\lambda)/\pi^2 \), we can rewrite (C.2) as
\[
\tilde{u}(s) - \tilde{u}^h(s) = \sum_{p=0}^{\infty} \frac{2}{a} \int_{-\infty}^{\infty} \mathcal{S}_p \left( \frac{s-S}{a} \right) D_p \tilde{f}(s) \, ds,
\]
(C.3)
where the functions \( \mathcal{S}_p(\eta) \) for \( \eta \in \mathbb{R} \) are defined as follows:
\[
\mathcal{S}_0(\eta) = -\frac{|\eta|}{2\pi}, \\
\mathcal{S}_1(\eta) = -\frac{2|\eta|}{\pi} \sum_{q=1}^{\infty} \frac{\sin(2\eta q)}{q}, \\
\mathcal{S}_2(\eta) = \frac{|\eta|^2}{2\pi} \sum_{q=1}^{\infty} \frac{\sin^2(\eta q)}{q^2}.
\]
(C.4a) (C.4b) (C.4c)
We can now compare \( \tilde{u}(s) \) in (C.2) with the solution of the discrete static problem \( \tilde{u} = [\tilde{u}_k]_{k \in \mathbb{Z}} \), which satisfies the equation
\[
\frac{\partial}{\partial z^2} [\tilde{u}_{k+1} + \tilde{u}_{k-1} - 2\tilde{u}_k] = -\tilde{f}_k,
\]
(C.5)
and can be written as (Charlotte and Truskinovsky, 2008)
\[
\tilde{u}_k = a \sum_{p \in \mathbb{Z}} \tilde{G}_c(ka-pa) \tilde{f}_p + \tilde{u}^d_c(ka),
\]
(C.6a)
where
\[
\tilde{G}_c(s) = a \mathcal{S}_0(s/a) = -\frac{|s|}{2\pi},
\]
(C.6b)
Here \( \tilde{G}_c^d(s) \) is the general solution of the homogeneous equation (C.5).

One can see that for the special solutions of the inhomogeneous problem, \( \tilde{u}(s) \) in (C.3) and \( \tilde{u} \) in (C.6a), to agree at the lattice points \( \alpha_k \), we need to place special restrictions on \( \tilde{f}(s) \) and \( \tilde{f} = \{\tilde{f}_k\}_{k \in \mathbb{Z}} \), namely that the spectral support of \( \tilde{f}(s) \) on \( \alpha \mathbb{R} \) is limited to \( \alpha \) and that it represents a maximally smooth interpolation of the discrete system \( \tilde{f} \)
\[
\tilde{f}(s) = \sum_{k \in \mathbb{Z}} \tilde{f}_k \sin(s/\alpha-k).
\]
(C.7)
In this case (C.3) can be written as
\[
\tilde{u}(s) - \tilde{u}^h(s) = a \sum_{p \in \mathbb{Z}} \tilde{G}_c(s-pa) \tilde{f}_p,
\]
(C.8a)
where
\[
\tilde{G}_c^d(s) = \frac{1}{2\pi} \int_{-\pi/a}^{\pi/a} e^{ij\lambda} \, d\lambda \equiv \tilde{G}_c(s) + \frac{\sin(\pi \frac{|s|}{a})}{\pi} \int_{0}^{\infty} \frac{a^2 e^{-|s|\lambda}}{4 \cosh^2(\lambda a/2)} \, d\lambda.
\]
(C.8b)
Now it is not difficult to check that \( \tilde{u}(ka) - \tilde{u}^h(ka) = \tilde{u}_k - \tilde{u}_k^h(ka) \) for \( k \in \mathbb{Z} \). In the opposite case when the loads are singular \( \tilde{f}(s) = \sum_{k \in \mathbb{Z}} \tilde{f}_k \delta(s/\alpha-k) \) the function (C.3) obviously disagrees with the discrete solution.
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