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Experiments on strong shock excitation in spherical plastic targets conducted at the Omega Laser
Facility are interpreted with the radiation�hydrodynamics code CHIC to account for parametric
instabilities excitation and hot-electron generation. The e�ects of hot electrons on the shock-pressure
ampli�cation and upstream preheat are analyzed. It is demonstrated that both e�ects contribute
to an increase in the shock velocity. Comparison of the measured laser re�ectivity and shock �ash
time with numerical simulations make it possible to reconstitute the time history of the ablation and
shock pressures. Consequences of this analysis for the shock-ignition target design are discussed.
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I. INTRODUCTION

Shock waves play a major role in inertial con�nement fusion (ICF) as a process to control the target implosion
and fuel heating [1]. The shocks are excited with temporally shaped laser pulses that ablate the outer surface of the
shell and launch a shock propagating inward through the target material. In contrast to a cold piston in classical
hydrodynamics, the ablation pressure is de�ned by the vaporization rate of the shell material, which in turn is de�ned
by the energy transport from the laser-energy deposition zone in an underdense hot plasma to a relatively cold
ablation zone. Under the ICF conditions, where the laser intensities exceed 1014 W/cm2, the electrons dominate the
energy transport. The energy �ux depends strongly on the distribution function of the electrons that are heated and
accelerated in the laser absorption zone. It is well known that the classical model of the electron di�usion transport
developed for plasmas by Spitzer and Härm [2] and Braginskii [3] is not su�cient: the mean free path of energy-
carrying electrons could be comparable with the thickness of the transport zone. Nonlocal e�ects must therefore to be
accounted for. The simplest solution consists of introducing a limiter of the di�usion heat �ux [4], but more-accurate
nonlocal models have also been developed [5].
The nonlocal models provide a good description of the electron energy transport in the cases where the electron

heating in the laser �eld is collisional and the electron distribution function only weakly departs from the local
thermal equilibrium. This is not the case, however, for high laser intensities exceeding 1015 W/cm2, where parametric
instabilities are excited. Collisionless absorption of the daughter plasma waves results in the production of energetic
electrons with characteristic energies exceeding the ambient electron temperature by 10× to 20× or more. They
can propagate beyond the ablation zone and deposit their energy directly upstream or downstream of the shock.
Depending on the ratio of the electron mean free path to the distance to the shock front, the hot electrons may either
increase or decrease the shock strength [6, 7].
The e�ect of hot electrons is particularly important for the shock-ignition ICF scheme [8] where a strong shock

igniting the fuel is launched at the end of the implosion phase by a strong laser spike with an intensity of the order
of 1016 W/cm2. Strong shock experiments have been conducted in the planar and spherical geometries [9], but the
shock pressure was not measured directly. It was evaluated with radiation�hydrodynamics codes predicting the time
of its propagation across the sample. While such a numerical procedure is constrained by additional measurements
of the hot-electron fraction and laser absorption, it is not su�ciently accurate because of a too-simple model of the
physics of laser�plasma interaction and hot-electron kinetics.
The record ablation and shock pressures were reported in the experiments preformed at the Omega Laser Facility [10]

in the converging geometry [11, 12]. The 400- to 500-µm-diam solid plastic spheres were irradiated with 60 OMEGA
laser beams with a total energy of 22 to 26 kJ, achieving a homogeneous irradiation with an average overlapping
intensity of 5 × 1015 W/cm2 at a wavelength of 351 nm. The 1-ns main pulse was preceded with a 1-ns prepulse of
a lower intensity mimicking the plasma corona conditions in the shock-ignition scheme. The laser-driven shock was
detected by a short x-ray �ash emitted at the moment when the converging shock reached the target center. An
earlier �ash time corresponds to a stronger shock, higher shock velocity, and higher shock pressure. The shortest
�ash times were correlated with the generation of a large number of energetic electrons, providing a clear indication
of their contribution to shock generation or ampli�cation.
A quantitative evaluation of the shock pressure was performed using numerical simulations with the radiation�

hydrodynamics code LILAC [13]. One approach was to adjust the value of the �ux limiter [4] to match the x-ray �ash
time with the observation. This simpli�ed description does not capture important details related to the localization
of the energy deposition by hot electrons that can cause target preheat upstream of the shock. Additional simulations
were carried out with a �xed �ux limiter and a hot-electron transport package [13] to model the interaction [11].
A fraction of the laser energy reaching the quarter-critical (nc/4) surface was converted into hot electrons with a
single-temperature Maxwellian distribution and 2π forward divergence. The electrons were propagated in straight
lines into the target with the stopping range calculated by the model described in Ref. [14]. The measured hot-electron
fraction and temperature were used as input in the simulations as well as the temporal dependence of the hot-electron
production rate. An additional constraint came from the measured absorbed laser power. This model does not self-
consistently describe the laser-plasma interaction in the underdense plasma but rather prescribes a certain energy
conversion into hot electrons at nc/4.
A model of laser-energy deposition that takes into account the excitation of parametric instabilities in the plasma

corona and hot-electron production has been implemented recently in the radiation�hydrodynamics code CHIC [15].
In this model, the standard ray-tracing scheme describing the laser propagation in the framework of geometrical
optics [16] is replaced with the paraxial complex geometrical optics (PCGO) [17, 18], where realistic laser beams
are represented as a combination of Gaussian beamlets. The PCGO model provides access to the laser intensity in
any location in plasma and is well suited to account for nonlinear processes in plasma. The model accounts for the
resonant absorption (RAB), stimulated Raman scattering (SRS), and two-plasmon decay (TPD) [19]. Each of these
processes is a source of energetic electrons, which are characterized by a temperature, density, direction and angular
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divergence. The electrons from the di�erent sources propagate through the plasma, scatter, and deposit their energy
according to the classical continuous-slowing-down theory. The model assures the energy conservation at each time
step.
First comparisons of the PCGO model with experiments conducted on the PALS Laser Facility in a planar geometry

show quite good agreement for both the hot-electron fraction and temperature [19] and the scaling with the laser
intensity [20]. It was demonstrated that hot electrons generated by RAB and SRS processes have a relatively low
energy, deposit their energy downstream of the shock front, and increase the shock pressure and shock velocity. In
contrast, the TPD-generated electrons are more energetic; they penetrate upstream of the shock and preheat the
target, which results in a premature expansion. Strong-shock experiments [11, 12] provide a possibility for testing
the PCGO model for the �rst time in the spherical converging geometry and compare it with well-diagnosed data. In
what follows, we recall the major experimental results obtained in the strong-shock campaign, describe the principal
characteristics of the PCGO model, and present the results of numerical simulations demonstrating the role of hot
electrons in the generation and propagation of a strong shock in a convergent geometry. This analysis provides a
more-accurate evaluation of the shock pressure under the conditions relevant to the shock-ignition scheme.

II. EXPERIMENTAL SETUP AND NUMERICAL TOOLS

A. Experimental results of the strong-shock campaign

A detailed description of the experiment is presented in Ref. [12]. The main goal was to demonstrate the possibility
of generating a shock with a downstream pressure exceeding 300 Mbar in the conditions pertinent to the shock-ignition
scheme. OMEGA's 60 laser beams were focused at a wavelength of 351 nm on a solid spherical target with an average
intensity of 5 × 1015 W/cm2. The laser beams smoothed with phase plates could also be temporally smoothed by
spectral dispersion (SSD). In some shots the SSD was turned o�, thereby creating a static small-scale intensity pattern
at the target surface. This created local zones of high intensity, enhancing the hot-electron production by exciting
parametric instabilities. The laser-energy balance was measured with backscatter diagnostics providing the absorbed
laser power and time-resolved diagnostics provided temporally streaked spectra of the SRS and the stimulated Brillouin
scattering (SBS). SBS is responsible for ∼2% to 3% of the re�ected energy. This fraction did not change signi�cantly
between shots with or without SSD. In contrast, the SRS signal was very sensitive to laser beam smoothing. The
shots without SSD showed 5× more SRS scattered light, which persisted during the entire pulse.

Figure 1. Laser pulse temporal pro�le at the target (gray) and experimentally measured absorbed power (red) for shots (a)
72676 (SSD on) and (b) 73648 (SSD o�). The blue and black curves show the calculated absorbed power with the numerical
code CHIC in runs with (blue) and without (black) hot electrons.

Figure 1(a) shows a typical temporal shape of the laser power (gray curve) along with the measured absorbed
power (red curve) for the shot with temporally smoothed laser beams. The time integrated absorption fraction, α,
was measured to be 61±3% for this shot (SSD on), which produced a small fraction of hot electrons (3%). The quantity
α is de�ned as α = 1− E351/EL, where E351 is the measured backscattered energy around the laser wavelength and
EL is the measured incident laser energy. Contributions from backscattered SRS were not measured and are not taken
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into account in α. Averaging over multiple SSD-on shots, α is slightly higher with 62± 4%. The laser absorption for
the similar shot with SSD turned o� is shown in Fig. 1(b). This shot produced a much higher hot electron fraction
(∼9%) and exhibited a larger α (73±5%). The average α over multiple SSD-o� shots was 71±3%. The blue and
black curves in Fig. 1(b) show the absorption calculated for the shot 73648 with the code CHIC with and without hot
electrons, respectively, as explained in the next section. A low-power prepulse operating during the �rst nanosecond
had an intensity below 1014 W/cm2. According to the numerical simulations presented below, it produced a plasma
corona with a temperature of 600 eV and a density scale length of 100µm in the near-quarter-critical density zone
where nonlinear processes may take place when the 1-ns main pulse interacts with the preformed plasma.
The target had an outer diameter of 480µm for shot 72676 and 496µm for shot 73648. The target was made

out of plastic (CH) that was doped with 5% of titanium to detect hot electrons and the shock collapse time. The
outside was covered with a pure-CH ablator layer with thicknesses of 34.7µm and 33.9µm, respectively. Experiments
were also performed with other ablators, but here we consider only the results obtained from CH, which led to the
largest number of hot electrons. Other materials were found to be less e�cient for hot-electron production [21]. The
temperature of hot electrons was in the 60- to 70-keV range, increasing by ∼10% when the SSD was turned o�. In
contrast, the fraction of laser energy transferred to hot electrons increased signi�cantly from 3.3% when SSD was on
to 7.6% when SSD was o�. These values represent averages over multiple shots. The one-to-one correlation between
the SRS signal and hot-electron production unambiguously points out to SRS as the origin of hot-electron generation.
The x-ray emission was measured with two instruments � an x-ray framing camera (XRFC) and a streaked x-ray

spectrometer (SXS) in the 3- to 7-keV range with a time resolution of 50 ps. These instruments detected the emission
originating from the target surface and a �ash from the target center at the moment of shock collapse. The hot
electrons were characterized with three instruments: a four-channel hard x-ray detector (HXRD) having a temporal
resolution of 100 ps in the energy range between 20 and 80 keV, and two time-integrated diagnostics covering an
energy range up to 2 MeV. These instruments measured the hot-electron total energy and temperature.
Emission near half of the laser frequency was detected in all shots, indicating excitation of TPD near nc/4. Its

signal was much weaker, however, than SRS and did not depend on the laser beam temporal smoothing. TPD is
therefore expected to make a minor contribution to the hot electron source, but it generates more-energetic electrons
which may contribute to target preheat.

B. Radiation-hydrodynamic code CHIC

The experiment was modeled with the radiation-hydrodynamics code CHIC [15]. CHIC is a 2-D (axial symmetry)
arbitrary Lagrangian-Eulerian (ALE) code based on the second-order Godunov numerical scheme. It includes two-
temperature (electron and ion) single-�uid hydrodynamics, a Thomas-Fermi ionization model, and SESAME tables
for the equation of state. The electron and ion energy transport is described by the Spitzer-Härm model with an
electron �ux limiter and nonlocal electron transport model [5]. The radiation transport is described by a multigroup
model with the tabulated opacities calculated in the approximation of local thermodynamic equilibrium. In the
original version of CHIC, the laser-energy deposition is described by a 3-D ray-tracing model based on the classical
geometrical optics [16]. This model accounts for the laser beam refraction in a spatially inhomogeneous plasma and
for the collisional absorption by electrons (inverse bremsstrahlung), but it does not fully account for di�raction and
is ill suited to compute the laser intensity in plasma [18].
PCGO [22] describes the propagation of a Gaussian beam with two equations: one describes the evolution of the

central ray according to the geometrical optics; the other is a complex matrix describing the beam width and the
wavefront curvature. In the model implemented in CHIC [17], realistic laser beams are represented by a combination
of Gaussian beamlets, each of them described by the PCGO equations. The PCGO model provides access to the
laser intensity in any location in a plasma and is well suited to account for nonlinear processes in a plasma. The
present 2-D version of PCGO describes the beamlet di�raction in only one transverse direction. The laser collisional
absorption is complemented with the resonant absorption (RAB) at the ray's turning point, the TPD instability at
the nc/4, and the SRS instability, which was localized near the zone where the plasma density was 20% of the critical
density [19]. The TPD and SRS processes are activated locally as soon as the corresponding threshold conditions
are ful�lled. The model predicts the power fraction converted from the incident electromagnetic �eld to TPD hot
electrons. This power is locally subtracted from the optical beamlets and used as input for the hot-electrons beams,
ensuring energy conservation. It is assumed that half of the energy is emitted in forward-propagating hot electrons,
and the other half in backward-propagating hot electrons. For the SRS process, the power locally subtracted from
the optical beamlets is equally divided between backward-propagating light and forward-propagating hot electrons.
It is assumed that all three sources produce hot electrons with exponential distribution in energy characterized by a
corresponding temperature. The RAB and SRS electrons are generated as collimated beams in the direction of the
density gradient in the case of RAB and in the local direction of the pump beamlet in the case of SRS [23], respectively.
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Given the natural spread of wave vectors at the point of emission of SRS (arising from refraction and beam f number),
the overall hot-electron emission from SRS is not monodirectional. The TPD electrons are generated in a 90◦ wide
cone symmetrically with respect to the direction of the pump beamlet. The spatially integrated divergence of the hot
electrons (from both TPD and SRS) predicted by the code is in agreement with data from experiments conducted in
spherical geometry [24]. The instability conditions and hot-electron sources are updated at each time step assuming
that the nonlinear processes are su�ciently rapid to bring the parametric instabilities to saturation on each time step
of hydrodynamic evolution (∼ 1 ps).
The hot-electron beam propagation is described in the continuous slowing-down approximation accounting also for

pitch angle scattering [25]. The distribution of electrons at the source is split in groups on energy and angle (in the
case of TPD) and each group propagates along a straight line. The electrons that reach the plasma edge are allowed
to exit, their energy being lost. The electron transport was considered in the stationary approximation, assuming
that the electron life time is shorter than the hydrodynamic time step.

C. CHIC simulations without hot electrons

The strong-shock experiment was modeled with the radiation�hydrodynamics code LILAC [13], which has been
used for a long time at LLE to model laser-plasma interaction experiments at lower intensities. As described above,
the limitations in LILAC simulations are overcome here with CHIC by providing a model of hot-electron generation
in the plasma corona. To ensure that both codes provide the same description of large-scale plasma hydrodynamics,
we performed CHIC simulations for the same laser-plasma interaction physics; i.e., the processes RAB, TPD and SRS
were turned o� and no hot electrons were generated.
A simulation was performed for shot 73648 (which is equivalent to the shot 72676) but neglected the contribution

of hot electrons. The target was a 428-µm-diam sphere of the CH doped with 5% of titanium of 1.72-g/cm3 density
covered with a 34-µm-thick pure-CH layer with a 1.04-g/cm3 density. Since the numerical schemes are di�erent, the
same physics may correspond to a di�erent choice of �ux limiters. It was found that numerical simulations with both
codes gave quite similar results for the shock timing if one used a �ux limiter of 8% in LILAC and 4% in CHIC.
Figure 1(b) shows the temporal pro�les of the incident laser pulse (gray) and absorbed power measured (red) and

calculated with CHIC (black). The total incident energy was 23.8 kJ. The absorption pro�le obtained with CHIC
is quite close to the measured pro�le in shot 72676. The calculated absorption of 60% is in agreement with the
experimental value of 61± 3% for this SSD-on shot but is smaller than the measured average α of 71± 3% in SSD-o�
shots. The absorption calculated with LILAC is 57%, slightly lower than the experimental value for shot 72676.

Figure 2. Density (a) and pressure (b) pro�les obtained with CHIC simulations for the time interval of the main laser pulse:
t = 0.9 ns (black), 1.2 ns (red), 1.5 ns (green), 1.8 ns (blue) and 2.1 ns (violet). The time moments correspond to the power
pro�les shown in Fig. 1.

Figure 2 shows the density and pressure pro�les from CHIC in the time interval from 0.9 to 2.1 ns. Similar pro�les
have been obtained from LILAC. Despite the slight di�erence in the calculated absorbed energy, both codes give
the same shock collapse time of 2.8 ns. At the time when the main pulse arrives, t = 1 ns, the shock created by
the prepulse has already traveled through the ablator and entered the denser part of the target. Its pressure is at
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a relatively modest level of 20 to 30 Mbar (black pro�les in Fig. 2). The shock created by the main pulse is much
stronger. Its pressure rises above 200 Mbar when it catches up with the �rst shock at 1.5 ns. The pressure enhances
to ∼300 Mbar because of the convergent e�ect at the end of the laser pulse. The shock continues progressing to the
center after the end of the laser pulse, and the pressure attains the value of a few Gbar at the moment of collapse.

III. NUMERICAL SIMULATIONS OF THE CONVERGING SHOCK

The simulations shown in the previous section demonstrate that CHIC provides similar results to LILAC in the
hydrodynamic regime, where the nonlinear laser�plasma interaction processes and hot electrons are not important.
We consider these results as representative for the case where the SSD was turned on. In contrast, in the case of SSD
o�, there are strong �uctuations of laser intensity in plasma, and parametric instabilities can be excited in speckles.
Our PCGO model accounts for the SRS and TPD excitation and subsequent generation of the hot electrons. The
enhanced laser absorption and hot-electron production facilitate the generation of a stronger shock. It propagates
faster and arrives 390 ps earlier at the target center according to simulations. A correlation of the enhanced SRS
activity with the hard x-ray diagnostics shows (9±1%) of the incident laser energy converted into hot electrons,
indicating the role of hot electrons in shock acceleration. Simulations presented in this section establish relations
between the SRS, hot-electron generation, and shock dynamics.
Numerical simulations with CHIC were conducted in a 1-D spherically-symmetric con�guration with an electron

�ux limiter of 4% (see Section IIC) and with the PCGO module switched on. The previous parameters of the PCGO
model were chosen based on a comparison with experiments in the planar geometry [19]. The hot-electron beamlets
propagate in the meridional plane with a �xed transverse width.

A. Energy balance

Simulation results shown in the previous section provide information on laser�plasma interaction conditions. At
the moment the main pulse arrives, the plasma is expanded and the critical density is located 240µm from the target
center, while nc/4 is 300µm away. The characteristic density scale length at this latter point is 100µm, and the electron
temperature, which is 0.6 keV before the main pulse arrives, increases rapidly to 3.8 keV. These parameters allow us
to estimate the contribution of parametric instabilities in the laser-plasma absorption. The collisional absorption of
a laser beam on such a plasma pro�le is ∼50%; i.e., the laser intensity near nc/4 is ∼70% of the incident intensity or
3.5× 1015 W/cm2. This value is signi�cantly larger than the thresholds for the SRS and TPD instabilities.
Using the expressions for the SRS and TPD thresholds (see, for example, Ref. [9] and references therein), one �nds

that the laser's prepulse intensity stays below the thresholds of both instabilities. In that case, laser absorption is
caused only by the electron collisions. At the moment the main pulse arrives, the SRS threshold is exceeded by 10×,
while the TPD threshold is exceeded by only 5×. This ratio between the two instabilities is explained by the fact
that the SRS threshold depends only on the density gradient and is mostly una�ected by the main pulse's arrival.
In contrast, the TPD threshold is proportional to the electron temperature, which increases rapidly upon the main
pulse's arrival. Therefore, rapid plasma heating favors SRS and suppresses TPD.
The repartition of the absorbed energy is shown in Fig. 3. The contribution of the resonant absorption is only

important at the beginning of prepulse when the density pro�le is steep. However, the energy of RAB-generated
electrons is relatively small throughout the laser pulse and its contribution to the energy balance is less than 2%.
The SRS dominates the interaction. It starts at the arrival of the main pulse and corresponds to an instantaneous
conversion of 6% of the laser power into electrons with the temperature of 40 keV. The TPD contribution in the
energy balance is smaller, and only half of the electrons are directed to the dense plasma. The second half is directed
outwards and does not contribute to absorption. However, the TPD-generated electrons are more energetic, their
temperature is ∼ 70 keV, and consequently their mean free path is more than 3× longer than for the SRS electrons.
The total balance of absorbed energy in the simulations is as follows: RAB 1.6%, SRS 5.4%, TPD 2% and collisional

absorption 60% (i.e., 69% of the incident laser energy). This is compared to the measured α of 73± 5%, as shown in
Fig. 1(b). A small fraction of stimulated Brillouin scattering amounting to 3% in the experiment is not accounted for in
our simulation. There is also a slight di�erence in the hot-electron dynamics. The hot electrons in the experiment [21]
were observed with a delay of ∼200 ps with respect to the main laser pulse and their instantaneous conversion
fraction is larger than calculated. This demonstrates the limits of the PCGO model, which does not account for
the temporal evolution of parametric instabilities (other than related to hydrodynamic e�ects), assuming that the
nonlinear saturation and energy transfer take place on a time scale shorter than one time step in the hydrodynamic
simulation (of the order of 1 ps). This energy balance can be compared with the case where the parametric instabilities
were switched o�; the total absorption is then calculated to be 61%. Therefore, the parametric instabilities accounted
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Figure 3. (a) Fraction of laser power converted in hot electrons and (b) their temperature calculated with CHIC for the laser
power pro�le shown with gray line in (a). Resonance absorption is shown in black, SRS in red, and TPD in green.

for slightly reduce the collisional absorption (as smaller laser power attains the near-critical densities) but signi�cantly
increase the total absorbed power resulting from the generation of hot electrons.
The re�ected energy in the CHIC�PCGO simulation is 31%. It comprises ∼ 11% SRS and 20% at the main

wavelength. The PCGO model does not account for the SBS, which was ∼3% in the experiment. In the simulations
this fraction was subtracted from the incident laser energy. Accounting for the SBS contribution, the calculated
re�ected energy fraction at the main wavelength is 23%, which is in reasonable agreement with the measured re�ection
of 27±5%.

Figure 4. Temporal evolution of the plasma x-ray emission in the 3- to 5-keV energy range obtained from post-processing CHIC
simulations with (red) and without (blue) hot electrons.

Although the PCGO model was not specially tuned for this particular experiment, it provides good agreement with
the measured shock �ash time for the SSD-o� case, as discussed below. The x-ray emission of titanium ions in the
3- to 5-keV energy range was calculated with a spectral code TRANSPEC [26] by post-processing the hydrodynamic
pro�les calculated with CHIC. The temporal evolution of the x-ray emission shown in the graph of Fig. 4 has three
parts: The �rst weak emission peak comes at the prepulse arrival, resulting from plasma emission created at the
target surface. The second one is correlated with the main pulse. This is also emission of the coronal plasma but with
intensity an order of magnitude larger because of higher plasma temperature. There is no measurable contribution
of hot electrons at that time. A signi�cant di�erence can be seen only in the last �ash, which is caused by the
emission of titanium ions (He-α line at 4.7 keV). The intensity of the �ash is three orders of magnitude higher, and
the presence of hot electrons increases the �ash intensity in agreement with experiments [12]. The calculated �ash
time of 2436 ps agrees with the experimentally measured �ash time of 2440 ± 50 ps for the case without SSD. The
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case with SSD was modeled with the PCGO model by simply turning o� the parametric instability modules, which is
an oversimpli�cation since there is still some degree of hot-electron generation observed experimentally in those cases.
Without the hot-electrons modules, the PCGO model does not succeed in reproducing the experimentally measured
�ash time of 2500 ps for the shot with SSD, predicting a �ash time at 2818 ps (blue curve in Fig. 4). This shows
that the lower amount of hot electrons observed in that case (∼3%) is also important and should be accounted for.
This case can be considered in the future when the PCGO model will include the SSD option. Nevertheless, the large
di�erence observed in modeling results between the cases with and without hot electrons highlights the importance
of consistently accounting for those in radiation�hydrodynamics codes.

B. Shock-wave dynamics

Numerical simulations also provide information on the contribution of hot electrons to shock-wave dynamics. Fig-
ure 5 shows the spatial and temporal evolution of the pressure in the target obtained with and without hot electrons.
The �rst shock with the amplitude of 30 Mbar crosses the ablator and enters the inner target at t = 0.8 ns. The main
pulse arriving at t = 1 ns generates a stronger shock with a pressure of 130 to 150 Mbar, while the ablation pressure
is maintained at a level of 110 Mbar. In the case without hot electrons, this shock enters the main target and merges
with the �rst shock at 1.5 ns. During merging, the shock pressure slightly decreases and then increases again because
of the convergence e�ect. The shock collapses in the center at 2.8 ns.

Figure 5. Pressure evolution as a function of the position in the target and time for the case (a) without hot electrons and
(b) with hot electrons. The red line shows the position of the external target surface, the green line the interface between the
ablator and the inner part, the black line the position of the strongest shock.

The temporal evolution of the pressure at the shock front and the ablation pressure is shown in Fig. 6. The position
of the ablation surface is de�ned by zero of the hydrodynamic velocity. It separates the imploding inner part of the
target and the expanding ablated plasma. The calculated ablation pressures creating both �rst and second shocks are
∼30% smaller compared to the values expected from the scaling relations [1]:

Pabl = 12(A/2Z)1/3(Iabs/λ)
2/3 Mbar,

where A and Z are the average mass number and charge of the target, respectively, λ is the laser wavelength in
microns and Iabs is the absorbed laser intensity in units of 1014 W/cm2. The increase in ablation pressure at the end
of laser pulse at t ∼ 1.8 ns is explained by the re�ected shock propagating outwards from the merging point.
The shock-wave dynamic is di�erent if hot electrons are included in the simulation. First, according to Fig. 6, the

ablation pressure is increases slightly to 120 to 130 Mbar. This is caused by the contribution of the low-energy part
of the hot-electron spectrum, which is stopped in the transport zone before reaching the ablation surface. In contrast,
the shock pressure is rising much stronger, �rst, to ∼ 180 Mbar, while propagating through the ablator, and then to
250 Mbar after merging with the �rst shock. As shown in Fig. 5, the shock propagates much faster in that case and
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Figure 6. Evolution of the shock (red) and ablation (black) pressure for the case (a) without hot electrons and (b) with hot
electrons.

its amplitude increases with time because of the convergence e�ect. It collapses at t ' 2.4 ns leading to the x-ray
�ash shown in Fig. 4.
The boost in shock pressure from 150 to 250 Mbar resulting from the presence of hot electrons agrees with the

qualitative estimate proposed in Refs. [6, 27]:

Phe ' 37ρ
1/3
t I

2/3
he Mbar,

where ρt is the target density downstream of the shock and Ihe is the hot-electron energy �ux in units of 1014 W/cm2.
For the target density behind the 4-g/cm3 shock and the electron energy �ux of 3× 1014 W/cm2 (8% of the incident
laser intensity), one �nds a pressure boost of 120 Mbar, which should be added to the shock pressure created by
thermal electrons.
The situation is however more complicated: not all hot electrons deposit their energy downstream of the shock.

An increase in the pressure can also be observed upstream of the shock. It is caused by the energy deposited by
very energetic electrons that penetrate across the entire target. The areal density of the target is 40 mg/cm2, which
corresponds to the stopping range of 200-keV electrons. The SRS-generated electrons have an e�ective temperature
of 40 keV; less than 1% of electrons have energies above this limit. Conversely, a signi�cant part (∼6%) of the TPD
electrons with a temperature of 70 keV may penetrate to the target center. However, the TPD electrons are strongly
divergent and only a small fraction of them reach the central part of the target. To verify the origin of the target
preheat, we conducted an additional simulation with the TPD switched o�. This resulted in a less-than-5% reduction
in the shock pressure and less-than-50% reduction in the temperature upstream of the shock, which prove the minor
role of TPD in shock generation and target preheat. In agreement with the experiments [11, 12, 21] the model con�rms
the dominant role of SRS-generated electrons in strong-shock dynamics.
Figure 7(a) shows the spatial and temporal evolution of the target temperature. It rises to 20 to 30 eV at a distance

of ∼ 50µm ahead the shock front. This results in a dramatic reduction of the shock strength, de�ned as a pressure
ratio down- and upstream of the shock front, from more than 1000 in the case without hot electrons to about 10 in
the case with hot electrons, as shown in Fig. 7(b). Knowing the speci�c heat capacity of CH, which is ∼ 1 J/gK,
and the target mass of ∼ 0.1 mg, we may estimate the energy deposited by hot electrons in the target upstream the
shock. About 20 J energy is needed to heat the plastic to 20 to 30 eV, i.e., 1% of the total energy converted in the
SRS-generated electrons. This number is indeed compatible with the hard electron fraction.

IV. CONCLUSION

An analysis of a strong-shock experiment with numerical simulations taking into account the nonlinear laser�plasma
interaction and hot electrons has provided a better understanding of the shock-wave dynamics driven by high-intensity
laser pulses. First, a higher absorbed laser energy is correlated with a large fraction of hot electrons that are produced
in the experiments with SSD o�; ∼10% of the incident laser energy is transferred to hot electrons. SRS is the
dominant nonlinear process producing hot electrons with a temperature of 40 keV. These electrons largely contribute
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Figure 7. (a) Spatiotemporal evolution of the target temperature in the simulation with hot electrons. (b) The shock strength
evolution for the runs without (black) and with (red) hot electrons.

to an increase in shock pressure by a factor of ∼2 by depositing their energy downstream of the shock front. However,
about 1% of the hot-electron energy is deposited upstream of the shock, signi�cantly reducing its strength. Accounting
for hot electrons in the simulation is found to be key to recovering measured experimental data, thereby allowing a
more-robust estimation of the shock parameters.

The methodology proposed in Ref. [11] of estimating the shock pressure by changing the �ux limiter in the case
with hot electrons leads to a signi�cant overestimate of the shock pressure and ablation pressure by ∼100 Mbar (or
30%). The CHIC simulations show only a minor increase in ablation pressure (less than 10%) and a strong increase in
shock pressure resulting from hot electrons. The target preheat is an undesirable issue in the context of shock ignition
since a shock of a small strength is much less e�cient in the fuel heating of the central spot and hot-electron preheat
during the ignitor spike may lead to hot-spot mass increase because of inner-shell ablation [28]. These problems may
be mitigated by designing a target with a larger areal density. Assuming the hot-electron temperature will be the
same in the present shock-ignition target design, it would be su�cient to increase the areal shell density to 50 to
60 mg/cm2 at the moment of the shock launch to reduce the preheat by a factor of 10 and to restore the shock strength
needed for ignition. Given the strong e�ects of hot electrons on shock dynamics, proposing a convincing shock-ignition
design requires additional theoretical and experimental work. The most obvious problems are (1) obtaining a �ner
characterization of the hot-electron spectra generated by parametric instabilities, especially for the very high energy
hot electrons, and (2) continuing the e�orts to develop in-line models for coupling radiation�hydrodynamics codes
with the generation of hot electrons. Additional work would also need to address the potential interplay between
cross-beam energy transfer and the generation of hot electrons in direct-drive geometry.
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