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Prologue

BISE is for Bio Inspired System Engineering. TACS is for Tenfold Analy-
sis of Complex Systems. The principle is to develop arti�cial systems being
inspired by natural systems, with bene�t of the TACS formalism. This book
is a user's guide for BISE through TACS.

SUETAN is for Systems Under Extended Tensorial Analysis of Networks.
It's a software that may be developed to help in system design.

This book is a set of proposals grouping various techniques in relation
with system engineering under the tensorial analysis of networks formalism.
With bene�t of all previous works, the idea is to present tracks in order to
develop a system engineering method able to integrate future technologies
and in particular arti�cial intelligence and electronically increased materials.
This little book must be seen as a unorganized set of ideas, the whole being
tools helping for complex system modeling. System of systems, cyber-physical
systems, etc., all are complex systems in general and belong to the wide
thematic of systemic.
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Chapitre 1

From classical to Bio Inspired
System Engineering

Classical approach to make a system means to start from known parts
(they were developed during a previous project) and assembling them in order
to realize the customer needs. Natural systems think di�erently. In order to
survive in given conditions and context, basic parts evolve to reach the best
answer to this surviving objective.

The biggest di�erence comes from the capacity of natural systems to
evolve but by remaining in adequacy with the rest of the world. With cyber-
physical concept, this kind of capacity can be approached with arti�cial sys-
tems. That's the starting idea of BISE.

Coming form all my previous works, the tensorial analysis of networks has
evolved to the tenfold analysis of complex systems. The objective and reason
to live of the TACS formalism is to facilitate the estabishment of the relations
between the real behaviours of systems and their mathematical expressions.

1.1 Natural processing

What is the most remarkable with natural systems is that they are all
made based on the same elementary bricks. Humans have common elements
with trees. The force of Nature is de�ned in the natural selection. Natural
selection tests probabilistically new solutions and retains the best ones. In any
cases, the basic collection of elements used to make the objects is relatively
small. The number of functions can be listed :

9



10CHAPITRE 1. FROMCLASSICAL TO BIO INSPIRED SYSTEM ENGINEERING

� perception ;
� action ;
� reasoning and deciding.

Common objective is to survive. but depending on the environments, survi-
ving means various things and various choices, various strategies.

Often in classical approaches, engineers think solution before to think
innovation. It means that they are mainly inspired by previous experiences, of
themselves or colleagues, starting from known solutions to reach an objective.
Nature makes the same for part. She starts from a existing animal or plant
to make them evolving and reaching a new version, perhaps better than
the previous one, perhaps not. In human processes, we always try to reach
immediately a better version. Doing that, we process by the same manner
than "by fathers judgement" : we have a major chance to reproduce the
previous system than to imagine a new one. There is without discussion
some new domains where the approaches is radically new : IOT (internet of
things) systems. In that case, people imagine new concepts that never existed
before. But they principally concern software, not so hardware. If we want
to follow the natural process, we may respect two steps :

1. Suppress older systems when new and better systems appear ;

2. test stochastic solutions without looking only to improve previous
ones ;

You may say that this is not so far from what we do today ? After all, the
human and economic world is similar to the natural one by the way that
through competitiveness, it suppresses not optimized solutions. It's partly
true if we consider the criterion of surviving as being purely the economical
one. But a new criterion appears this last years, imagined from a long time
but taking its place with force from a short time : the ecological criterion.

So today, the goal is not only to �nd the best economical solution but to
�nd the best economical and ecological evolving. That's also the purpose of
BISE.

1.2 An ADN for the BISE

ADN is �rst of all the key to manufacture any living been. It's a program
that gives sense and objectives to an assembly of elementary parts. In an
arti�cial system, elementary pieces may be some generic functions and the
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software may allow to use them for a particular objective. Evolving is possible
thanks to the internet network. The software can change in order to better
use the hardware or for correcting some malfunctions. From this point of
view, modern systems are similar to natural ones. The various molecules
implied in the ADN can be associated with the various parts involved in the
system. But the same physical subsystem can be activated di�erently thanks
to the software. So, the ADN includes also the software component. And this
software part gives the opportunity to the element to evolve.

Let's take the example of a sensor. We can dispose of a generic sensor,
which needs a power supply and a bus connection. This sensor can measure
various categories of pressure depending on a program embedded in the sensor
microcomputer. But we understand that a �rst assumption is to dispose of
a generic sensor. A sensor becomes an standard element of the collection of
the possible elements callable by any ADN. We discern in these a�rmations
basic principles for BISE.

1.2.1 Global principles for BISE

A complex system can always be seen as a system of systems.
It's all the more true for natural systems as the smallest cell already

embeds intelligence and complexity. We just have to look to the complexity
of bacteria to undestand that from this point of view, natural systems are
far from arti�cial systems in complexity and capacities. The more impressive
capacity is perhaps the capacity of bacteria and some small living to sleep
during years, waiting for adequate environment inviting them to come back
to life.

Understanding the complexity of these small elements, we understand
also that systems made of these elements are intrinsically system of systems.

Finally, beyond the elementary entities operator, each of these entities dis-
sipates partly energy and consums partly energy. As a part of the dissipation
can be used by other entities for sources, the whole dissipation or consump-
tion at the system level is not the simple summation of the dissipations or
consumptions at the entities level.

Now, taking the de�nition of Ricardo G. Sanfelice [16], a cyber-physical
system is a system that combines physical and cyber components. The phy-
sical components come from nature or can be arti�cial made-man systems.
The cyber side resends to softwares embedded in hardwares. The question of
dissipation and sources for the cyber components is rarely said.
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The classical representation of physical components comes from automa-
ticians and is in a simple way written like :

ẋ = F (x, u) (1.1)

x is often called a state variable, u an input and F a function giving the
state variable evolving depending on the input u and the operator F .

The cyber component is written as a machine giving outputs O depending
of some inputs ν, states η and logical machine k :

O = k (η, ν) (1.2)

Coupling both physical and cyber systems means to �nd some bridge
to exchange information between the state variables of the physical system
x and the inputs and outputs of the cyber system. But using the classical
automatics' writing, this bridge cannot be included in a common operator,
while if we note the physical part as :

y = ζ (u, x) (1.3)

y being a dual state variable pointing out the state variable x value
through some projection. We can note also the cyber system like : O −
k (η, ν) = 0 or k′ (O, η, ν) = 0. Then creating a coupling operator χ de�ned
by morphisms linking x and ν : x → ν, and another one linking O and x :
O → x. Under these assumptions we obtain two equations associate in a
single system : 

y = ζ (u, x) + χ (O)

0 = χ (x) +O − k (η, ν)
(1.4)

A bio-inspired system engineering works with entities able to have ports
connectable through the operator χ. In other words, they are cyber-physical
systems and more, the cyber side is �nely di�used in all the system parts.

Now we remember that any system is composed of systems in a BISE
approach. But as these systems also enclose cyber-physical systems, a BISE
concept system is a cyber-physical system of systems (CPSoS).

1.3 Conclusion

We have presented in this chapter fundamental concepts proposed for
CPSoS modelling. CPSoS seem to be the more complex kind of system that
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can be imagined today, except living ones. Global organs are present in these
systems as well as in the living systems : nervous (intelligence) networks,
perception networks et actuators networks. The particularity of CPSoS is the
capacity to exchange data through very long distance while living systems
seem to be limited to some hundred of kilometres (for our current knowledge).
But on another side their evolving remain very weak and they are not today
capable of reproduction. Anyway, one of their principle interest is giving
opportunity to create formalism able to model this systems, a �rst step to
elaborate living systems models. This chapter submits a �rst presentation of
this approach, based on the xTAN method[12,13,14] invented by the author.
We understand easily that the notions discussed leads to the bio-inspired
engineering technique.
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Chapitre 2

Dynamic and perception

The purpose of this chapter is to introduce some cases or minding on
system dynamic and perception. We want to present various problems, not
really ordered, but to show how the tensorial analysis can be used in each
situation before to see its implication in more complex problems.

Everybody think see the world. But everybody feels only his own
universe. It needs an incommensurable e�ort for imaging what
the other feels - the author.

2.1 Classical dynamic

We can look at Newton's dynamic by a pragmatic way. Still recently, the
equivalence between the inertia mass and the weighted mass was demonstra-
ted with a remarkable accuracy. This result implies that masse is no more
an intrinsic property of an object, but the c÷�cient of a metric which gives
the relation between force and impulse. Newton's equation can be written in
classical mechanics like :

Fk =
d

dt
(mkqv

q) (2.1)

If the masse depends on time, this relation becomes :

Fk =
dmkq

dt
vq +mkq

dvq

dt
(2.2)

A force is opposited to the displacement. We can make the assumption that
this force can be given by −Kkqv

q and that it is completed by a source of

15



16 CHAPITRE 2. DYNAMIC AND PERCEPTION

movement fk, we obtain :

fk =
dmkq

dt
vq +mkq

dvq

dt
+Kkqv

q (2.3)

Now if our body identi�ed by the speeds vq wears a little conductive loop.
This loop in a magnetic �eld will respect the equation :

eν = Lνµ
diµ

dt
+Rνµi

µ (2.4)

The electromotive force (emf) eν is created by the loop movement in a
constant magnetic �eld with speed vq. It comes from the magnetic �ux φ
knowing :

e = −dφ
dt

= − d

dt
(xyBz) (2.5)

For a constant �eld and a movement in the only direction x, the emf is given
by :

e = −yBzv
x (2.6)

By generalizing, our system is �nally described by the equation :

fα = ζαβω
β (2.7)

with :

fα =

[
fk
0

]
(2.8)

ζαβ =

[
dmαβ
dt

+mαβ
d
dt

+Kαβ 0
εαγηβl

γBη Lαβ
d
dt

+Rαβ

]
(2.9)

and

ωβ =

[
vβ

iβ

]
(2.10)

These terms can be changed depending on the studied cases, but the
approach remains the same with this objective in �nal to dispose of a tensorial
equation in a chosen con�guration space. The choice must make appear the
interesting variables, here for example the speed and the current.

Basic assumption of the classical dynamics is to set the time as invariant.
Time remains constant and this, whatever the referential from which it is
observed. That's why we can compute changing taking time as a reference.
It behaves like a common rhythm to manage the values of various variables
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during a physical process. How to do if this reference is no more a reference ?
It means that time itself is a value that change depending on the referential
from which it is seen. Time is no more an invariant. The unique solution is
to �nd another invariant, another common reference.

2.2 Relativistic dynamic

If, in a given con�guration space, time is locally invariant, the equations in
this space are de�ned by classical dynamic. Rigorously, such a space perhaps
doesn't exist. But if we are accurate on the domains where the assumption
is valid, this space can exist in these limits. Sometimes, these assumptions
can work at a scale level which is no more valid at a higher scale. Let's take
the example of a simple transformer. At its macromodel level, the system
is static and the mutual inductance is su�cient to describe with accuracy
its behaviour. But if we look with details inside the transformer, we see
currents and magnetic interactions coming from a relativistic interactions
between these currents which are particles in movement. We understand that
relativistic relations can be studied once the scale of the analysed system is
well de�ned. Relativistic dynamic asks for de�ning the referential, the scale
and its invariant.

2.2.1 Scale notion

A system of equation in one physics must be homogeneous in scale. It
means that it must treat of variables that belong to the same scale. Two
variables belong to two di�erent scales if it is necessary to integrate to go
from one variable to the other. For example going from quantum mechanics
to classical mechanics needs an integration of the wave function. This doesn't
mean that it is impossible to study simultaneously equations of various scales.
It means only that these equations must be separated. The coupling functions
between the various systems of equations associated with each scale will
include integration operators.

We consider that if we can write for a variable A, a relation with a variable
B like :

A =

ˆ
xk
dxkB (2.11)

these two variables are of the same kind, but written in two di�erent scales.
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In this case, a system of equations that may grouped these two variables will
not be homogeneous in scale.

2.2.2 Invariant

Having set the conditions for a good con�guration space, we can try
to understand the meaning of the invariant. When we derive a current, for
example in the case of a inductance metric. We have :

e2 = −Mdi1

dt
(2.12)

This operation is actually complicated. The current i1 belongs to another
network, a �rst repository that we suppose to be far away. The derivation
operation is performed in the receiving network, the second repository. M is
a function that carries the current and its interaction from the �rst network
to the second. It is clear that we are obliged to specify the nature of this
function. As it stands, it links two di�erent repositories without providing
the slightest detail on this link. The simplest way to detail this function is to
detail the interaction at the level of the electromagnetic �eld. We could have
asked ourselves the question of how we could perceive the current since the
repository 2 ? But this perception itself uses an exchange boson, a particle
capable of transporting information from repository 1 to repository 2. In fact,
the �eld is unavoidable.

The current i1 accompanies an electromagnetic �eld A1 radiated in the
surrounding immediate space. For the two reference systems to be di�erent,
they must be travelling at di�erent speeds. If we have the expression that
the repository 2 perceives a vector belonging to the repository 1, we can
transform the �eld emitted in the repository 1 to know how it is perceived
in the repository 2. To apprehend this problem we can take again the simple
problem of the mirror and the vehicle. We consider a vehicle moving in the
direction x to the speed vx. This vehicle carries an axis perpendicular to its
h height base. At the top of this axis is a mirror that re�ects a light emitted
at the base of the axis, parallel to the latter. The light moves in the direction
y. Give us an invariant : the speed of light or speed. The distance travelled
by the vehicle and measured from the repository 2 for a time t2 is x = vxt2.
The distance travelled by the light in the vehicle's reference frame is h.

The �rst thing is to write the expression of the invariant in both frames



2.2. RELATIVISTIC DYNAMIC 19

of reference. In the reference 1 of the vehicle we have :

c =
h

t1
(2.13)

In repository 2, the distance travelled by the light is
√
h2 + x2. Fact :

c =

√
h2 + x2

t2
(2.14)

From where :

t2 =

(√
1 +

x2

h2

)
t1 (2.15)

By replacing x with vxt2 we get quite easily :

t2 =

(√
1− v2

x

c2

)
t1 (2.16)

The time interval is shorter in the observer frame 2, static, than in the re-
ference frame 1 in motion. Which means that time passes more quickly in
the second repository. Conversely, the distances in the repository 1 in mo-
tion appear shorter views of the repository 2. We see that the process for
establishing perceptions from one repository or another is as follows :

� de�ning an invariant ;
� writing this invariant in di�erent referential ;
� then obtaining the transformation relations between referential.

2.2.3 An example for an electrical circuit

Consider a circuit made up of two branches connected and traversed by
the same current of mesh J1. Seen in each branch the space of the currents
is of dimension 2 and the two currents of the two connected branches are i1

and i2. An invariant to both spaces of branches and meshes is power. The
power of the �rst branch in branch space is P1 = R11(i1)2. This power is
written P1 = R11(J1)2 in the space of the meshes. The developed power in
the second branch is P2 = R22(i2)2 or P2 = R22(J1)2. We immediately deduce
the connection :

Ω =

[
1
1

]
(2.17)
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Once the connection - or space change matrix - is found, it becomes
possible to rewrite the equations of the problem seen from the observer's
reference frame (on this subject we could discuss the fact that the space of
the meshes is for electrical circuits, the observation space).

The Lorentz transformation thus obtained transforms the coordinates
t1, x1, y1, z1 of a moving origin space into the coordinates t2, x2, y2, z2 of the
observation space :

Λ =


γ γ

c2
vx γ

c2
vy γ

c2
vz

γvx 1 + α(vx)2 αvxvy αvxvz

γvy αvyvx 1 + α(vy)2 αvyvz

γvz αvzvx αvyvy 1 + α(vz)2

 (2.18)

with α = (γ − 1)/v2, v is the vectorial speed between the two spaces and
γ = (1− v2/c2)−1/2.

Once the passing matrix is known, we can put an equation in the reference
1 and transform it into an equation in the reference 2. From this point of
view, the transformation of Lorentz gives the passage for the coordinates, but
not directly for the speeds. If we imagine two repositories in motion relating
to the speed v along an axis x, the matrix of transformation of velocities
between the two frames of reference is :

Λ =

 γβ(ux − v) 0 0
0 βuy 0
0 0 βuz

 (2.19)

knowing that :

β =
[
γ
(

1− uxv

c2

)]−1

The relation between the forces fk and the velocities vq printed on the mo-
biles is directly determined by the metric mij. This relation : fk = mkqv

q is
determined in a repository 1 by an observer who belongs to this repository.
Likewise, a second law of the form ea = ζabi

b governs the electromagnetic
interactions. For example, it is emissions radiated by equipment embedded
in a vehicle. This radiation is similar to that measured in anechoic chamber
as part of equipment quali�cation testing. Now this radiation, in practice,
we want to observe it by ordinary receivers that are static, when the vehicle
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that carries them is moving. We must perform the transformations :
mµν = Λk

µΛq
νmkq, fµ = Λk

µfk

ζαη = Ωa
αΩb

ηζab, eα = Ωa
αea

(2.20)

The transformations between the streams Ωη
q i
q = iη and Λµ

kv
k = vµ being the

origin of the determination of their matrices, they are implicitly known.
In summary, the knowledge of an invariant and the endowment of a con�-

guration space lead to the establishment of a transition matrix between the
�ow variables of two spaces attached to di�erent reference frames.
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Chapitre 3

De�ning metrics

3.1 Origins

The concept of metrics is the central element of di�erential geometry. In
a general way we establish a system of equations which one can represent by
the expression :

ek = ψk (mkq · f q) (3.1)

where ψk is a function dependent on mkq operators acting on f q streams. We
then look for how the number ek evolves as a function of the �ow f q. Either
to calculate the terms :

∂ψk
∂f q

(3.2)

These calculations generate a sequence of terms for each value taken by k
for a value of q. This suite is used to de�ne a vector, base of a vector space
bq. Following the mkq operator, the terms of bq are simple or are themselves
functions. If mkq is a scalar, then the corresponding term is mkq itself. For
example if we consider a vector of functions of dimension 3 (k varies from 1
to 3) and three �ows exist (q also varies from 1 to 3). We have :

b1 =
[

∂ψ1

∂f1
∂ψ2

∂f1
∂ψ3

∂f1

]
(3.3)

If ψ1 = m11f
1, it is clear that b1(1) = m11. Suppose a particular function ψ

such that ψk = mkq · f q = mkkf
k. In that case :

bq = δkqmkk (3.4)

23
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The G metric of the space de�ned by the basic vectors bq is then given by :

Gkq = 〈bk| bq〉 (3.5)

In the particular space de�ned by the equation 3.4, the components of the
G metric are all equal to (mkk)

2 and reduced to the components Gkk, the
components Gkq, k 6= q being equal to zero. If the elements of the metric mkk

are terms of dissipation, the term ω developed in the studied system and
given by :

ω =

√∑
k

(mkkfk)2 =
√
Gkqf q (3.6)

the magnitude of a potential di�erence V , or a pulse p.
Take an electrical circuit, we get :

ω =
√

(R1i1)2 + (R2i2)2 + (R3i3)2 (3.7)

which has the dimension of a di�erence of potentials. In mechanics :

ω =
√

(k1v1)2 + (k2v2)2 + (k3v3)2 (3.8)

which has the dimension of a pressure pulse, etc. In any case, if we integrate
ω with a generalized state variable that we will write x and derive from time,
we get the power :

P =
d

dt

ˆ
x

dxω (3.9)

the power, which is an invariant. In the case of electromagnetism, the genera-
lized variable is the load, and P = iω → iV . In mechanics it is the integrated
force on speed : P = vω → vF = vṗ.

The equation 3.9 shows clearly that given iso-�ux, the power depends
directly on ω which appears as a way to measure this power. It's ω that
turns our variable into power and ω is de�ned as a quadratic value of the G
product by the feed. Finally our metric element is directly given by G.

3.2 Inertia

If the m operator is a derivator, what happens to the components of the
basic vectors ? We are getting :

∂

∂fa

(
mkq

df q

dt

)
=

∂

∂fa
mkq

(
df q

dt

)
+mkq

(
∂

∂fa
df q

dt

)
(3.10)
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Using Poisson's bracket : [
∂

∂fa
d

dt
− d

dt

∂

∂fa

]
= 0 (3.11)

The second term of the equation 3.10 becomes null. Noting ψ̂ the Jacobian
matrix associated with the function ψ, this matrix has as a column the com-
ponents of the basic vectors. Except for the existence of losses, or because
the term ∂famkq is non-zero, these vectors themselves become null vectors.
Finally the time derivation operators (or following a chosen invariant ω)
constitute the kernel of the geometry of the function ψ. These are source
terms just like the ek pointers. The equation 3.1 can be rewritten :

ek −mkq
d

dω
f q = ψ

(
m′kqf

q
)

(3.12)

The term mkq∂ωf
q which opposes the source energy pulse of the system is

called the inertia term. It still exists in dynamic systems 1. For example, in
electronics where it corresponds to inductive terms, an electrodynamic circuit
cannot exist without inductors. The �rst term of the equation 3.10 uses the
derivative with respect to the �ow of the root of the component of the metric.
We have :

∂ω

∂fa
=

[
(maa)

2fa

ω

]−1

(3.13)

and so with a diagonal metric :

∂

∂f q
mka

(
dfa

dω

)
=

[
(maa)

2fa

ω

]
∂

∂fa
mkq (3.14)

The term between hook has the dimension of a component of ψ̂. We will now
name this dimension impedance or impedance operator. The dependence of
the impedance (which can be therefore a mass, an electrical impedance, etc.)
with the �ux implies, if it must exist generally so as not to have a second
term null in the absence of losses in 3.12 that the space can not be "�at".
Let's see the consequences of this observation.

1. We will write Tk = ek −mkq
d
dωf

q
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3.3 Cartesian space and diagonality of G

For G to be purely diagonal and according to its de�nition, the basic
vectors bq must have no components in a common direction. In other words,
in the scalar product 〈bk| bq〉 only the product exists :

Gkq = δqk 〈bk| bq〉 (3.15)

In this case the invariant is equal to :

ω =

√
(Gaafa)

2 (3.16)

The preceding condition requires that none of the basic vectors have colli-
nearity with another. They only have one component 2. The corresponding
space is called "Cartesian". And we have seen that if the studied system is
devoid of losses and without dependence of the �ux impedance, this space is
the kernel of the morphism F such that :

F : ψ
∂fa−−→ bk (3.17)

This kernel de�nes the source term Tk. But the physical systems complete
this kernel by dissipation or curvature, which is a form of dissipation. The
Cartesian space is therefore necessarily a reduced vision of reality, a vision
that is only a local approximation of this reality. Consider electronics. The
components - magnetic, resistive, capacitive - have models that always de-
pend on the intensity of the current or the voltage at their terminals.

Another addiction that is interesting is that depending on the movement.
Let's put ourselves in an observation frame of variables x′, y′, z′, t′. We look
at an electromotive force generated in this frame of reference :

e′ =
d

dt′
(Li′y) (3.18)

After choosing geometric axes for the two referentials, parallel and relative
speed uy. A direct current iy �ows in a driver portion in the frame of refe-
rence observed along the direction y. This is an interesting problem because

2. for example b1 =

 a
0
0

 b2 =

 0
d
0

 b3 =

 0
0
f


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normally the electromotive force (fem) generated is zero because the current
is constant. The electromotive force is expressed in the reference frame of the
observer :

e′ =
d

dt′

(
µ
x′y′

z′
i′y
)

(3.19)

Using the previous relations of passage we obtain by replacing the inductance
by a canonical expression :

e′ =
d

dγt
µ

[
γ
(
t+ uy

c2
y
)

α(uy)2y + z

(
iy − iyu

1− uyvy

c2

)]
(3.20)

iyu est le courant qu
y. We obtain if uy is constant :

e′ = µ
1

γ

[
γ

(α(uy)2y + z)

(
iy − iyu

1− uyvy

c2

)]
(3.21)

For an observer in the same frame, at rest, there is no emf generated by
the �ow of direct current in the wire. On the other hand, for an external
observer moving at the speed uy with respect to the referential observed, a
emf exists in this moving circuit. This emf is not created by the derivation
of the observed current, which remains zero, but by the derivation of the
expression of the inductance. If we study the e′ functions and try to extract
the metric, we get a constant value Ie comparable to losses that is expressed
by :

Ie = µ
1

(α(uy)2y + z)
(
1− uyvy

c2

) (3.22)

It is clear that dispersions are above all eigenvectors of the axes of space.
But the electromagnetic compatibility has a singularity from this point of
view : the common impedance coupling, which is a partly resistive coupling
term. If we consider three circuits including two coupled, one transmitter and
the other receiver, the third being independent such as :

e1 − L1
d
dt
i1 = R1i

1 +R12i
2

−L2
d
dt
i2 = R12i

1 +R2i
2

e3 − L3
d
dt
i3 = R3i

3

(3.23)
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If we compute ∂ixTk we �nd the base :

b1 =

 R1

R12

0

 b2 =

 R12

R2

0

 b3 =

 0
0
R3

 (3.24)

and the metric :

G =

 (R1)2 + (R12)2 R12(R1 +R2) 0
R12(R1 +R2) (R12)2 + (R2)2 0

0 0 (R3)2

 (3.25)

The losses here generate a non-diagonal metric. We saw that the basic vectors
were found in the Jacobian ψ̂. We can write the system 3.23 in the form 3 :

ek − Lkx
d

dt
ix = bkxi

x (3.26)

Multiply each term by the transposed matrix of Jacobian
[
ψ̂T
]
:[

ψ̂T
]k
µ

(
ek − Lkx

d

dt
ix
)

=
[
ψ̂T
]k
µ
bkxi

x (3.27)

but [
ψ̂T
]k
µ
bkx = Gµx (3.28)

and

Tµ =
[
ψ̂T
]k
µ

(
ek − Lkx

d

dt
ix
)

(3.29)

Finally :
Tµ = Gµxi

x (3.30)

The space as described by G is not Cartesian. However, there is no moving
repository here and all currents belong to the same and unique referential of
the problem. We need to be able to �nd a proper repository that makes G
diagonal. Let's note G in the form :

G =

 g1 g2 0
g3 g4 0
0 0 g5

 (3.31)

3. see O.Maurice, "Elements of theory for electromagnetic compatibility and systems"
at Bookelis, 2017
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Taking two matrices :

D =

 a b c
d e f
g h i

 G′ =

 α 0 0
0 β 0
0 0 γ

 (3.32)

We want to check DG = G′, which allows us to �nd a new diagonal G′ metric.
Solving the previous equation we �nd :

ag1 + bg3 = α
ag2 + bg4 = 0
cg5 = 0
dg1 + eg3 = 0
dg2 + eg4 = β
fg5 = 0
gg1 + hg2 = 0
gg3 + hg4 = 0
ig5 = γ

(3.33)

From where we deduce : 

c = 0
f = 0
g = h = 0
a = g4α

∆

b = −g2α
∆

d = −g3β
∆

e = g1β
∆

i = γ
g5

(3.34)

with ∆ = g1g4 − g2g3. We can impose that the metric be that of the eigen-
values to postpone the couplings in source terms. So :

G′ =

 (R1)2 0 0
0 (R2)2 0
0 0 (R3)2



D = 1
∆

 (R1)2 ((R12)2 + (R2)2) −(R1)2 (R12(R1 +R2)) 0
−(R2)2 (R12(R1 +R2)) (R2)2 ((R1)2 + (R12)2) 0

0 0 1


(3.35)
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The equation 3.30 can be written :

Tµ = Gµxi
x ⇒ Dµ

σTµ = Dµ
σGµxi

x = G′σxi
x (3.36)

that to say :

T ′σ = G′σxi
x (3.37)

We can look at the particular case of solutions obtained without inertia, ie
without derivative terms with respect to the invariant : without acceleration.
These solutions constitute the geodesic of space. As :

[
ψ̂T
]k
µ

=

 R1 R12 0
R12 R2 0
0 0 R3

 (3.38)

we �nd that the source term of the equation 3.29 is reduced to :

T ′σ = Dµ
σ

[
ψ̂T
]k
µ
ek = . . .

 [(R1)3 ((R12)2 + (R2)2)− (R1)2(R12)2 (R1 +R2)] e1

[(R2)2R12 ((R1)2 + (R12)2)−R1(R2)2R12 (R1 +R2)] e1

R3e3

 (3.39)

The given metric equation 3.35 being purely diagonal and the solutions given
by the equation 3.37 ; T ′ being de�ned by the previous relation, the basis of
the space is :

b1 =

 R1

0
0

 b2 =

 0
R2

0

 b3 =

 0
0
R3

 (3.40)

the geodesics following the three elementary increments of measures R1, R2

and R3 and the three curvilinear directions i1, i2 and i3. The space is actually
�at because wherever one is on the axes, in other words whatever the currents
values i1 to i3, the components of the base keep the same values. In addition,
the three directions are perpendicular two by two. Note that any vector
~i = ikbk is a �ux, like the distance ω.
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3.4 The magnetic space

Curiously, it is the custom that engineers use the electric �eld more often
than the magnetic �eld to model electronic systems in general. Yet when
there are currents (so �ows), there is a magnetic �eld. The electric �eld is
primarily associated with the loads, and therefore with the state variables.
But �nally, is not there a trick because the �eld is not the most relevant ?
If we take the vector potential in the Coulomb gauge, the question of the
relevance of the electric or magnetic �eld is no longer relevant. The �ux of
the magnetic �eld that belongs to the cellular space of dimension 2 T 2 can
also be written :

φ = S.B = S.∇×A (3.41)

This �eld has all its legitimacy since it is by its use that we demonstrate
Neumann's formula of mutual inductance. It is also through it that one can
obtain the correspondence between the photon and the free electromagnetic
energy. But in what way can this �eld constitute the framework, the geodesic
map of the electromagnetic space ? Geodesics are the abstract lines that
follow a particle of mass null and not subjected to a force. The particle
following the geodesics is in free fall. Maxwell's �eld is obtained by writing :

Fik =
∂Ak
∂xi
− ∂Ai
∂xk

(3.42)

It is also legitimate to choose the potential covariant vector, because its ex-
pression as a function of the current involves an impedance, twice covariant.
If we start from the 4-vector 4 (c, v) ; we obtain the vector potential by mul-
tiplying the velocity v by µqGα−1 ; where G is a function of Green and α a
function of the distance involved in G. The product by the �rst term c gives
the scalar potential divided by the celerity. The 4-potential vector is therefore
(ψ
c
,A). But the 4-vector is a vector vk. The 4-potential obtained is therefore

of contravariant basis Ak which generates F ik. The product by its dual must
lead to the invariant that is the power. In the case of 4-vectors the mechanics
are simple. If A0 is the so-called "temporal" component of the 4) vector (its
�rst term) and if Ak are the three spatial components, we have :

A0 = A0, A1 = −A1, A2 = −A2, A3 = −A3 (3.43)

4. See, "Theory of �elds" of L.Landau and E.Lifchitz, editions MIR
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and so :

Fik ← ∂[xi,xk]

(
ψ

c
,−A

)
(3.44)

By de�nition, Fii = 0 and for example F12 = ∂x1A2 − ∂x2A1. The electroma-
gnetic �eld is therefore of an inherently tensor nature. We can write :

Fik =


0 Bz By Ex/c
−Bz 0 Bx Ey/c
By −Bx 0 Ez/c
−Ex/c −Ey/c −Ez/c 0

 (3.45)

The lines of the F �eld de�ne �ow tubes to which we can associate an im-
pedance operator : the reluctance. Between the currents or displacements of
loads and the lines of �eld we have a relation partly dissipative :

∇βσ
α Fβσ = (µαβ + σαβ) Jβ (3.46)

and a second equation which gives the emf :

εβσα Fβσ = 0 (3.47)

The ∇βσ
α operator combines the partial derivations to give the Maxwell-

Ampère equation while the εβσα operator generates the rotational of the �eld
for the �rst Maxwell-Faraday equation. This second equation includes the
induction of charge displacement under Coulomb force. However, Poisson's
equation is not explicitly given but is not useful in the dynamic expression
of the �eld. More complete expressions are available.

The second equation interests us more particularly, the �rst giving the
link between the particles and the �eld via the current density J .

This second equation is expressed classically by relations of the type :

∂Ex
∂y

= −∂Bz

∂t
(3.48)

But these relations are expressed much better - and in a more synthetic
way - in an integral form : ˛

l(S)

dS · El = − d

dt
φη (3.49)

η is normal to the surface S. The integral of the electric �eld on a closed
contour results in the product of an impedance operator on a mesh by a
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current of mesh. Among these impedances is inevitably, as we have seen, an
inductance L which re�ects the inertia of the circuit with respect to external
inductions. Let Z be the rest of the impedance of the circuit, we write :

Zi+
d

dt
(Li) = 0 (3.50)

Since there can be no lossless circuits, Z includes a resistive portion R.
Finally, the external �eld sources induce emf e in this circuit. First of all
our fundamental equation 3.47 in the presence of these interactions with the
environment becomes :

εβσα Fβσ = eα (3.51)

then the equation 3.50 is now written in the presence of these sources and
with only losses :

Rαβi
β +

d

dt

(
Lαβi

β
)

= eα (3.52)

In absence of "acceleration", ie for :

Lαβ
d

dt
iβ = 0 (3.53)

(this is my de�nition), remains eα = Rαβi
β. The basic vectors of the dissi-

pative space are the geodesics of space here Cartesian. This is our previous
discussion. Imagine a generalized variation (whatever the size of the space
considered) of the inductance as a function of the current :

d

dt
Lαβi

β =
∂

∂iσ
diσ

dt
Lαβi

β (3.54)

Writing :

Ωαβ,σ =
∂

∂iσ
Lαβ (3.55)

a term is added to the usual expression of the inductance in the function of
the equation 3.1 which is :

Ωαβ,σ
diσ

dt
iβ (3.56)

When we derive this term in search of basic vectors, we obtain :

∂

∂iη

(
Ωαβ,σ

diσ

dt
iβ
)

=
∂

∂iη
Ωαβ,σ

diσ

dt
iβ + 0 + Ωαβ,σ

diσ

dt
δβη (3.57)
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If the dependence of the induction as a function of the currents is of the �rst
order, it remains as a component of the basic vectors :

∂

∂iβ

(
Ωαβ,σ

diσ

dt
iβ
)

= Ωαβ,σ
diσ

dt
(3.58)

which has the dimension of an impedance, since it is twice covariant. In this
case we have geodesics, even in the absence of resistive losses. Imagine a
purely magnetic space (circuit) in a medium where only inductances subsist,
with lossless electron plasmas. The equation 3.26 would become of the form :

eα − Lαβ
d

dt
iβ = Ωαβ,σ

diσ

dt
iβ (3.59)

We must specify the term L of this equation. If there are networks of induc-
tors made of magnetic materials, there are necessarily mutual inductances
between these elements, however weak they may be. If these interactions
take place in a vacuum, the mutual inductances are expressed by :

Lαβ = µ̄0

ˆ
xα

ˆ
xβ

dxαdxβ

d(α, β)
Gαβ (3.60)

with µ̄0 = µ0
4π

et G a Green's function. On the other hand, the derivation of
these mutuals as a function of the mesh currents is zero. In fact the metric
is reduced to terms (Ωαα,α)2 since we suppose that the interactions are in
a vacuum, so a priori without intensity dependence of the current (we will
review this hypothesis). The space being cartesian, ψT =

√
G and

Tσ =
[
ψT
]α
σ

(eα − Lασiσ) ≡ Ωα
σ,σ

diσ

dt
(eα − Lασiσ) (3.61)

This Cartesian space is then completely de�ned by the equation :

Tσ = Gσαi
α (3.62)

But what are the geodesics ? According to the de�nition that I propose, we
can not determine them by the equation 3.62 because the cancellation of all
the terms in time derivative leads to the nullity of the two members. Yet just
invert this equation and write :

iα = yασTσ ↔ iα = Rασφσ (3.63)
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with yασ = [Gσα]−1 et R the medium reluctance. Because the source term
T necessarily includes the derivations of the magnetic �ux φ. The equation
3.62 can be rewritten as a function of the magnetic �ux. We can rewrite
this equation in its covariant form. We only need to use the inverse of the
reluctance named "permeance" U and :

φσ = Uσαi
α (3.64)

The basic vectors are then de�ned by permeance and the metric is de�ned
by a diagonal matrix containing the squares of permeances. But in this new
representation, it is no longer the emf that are geometrical, but the magnetic
�uxes. As the relation between the �ux and the emf is a derivation operator,
working on the �ux allows to extract it and at the same time to de�ne a non-
zero metric, even in a space without losses. However, it is always particles
that generate the �ow. It is therefore under the condition that these particles
do not cause losses in their displacements that this dynamic can be envisaged,
which constitutes a very particular case.

3.5 Independence of mutual inductances in va-

cuum with respect to currents

A mutual inductance in the classical sense is given by Neumann's relation
and is independent of currents :

M =
µ

4π

¨
s1 s2

ds1 · ds2

r12

(3.65)

Looking at any current i on a length x as a load q at the speed vb, we
consider a current qvb in a circuit, itself in relative speed u with respect to a
second observer circuit. The speed of the vc charge perceived by the observer
is given by :

vc =
v + u

1 + v · uc−2
(3.66)

The particle radiates a �eld µqvcG(r), G(r) being the function of Green
for a distance r between the source and the observer. But we can also directly
calculate the �eld in the observer's frame of reference. If Λ is the repository
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change matrix, with for example :

Λ =


γ 0 0 −βγ
0 1 0 0
0 0 1 0
βγ 0 0 γ

 (3.67)

(β = u/c et γ =
√

1− β2
−1
). By de�nition, we have the F ′ �eld in the given

observation frame as a function of the F �eld in the observed repository given
by :

F ′µν = Λσ
µΛη

νFση (3.68)

We can de�ne A′ with : F ′ση = A′σvxηi
v. If the emf e in reception are de�ned

by :

eα =
d

ds
Sσηα A

′
σvxηi

v (3.69)

The mutual inductances are de�ned by :

eα = Mαv
d

ds
iv ⇒Mαv = Sσηα A

′
σvxη (3.70)

where the mutual inductance Mαv depends on the speed of the reference of
the charges, but not on the speed of the charges themselves. As long as the u
speed is constant, the problem is a special relativity problem and the mutual
inductance retains its intrinsic properties. On the other hand, if the speed u
is variable, the derivation of the A �eld is non-zero and we have :

eα = Sσηα A
′
σvxη

d

ds
iv + Sσηα xη

d

dxi
dxi

ds
A′σvi

v (3.71)

but :
d

dxi
dxi

ds
A′σv =

1

s
Γσv,ix

i (3.72)

The coupling can then be de�ned more broadly by the operator :

Mαv = Mαv
d

ds
+ Sσηα xη

1

s
Γσv,ix

i (3.73)

the term added in the generalized relativistic framework depends on the
variation of speed in the expression of the �eld. We could call "Coriolis'
Mutual" 5 this second term. This term is used as the term of the metric
component in the observation frame.

5. This term was used for the �rst time by Gabriel Kron.



Chapitre 4

Exploration of various cases

Any modern system of systems is made of electronics. The goal of this
chapter is to give some illustration of how the tensorial analysis of networks
can solve electronic circuits, even with quantum properties. We cannot cover
all the possible interactions, but the examples studied should give all the
materials and ideas to solve any other one in the same �elds.

4.1 EMC & functional EMC

It is customary to call functional EMC (functional electromagnetic com-
patibility), the electromagnetic compatibility between the functions embed-
ded in the same system. As the system is common, we can admit that in
the vast majority of cases, the electronics belonging to this system are in the
same frame of reference. The problem of the electromagnetic compatibility
of electronics in di�erent reference systems above all points to electronics in
separate systems.

4.2 Fixed transmitter and mobile receiver

We imagine a �xed emitter, with a f0 carrier. This emitter is positioned
at the coordinates (xe, ye, 0) in a referential R. A vehicle with a wired link
is at the coordinate point (xv, yv, 0) in a R′ referential in uniform rectilinear
motion at the speed vx with respect to R. The �eld radiated by the antenna
is perceived modi�ed by the receiver. We must �rst calculate the �eld in the
R′ referential at the cabling level. Let's stay here in a classic setting. If we

37
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can identify in the source referential a small current segment along the three
directions of R, let's look at how the magnetic �eld from these segments
is transformed, and seen from R′. That is, a speed between the two frames
assumed in the only direction x. The transformation of the �elds is given
by 1 : 

B′x = Bx

B′y = γ
(
By + βEz

c

)
B′z = γ

(
Bz + βEy

c

) (4.1)

If our current segment in R is along the z axis, the magnetic �eld has two
components following x and y, hence Bz = 0. But if we are in far-�eld
interaction, Ez = cBy and 

B′x = Bx

B′y = γ (1 + β)By

B′z = 0
(4.2)

The coupling function for a loop located in R′ with a normal in the y
direction is expressed here by :

e2 = −χvzv
d

dt
B′y = −χvzv

d

dt
γ (1 + β)By (4.3)

If the speed is constant, only the derivation of the �eld remains, with :

By = µ
i1

2πd(t)
δ d(t)

c

(4.4)

where d(t) is the meitter-receptor distance depending on time : d(t) =√
(vxt)2 + ∆2

y, ∆y = yv−ye. Finally the coupling function e2(i1) is given by :

e2 = −χvzv
d

dt

{
γ (1 + β)µ

2πd(t)
exp

(
−jω0

d(t)

c

)
i1(t)

}
(4.5)

always at a constant speed and for a constant emitter current i1exp (jω0t).
We have a supposed constant factor :

α = χvzv
γ (1 + β)µ

2π
(4.6)

1. β = u/c and γ =
√
1− β2

−1
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We �nd a �rst term from the derivative :

T = −jω0
vxt2

cd2(t)
e−jω0

d(t)
c (4.7)

a second one :

U = − v
xt2

d3(t)
e−jω0

d(t)
c (4.8)

and a third one :

V =
1

d(t)
e−jω0

d(t)
c (4.9)

Finally :

e2 = −α
{

(T + U) i1 + V
d

dt
i1
}

(4.10)

To compare with what this coupling function would have been in the
same repository :

M0
21 = −χvzy

µ

2πd0

exp

(
−jω0

d0

c

)
d

dt
(4.11)

If β is small enough, γ → 1. Then :

M0
21 = − α

d0

exp

(
−jω0

d0

c

)
d

dt
(4.12)

if vx = 0, U = 0 and T = 0 ; by choosing the special value of d(t), d0 we get
M21 = e2/i

1 = M0
21. This equality in asymptotic limit tends to reinforce the

relativistic result.
Now let's analyze the result. We want to compare :

M0
21 = −αG(d0) d

dt
(•)

M21 = −α (T + U) (•)− αG(d(t)) d
dt

(•)
(4.13)

The function vector related to the transmitter - receiver interaction that we
consider is given by :

e1 =
(
r + L∂t + 1

C

´
t
dt
)
i1 −
´
t
dt

{
M0

21

M21

}
∂ti

2

0 = −
´
t
dt

{
M0

21

M21

}
∂ti

1 + (r′ + L′∂t) i
2

(4.14)
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(r, L, C, r′, L′) are the components of the equivalent diagrams of transmit
and receive antennas. From the system 4.14 we deduce the metric that de-
pends on the dissipations and couplings by magnetic �eld in the only mobile
case :

G =

[ (
r + t

C

)2
+ α2 (T + U)2 −α (T + U)

[
r + r′ + t

C

]
−α (T + U)

[
r + r′ + t

C

]
(r′)2 + α2 (T + U)2

]
(4.15)

The metric Go in the static case being :

Go =

[ (
r + t

C

)2
0

0 (r′)2

]
(4.16)

The di�erence between the mobile case and the static case appear clearly.
The moving metric has extra-diagonal terms while the static metric is pu-
rely diagonal. The moving space is curvilinear where the static space is �at.
Inertia, on the other hand, is not fundamentally di�erent. In the static case :

Lo = [ψ]T
[

L −αG(d0)
−αG(d0) L′

]
(4.17)

and in the dynamic case :

L = [ψ]T
[

L −αG(d(t))
−αG(d(t)) L′

]
(4.18)

Evidently the evolution of the distance in the interaction changes the inertia,
but its expression remains identical. This means that under the conditions
we have chosen, the response to electromagnetic induction is intrinsic and
does not depend on motion, which seems logical. How do we interpret the
change in metrics and what are the consequences ?

4.2.1 Metric of a dynamic system

We can not calculate the metric of a system made of two bodies in relative
motion. On the other hand, we can project the object in motion into the
observation frame to translate its transformation and to be able to reason
with a single frame of reference. The given metric equation 4.15 has extra-
diagonal terms. If the metric is purely diagonal, the distance s between two
points in the ψ plane is given in the static case by :

s =
√
Go

11i
1i1 +Go

22i
2i2 + 2Go

12i
1i2 (4.19)
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AsGo
12 is zero, remains only the distance "pythagorician"

√
Go

11i
1i1 +Go

22i
2i2.

This distance has the dimension of a potential. This means that the increase
in any one of the directions i1 or i2 makes it possible to traverse the plan in a
continuous and regular way. By scanning all the possible values of i1 for each
value of i2 we cover the ψ plan. Now consider the second metric. A distance
in this new plan is given by :

s =
√
G11i1i1 +G22i2i2 + 2G12i1i2 (4.20)

However, the expressions of the previous metrics do not predict a possible
curvature. The �gure 4.1 shows the surface described by the static metric Go

and the �gure 4.2 that described by the dynamic metric G. On the diagonal,

Figure 4.1 � Surface for a static metric

the distance covered s for i1 = x and i2 = y per Go per unit is given by

s =

√
x2 + y2

2
Cos

(π
4

)
(4.21)

Whereas in the case of the unitary second metric also, we get :

s = Cos
(π

4

)√
x2 + y2 + 2xy (4.22)
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Figure 4.2 � Surface for a dynamic metric

In the �rst case we �nd 0.35
√

2, so a smaller amplitude on the diagonal
than on the edges for the same values of x and y. In the second case, for the
same coordinates, the diagonal distance is identical and is equal to 0.7. This
means that, in general, adding 2xy to the second metric raises the diagonal
at the edges and the surface described is �at. In the �rst case it is concave.

But the curvature of the curvilinear surface is not expressed by its appa-
rent geometric curvature. In the two previous cases, wherever we are on the
ψo and ψ surfaces, the metric remains the same. The local rate of increase of
the potential is constant on the whole surface. In the �rst case, if we share
the available energy in both directions (meaning between the two uncoupled
circuits), the resulting potential will be decreased. In the second case, it is
maintained, the partition being redistributed by the coupling.

How to exploit this information ? The currents ix can be generated by
sources applied to the meshes that carry them. By studying the surface ψ we
can detect whether excitations on certain axes generate signi�cant increases
in potentials. We indirectly see the co-space ek. These conditions, in the case
where these sources would be undesired sources, are obviously to be avoided
and these maxima on the surface ψ are regions to avoid except that the
system supports these maxima of constraints.
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4.3 Exploring risk against an external �eld in

a system

A recurring problem in EMC is to de�ne the levels reported on the electro-
nics by the presence of a �eld in the environment of the studied system. One
solution is to provide us with a control line element, which we will place at
di�erent points of the system and with di�erent loads, under the assumption
that the line is not signi�cantly di�erent from a place to the other. Another
problem that is not simple is the fact that the links can be di�erential or
common mode. These are di�erent strategies for hardening the system.

4.4 Analysis of a transistor oscillator

An oscillator is relaxation if a single alternation tends towards a stable
state and the oscillation comes from the threshold control of a stage crea-
ting the dual alternation, itself then controlling the stage creating the �rst
alternation, etc. Finally the oscillation results from opposite commands of
non oscillating structures. Conversely, we can maintain a natural oscillator
with losses like any real oscillator, the maintenance taking care to compen-
sate these losses to maintain the oscillation to in�nity. When an oscillator is
serviced and started, the oscillation amplitude initially increases until a non-
linear process is involved which will stabilize this amplitude. It is a minimum
of losses, or the presence of a level non-linear material, etc.

We want to study here a particular structure inspired by another one
called "Royer" named after its inventor. This is the basic schema shown
in �gure 4.3. We immediately understand from the view of this diagram
that the oscillation is relaxation since each circuit connected to a switch (an
NPN transistor) can not be intrinsically oscillating. Modify this structure by
adding a capacitor to create a natural oscillator �gure 4.4. It is this structure
that we want to study. The �rst step for this goal is to develop the model for
NPN transistors.

The principle is to activate the current in the coil T1 for example, the
transistor T2 being blocked. T1 passing, the transplanting by the transformer
induces on the bases of the transistors a ddp which blocks T1 and makes T2
passing. The current is reversed in the windings, etc. When we add capacitors,
the purpose of the switches is to maintain the oscillation of the LC circuits
formed by the transformer windings and the capacitors.
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Figure 4.3 � Transistor oscillator schematic

Figure 4.4 � Modi�ed oscillator
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4.4.1 First model of transistor

An NPN transistor is characterized by a collection of curves Ic = f(Vce)
which depend on the current �owing in the base-emitter junction of the
transistor. The law giving the current in the collector as a function of the
voltage across the transistor Vce is of the form :

Ic =
[
−Ics + αVce + Tcb

(
1− e−Vce/VO

)] Vbe
D>0 − Ics

Vbe
D<0 (4.23)

The coe�cient Icb is a function of ib basic current : Icb = γib ; and α is a side
that also depends on ib : α = σib. The operators D are 0 or 1 depending on
whether the parameter, here Vbe, belongs to the index range or not. A typical
pace of these characteristics as a function of ib values is shown in �gure 4.5.

Figure 4.5 � NPN transistor characteristic

Intrinsically, the NPN transistor is a controlled current source and pa-
rameterized. To control the model of the transistor, we will �rst calculate
a simple circuit, half the previous oscillator by taking a LC circuit powered
by a generator and the NPN transistor can or not switch this circuit to the
power supply. Figure 4.6 shows the scheme.

By associating the basic circuit ib with two branches, and by naming ic

the collector-emitter current source we �nd the next impedance operator in
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Figure 4.6 � NPN transistor schematic

the mesh-pair of nodes :

ζ =

[
L1p+R1 +R2 0

0 L2p+R3

]
(4.24)

By de�ning the condition α = 0 (characteristic curve 4.7), the collector
current can be written :

ic = −Ics + γib (4.25)

with γ = β
(
1− e−Vce/V0

) Vbe
D>0.7.

The system of equations to solve is given by :
(L1p+R1 +R2) ib = Eb

(L2p+R3) ic = Vce

(4.26)

In operation we can initiate a basic current to start. After which the
collector current appears, depending on the base current and the collector -
emitter voltage. This voltage is then updated according to the new collector
current value, etc. The collector current is considered a source pair current
source. This organization has the disadvantage of having to estimate the
voltage Vce in two steps to check if the junction is in saturation and to adjust
the value of the collector current which depends on the voltage Vce. We can
look at the function of the NPN junction in another, less usual way. The
�gure 4.8 shows the returned curve of the previous ic(Vce) characteristic.

4.4.2 Another macromodel attempt

When the transistor is reverse biased, the collector - emitter junction is
equivalent to a very strong resistor. The preceding curves have for equation :
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Figure 4.7 � Considered characteristics

Figure 4.8 � Reverse characteristics
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Vce
(
ib, ic

)
= −V0 ln

(
1− [ic + Ics]

βib

)
(4.27)

The relationship between the voltage developed across the transistor and
the current in its collector-emitter junction is an operator zt parametrized
by the base current : Vce = zt (ic)|ib .

Let's calculate a circuit equipped with a transistor. Either a simple pair
of meshes of equations :


eb − Vbe0

Vbe
D>0.7 =

[
(Rb +Re)

Vbe
D>0.7 +Rbb

Vbe
D<0.7

]
ib

EDC = [zt (ic)|ib +Rci
c]
Vbe
D>0.7 + [Rcb +Rc]

Vbe
D<0.7i

c

(4.28)

EDC is a continuous diet. How to solve such a system numerically ? It is
rather painful because it is necessary to appeal to methods by approximations
and convergences. In addition, the logarithm function does not drift well. It
is better to �nd a macromodel that allows to conduct the calculation directly
if it is possible. For that we are inspired by the graph presented �gure 4.9.

Figure 4.9 � Transistor macromodel

The collection of the three branches leads to the matrix impedance z
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following :

z =

 Rb 0 0
0 Rj 0
0 0 Rc

 (4.29)

According to the scheme, the connection between branch currents and the
K1 mesh or imposed J c is :

C =

 1 0
1 0
0 1

 (4.30)

By calculating the transformation CT zC we �nd the tensor ζ such that its
matrix is :

ζ =

[
Rb +Rj 0

0 Rc

]
(4.31)

and for the sources :
CT e =

[
eb ec + Vce

]
(4.32)

The system of equations to be solved is then :
eb = (Rb +Rj)K

1

Vce = ec +RcJ
c

J c = βK1

(4.33)

that we can reorder this system to bring up the resolution algorithm and
introduce the base junction threshold voltage Vbeo as well as the collector
conduction condition :

K1 = (eb − Vbeo) (Rb +Rj)
−1

J c = βK1
K1

D>0

Vce = ec +RcJ
c

(4.34)

We program the sequence of equations including the threshold voltage Vbeo of
the junction for a sample index t and a domain of computation of N samples
for N/T periods :
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� eb(t) =
[
1 + 1

2
Sin

(
2π t.dt

T

)]
e−

t
N

� K1(t) = eb(t)−Vbeo
Rb+Rj

� J c(t) = βK1(t)
K1

D>0

� Vce(t) = ec +RcJ
c(t)

The result obtained with this program is given in �gure 4.10.

Figure 4.10 � Waveforms obtained

Let's talk about these results. At the beginning of the waveform for eb the
level is always higher than the diode voltage Vbeo. The base current follows
the applied control voltage with a peak value of approximately 2.5 mA. The
collector current follows the basic control with a peak amplitude of 22.5 mA,
which is a current ampli�cation of about 10. When the command decreases
and does not systematically exceed the basic threshold, the command is can-
celed and the output current is canceled. The resulting shape then becomes
deformed, capping at 0 A minimum value.

The graph given in 4.9 thus represents the operation of an NPN transis-
tor, except that it does not reproduce the saturation at the collector if the
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collector current is greater than the available current. We must add a domain
to translate this saturation. We write :

J c(t) = βK1(t)
K1

D>0

K1

D< ec
βRc

+
ec
Rc

K1

D>0

K1

D> ec
βRc

(4.35)

This "empirical" model fails to account for the value of the basic resis-
tance. We see that the development of a model from curves without further
knowledge of the detail of the functioning of the component at the underlying
scale is di�cult. Let us take a microelectronic approach but try to adapt the
formalism to the description constraint of the component.

4.4.3 Ebers-Moll's model

The Ebers-Moll model is based on the description of the transistor as a
set of diodes. This approach describes the current as a function of the voltage
developed across the diode, knowing its saturation current and this voltage,
supplemented by the gain of the transistor. Remembering the important
parameter :

kT

q
= α = 26mV (4.36)

The emitter current for an NPN transistor is de�ned by :

iE = Ies

(
e
Vbe
α − 1

)
(4.37)

Knowing iE we deduce iC :

iC =
β

β + 1
iE (4.38)

and the base current by :

ib =
iC

β
(4.39)

Depending on the polarization of the transistor, we deduce if the transistor
is saturated or linear. The coupling of the NPN transistor is expressed in ad-
mittance. We must therefore couple equations in admittance and impedance.
This work has been studied in a general way to keep a coherence and a form
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Figure 4.11 � Ebers-Moll

in adequacy with the description of networks in cellular topology 2. Consider
the diagram presented �gure 4.11.

We have for this mock-up :

iC =
β

1 + β
Ies

(
e
Vin
α + 1

)
(4.40)

This single equation may su�ce to express the oscillator circuit with a
current source determined by the base-emitter voltage. Typically Ies = 10−14.
It remains to express the saturation of the transistor if the emitter current
called by the base voltage becomes greater than the available current of the
circuit :

iCmax =
Vc − Vcesat

RL

(4.41)

with Vcesat ≈ 0, 2. We complete this model :

iC = 0, 99 Ies

(
e
Vin
α + 1

)[
1− e−

iC

iCmax

]
(4.42)

We can now resume the diagram of the oscillator on the previous basis
whose limits and advantages we master.

4.4.4 Transistor oscillator

We consider the diagram of the oscillator given �gure 4.12.

2. Maurice, O., & Reineix, A. (2010, April). Analyse tensorielle des réseaux hybridée
comme outil théorique pour la CEM et l'électromagnétisme. In CEM2010 (pp. A-Reineix).
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Figure 4.12 � Oscillator schematic
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To write the matrices of the problem, we must de�ne a connectivity bet-
ween the currents on the branches and the mesh currents, including the source
of current J . This kind of matrix can be constructed using a spreadsheet. Fi-
gure 4.13 shows the result for our circuit.

Figure 4.13 � Spreadsheet for the connectivity matrix

Next step consists in changing of space, starting from the de�nition of
the circuit in the branches space. First of all, we must give the de�nition of
the impedance operator z (s is the Laplace operator) : 4.4.4.
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There are two couplings through the transformers : one between the
branches 1 and 8, and one between the branches 4 and 6.

To obtain the expression of ζ, the impedance operator in the mesh space,
we compute the relation CT .z.C which gives the matrix shown equation 4.4.4.
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ζ
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The tensorial equation ek = ζkmK
m is completed by the equations :

J1 = βK1
K1

DK1>0

J2 = βK2
K2

DK2>0

(4.45)

The source vector ek is given by :

ek =
[
−Vbeo

K1

DK1>0 −Vbeo
K2

DK2>0 0 V 1
ce V 2

ce

]
(4.46)

and

Rj = Rjp

K1

DK1>0 +Rjb

K1

DK1<0 (4.47)

(the same for Rj on K2).
The problem is completely solved using the equation eq = ζqmK

m. This
is not really a di�culty in time domain �nite di�erences. What is more
interesting is to study the in�uence of the load on the oscillator behaviour.
It means to compute, knowing eb = ζbaK

a :

∂ζba
∂Rc

(4.48)

∂ζba
∂Rc

=


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 1

 (4.49)

and so in that case :

∂ζba
∂Rc

Ka =
∂

∂Rc

eb ⇒
∂

∂Rc

eb = δbcJ
c (4.50)

δ being the Kronecker symbol. It means here that the circuit depends on Rc

only for the relation with the imposed current sources. Rc doesn't a�ect here
other components of the problem.



Chapitre 5

Light, information & nervous
transmission system

Any information network can be modelled using the technique of the
gamma matrix 1. Let's take an example to illustrate this technique. We ima-
gine a channel made of a �rst frontier between a source and some propagation
medium. This medium is closed at its end by a mirror. We work in the opti-
cal domain. On the left and on the right of the frontier we can name optical
waves on the left (index g) and on the right (index d). We have propagation
waves identi�ed with a symbol p and backward waves identi�ed with a σ.
The incident wave on the frontier 1 is pg1 on the left side. A wave can be re-
�ected from this incident power σg1 , and another wave can be transmitted on
the other side of the frontier pd1. This transmitted wave propagates and reach
the left side of the extremity, pg2. A part can be re�ected on this limit σg2 .
Another part can be absorbed by the limit condition p2. Finally the problem
has six observables. We can de�ne a wave vector v that has for components
the various observables :

v =
[
pg1 σg1 pd1 σd1 pg2 σg2

]
(5.1)

the �rst component is associated with the source of light. We must de�ned
the c÷�cients of re�ection and transmission. We can construct a tab showing
the correspondences between each waves. Figure 5.1 shows such a tab.

The rules to �ll this kind of tab are :

1. relations of re�ection or transmission can exist only at a frontier level ;

1. See reference on gamma matrices.
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Figure 5.1 � Spreadsheet for the gamma matrix

2. between waves that belong to two di�erent frontiers, the relations are
those of dispersion ;

3. in case of maintained source, a c÷�cient 1 is put for the �rst propa-
gation wave cell.

Applying the previous rules to construct the tab, we can de�ne the γ matrix :

γ =


0 0 0 0 0 0
r1
gg 0 0 t1gd 0 0
t1dg 0 0 0 0 0
0 0 0 0 0 e−x

0 0 e−x 0 0 0
0 0 0 0 r2

gg 0

 (5.2)

We can now look at what appends if we apply γ to v : γv. At the beginning,
the vector v has for only not zero component the source pg1. So :

v =
[

1 0 0 0 0 0
]

(5.3)

If we compute γv we obtain :

v =
[

0 r1
gg t1dg 0 0 0

]
(5.4)

As the source has a normalized amplitude, the wave amplitude that can be
measured on port 2 (r1

gg) is the re�ected part of the incident wave. The rest
of the power is transmitted through the frontier in the propagation medium.
Now let's take a look to what appends if we apply two times γ :

γγv =
[

0 0 0 0 t1dge
−x 0

]
(5.5)

here e−x is a delay. The transmitted wave on the �rst frontier is propagated
until the second frontier, with a delay x (x is something like −x/cs). We
apply now three times γ :

γγγv =
[

0 0 0 0 0 r2
ggt

1
dge
−x ] (5.6)
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the wave can go back depending on the re�ection c÷�cient r2
gg, to propagate

until the input of the channel making γγγγv :

γγγγv =
[

0 0 0 r2
ggt

1
dge
−2x 0 0

]
(5.7)

The previous wave is now located on the right of the �rst frontier. Let's
multiply by γ one more time :

γ5v =
[

0 t1gdr
2
ggt

1
dge
−2x 0 0 0 0

]
(5.8)

The wave is transmitted to the measurement on port 2. But it lacks some-
thing : a part may be re�ected to the medium. It lacks a c÷�cient r1

dd in our
matrix. We have now :

γ =


0 0 0 0 0 0
r1
gg 0 0 t1gd 0 0
t1dg 0 0 r1

dd 0 0
0 0 0 0 0 e−x

0 0 e−x 0 0 0
0 0 0 0 r2

gg 0

 (5.9)

and the wave vector becomes :

γ5v =
[

0 t1gdr
2
ggt

1
dge
−2x r1

ddr
2
ggt

1
dge
−2x 0 0 0

]
(5.10)

A part is measured on port 2, another part starts again to propagate in
the medium, etc.

5.1 From classical to quantum dynamics

The wave vector gives intensities associated with the number of photons
in the light. But if the source sends only one photon, the previous intensities
and c÷�cients becomes no more �oating values but should becomes one
or zero. It means that the c÷�cients of the gamma matrix must become
probabilities. the results of these probabilities transform the c÷�cients in
integer values 1 or zero. How it works ? If a component r has for amplitude
0.01, it means that the photon has 1 chance over 100 to go back from this
frontier. We can compute a random function P (100) that extracts one number
between 100. The function a = E [P (100)/100] has one chance over 100 to be
equal to 1. r is so replaced by this probability a. The transmitted probability
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is automatically given by the conservation law. As r+ t = 1, if t corresponds
to the probability b, b = 1− a. The same replacement is operated for all the
components of the gamma matrix. Applying in this case the gamma matrix
to the wave vector will propagate a photon over all the network studied.
After each application of γ on a wave vector v, v must be projected from
the probabilistic world of the quantum mechanics in the deterministic world
by giving values to these probabilities. A toss is done at each time step to
replace the components of v by the integers 1 or 0. After what the application
of γ to the vector wave v can be read.

Let's take an example. If a component r has for amplitude 0.06 for
example, it means that we have 6 chances over 100 to select a 1, and 94
chances over 100 to select a 0. To realize this kind of probability, we can
construct a list made of six "1" and 94 "0". After what, we make a random
selection in this list, random selection that gives the wanted amplitude.

We consider a source of light of normalized amplitude. This source illumi-
nates a �rst equipment, a �rst frontier 1 that gives a re�ection coe�cient of
r1
gg = 0.02. The re�ected part is directed to a measurement unit that count
the photons. Then behind the frontier, a medium of length x propagates the
transmitted photons (with probability pd1 =

(
1− r1

gg

)
p1
g) until a second fron-

tier with a delay of 2 ns. At this second frontier, the amplitude of probability
to re�ect the photon is r2

gg = 0.85. We want to model this optical channel.
First we must de�ne the γ-matrix.

The �gure 5.2 shows the channel we consider.
The γ matrix is given by :

γ =



0 0 0 0 0 0 0
r1
gg 0 0 t1gd 0 0 0
t1dg 0 0 r1

gd 0 0 0
0 0 0 0 0 e−θx 0
0 0 e−θx 0 0 0 0
0 0 0 0 r2

gg 0 0
0 0 0 0 t2dg 0 0


(5.11)

We start the process. The �rst application of γ at a given time t to v
gives :

v(t) = γv(0) =
[

0 r1
gg t1dg 0 0 0 0

]
(5.12)

One component of the wave vector can be written in general :

ψ(k) = Ae−θs (5.13)
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Figure 5.2 � Channel studied

s is Laplace's operator 2. If we want to extract the phase property of this
component, we can operate :

− 1

A

(
∂ψ(k)

∂s

)
= θ (5.14)

if n is the power of 10 which is de�ned by :

∀(x, y), rxyy = Rx
yy.10−n =

Rx
yy

10n
(5.15)

It means that we can make a distribution Dx
yy of numbers, only constituted

with 0 and 1, having R "1" and (10n −R) "0". For example if rxyy = 0.2,
Dx
yy = [1, 1, 0, 0, 0, 0, 0, 0, 0, 0], with R = 2 "1" and 10 − 2 = 8 "0". A mea-

surement applied to the vector v means to de�ne a random vector variable
ũ which has for dimension the same dimension as D (equal to 10n) and for
which only one component is equal to 1 (randomly). The measurement m is
so de�ned by :

m =

ˆ
t

dtũx ·Dx
yy(t) (5.16)

2. Remember that when the exponent is between parenthesis, it means that it points
out a particular abstract component and not the whole vector
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If we spot a particle on port r1
yy by the couple (t,m), the values of the couple

component are given by :(
− 1

A

(
∂ψ(k)

∂s

)
,

ˆ
t

dtũx ·Dx
yy(t)

)
(5.17)

How to proceed in order to extract one measurement on one particular
component (k) of v ? Starting from the state of v at a given time 5.18, this
vector can be written :

v(t = 1) = γ1v(0) =
[

0 ψ2 ψ3 0 0 0 0
]

(5.18)

The component ψ(x) is a complex number, ∀x. We have for example r1
gg =

2.10−2 on port 2. So :

ψ2 = 2.10−2 ⇒ R = 2, n = 2 (5.19)

We apply the quanti�cation : D2 → ψ2 and D2 = [1]2 + [0]100−2 where [1]2

is a list of two "1" and [0]98 is a list of 98 "0". As a consequence t2dg =(
1− r1

gg

)
= 98.10−2. De�ning ũ = [1]x + [0]99, x being any location in ũ, we

compute m2 = ũ ·D2. m2 is the number of photon measured on port 2.
Until the order 5, nothing appears on port 2. After what :

γ5v =
[

0 t1gdt
1
dgr

2
gge
−2θx r1

gdr
2
ggt

1
dge
−2θx 0 0 0 0

]
(5.20)

On port 2 we acquire t1gdt
1
dgr

2
gge
−2θx. But these numbers are complex, and

it is not easy to extract the delays from the amplitudes in this expression.
We can de�ne a �rst matrix γ where the delays are replaced by c÷�cients
1 :

γ =



0 0 0 0 0 0 0
r1
gg 0 0 t1gd 0 0 0
t1dg 0 0 r1

gd 0 0 0
0 0 0 0 0 1 0
0 0 1 0 0 0 0
0 0 0 0 r2

gg 0 0
0 0 0 0 t2dg 0 0


(5.21)
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and a second matrix γ̄ where the amplitude c÷�cients are replaced by 1
and delays appear :

γ̄ =



0 0 0 0 0 0 0
1 0 0 1 0 0 0
1 0 0 1 0 0 0
0 0 0 0 0 e−θs 0
0 0 e−θs 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 1 0 0


(5.22)

with these new de�nitions :

v(t) = (γ + γ̄)n v(0) (5.23)

The measurement on port x becomes easier to de�ne :(
−1

s
log [(γ̄nv(0))x] ,

ˆ
t

dtũ(t)Dx(t)

)
(5.24)

We can compute the evolving of the amplitude on port 2, by delineating
this amplitude on a curve. That's what was done and shown �gure 5.3.

The curve shows that the probability to capture a particle on port 2 is
�rst around 1% while it becomes to be near of 98% in �nal. Note that this
curve is obtained for a continuous excitation, i.e. when the γ11 component
is equal to 1. The impulse response is given by the time derivative of this
result.

Note that in fact all the time step are known. If we can de�ne the length of
the propagation structures, let say x1, x2, x3, . . .. Seen from a given port, the
waves must make round trip each time they come back to this port. So the
times to make these travels is twice the summation of the various travelling
times made in the various media which can be crossed one, two, three times,
etc. A particular travel time is given by :

τ1 = 2

(
n
x1

v1

+m
x2

v2

+ p
x3

v3

+ . . .

)
(5.25)

The list n,m, p, . . . is a particular mode of propagation in the structure. We
can compute all the possible modes with the equation 5.25 and by a simple
sort ascending of the values memorized in a list T , each new component
appearing in γnv can be associate with the next component of T . This allows
to trace the curve v(t) easily for a de�ned propagation structure.
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Figure 5.3 � Curve of the function A(t) on port 2



Chapitre 6

Mechanics

As much electronics could bene�t of all the developments around sche-
matics and graphs, as much it's not so evident for mechanics. In mechanics,
initial positions appear as initial conditions. Then we want to compute the
displacements either internal or external to the system depending on applied
forces. Clearly the �uxes are speeds. The �rst property involved in mechanics
is elasticity or plasticity. While the two fundamental Newton's laws says that
both impulse and inertia moment are invariants. We write :

f = d
dt

p τ = d
dt

L (6.1)

Major property for structures is the elasticity. That's why we take a look
�rst to this property.

6.1 Elasticity

Elasticity comes from Hook's idea that a body answers to an applied
force, in some de�ned limits, proportionally to the force. i.e. :

f = ku⇒ f =

ˆ
t

dtkv (6.2)

k is called the elasticity constant, u is a displacement and v a speed.
The energy stored in the material coming from the elasticity is given by :

E =
1

2
ku2 (6.3)
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The pressure if de�ned by σ = F/S, and Young's module by E = σ/ε. ε is
the deformation given by :

ε =
∆u

u0

(6.4)

and �nally :

f = σS = εES =
ES

u0

∆u = k∆u (6.5)

leading to the relation between Hook's constant and Young's one :

k =
ES

u0

(6.6)

Similar de�nitions can be used for shear or compression constraints. Let's
detail a little more these concepts.

6.1.1 Tensor of tensions

We have said that the change in length of the solid can be written :

δl

l
=
σ

E
(6.7)

E is Young's module and l the solid length. σ is the pressure. For a segment
perpendicular to the force, the change in its length R is given by :

δR

R
= − ν

E
σ (6.8)

ν is called Poisson's c÷�cient. This gives Poisson's law :

δR

R
= −ν δl

l
(6.9)

Hooke said that the variation of volume is proportional to the pressure,
i.e. :

δV

V
= −χσ (6.10)

The three elastic constants (E, ν, χ) can be associated using a superposition
principle.
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We can make acting the forces in the three directions of the space writing :

δV

V
=

∆x1

x1
+

∆x2

x2
+

∆x3

x3
=

3σ

E
(1− ν − ν) (6.11)

which gives :

χ =
3

E
(1− 2ν) (6.12)

The value ν = 1/2 characterize a incompressible solid. For shearing, the
observable is the angle of deformation, but the principle remains the same,
we associate an angle to the tension for small deformations.

Deformation tensor

We can de�ne the displacement y(x + δx) of a point Q, neighbour of P
under the form :

yi
(
xk + δxk

)
= yi

(
xk
)

+Dikδx
k (6.13)

Leading to

Dik =
∂

∂xk
yi
(
xk
)

(6.14)

D can be separated in its symmetric and asymmetric parts with :

Dik = Rik + εik (6.15)

and : 
Rik = 1

2
(Dik −Dki) = −Rki

εik = 1
2

(Dik +Dki) = +εki

(6.16)

R is the rotation tensor while ε is the deformation tensor.

6.2 General approach for the structure

A general equation for the structures may be :

mik
dvk

dt
+ Fik

dxk

dt
+ (Rik + εik)x

k = fi(t) (6.17)

m is the inertia operator, F the dissipation operator. The equation can be
rewritten :

mik
dvk

dt
+ Fikv

k + (Rik + εik)

ˆ
t

dtvk = fi(t) (6.18)
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This equation answer to the �rst form of 6.1. A similar relation answers
to the second form :

d

dt
Li + Θikv

k + Ωik

ˆ
t

dtvk = τi(t) (6.19)

Θ are dissipations in rotations, Ωikx
k are the torques apply on a structure.

Let's make some example to see how to use these relations. First we study a
simple structure made of timbers 1, shown �gure 6.1.

Figure 6.1 � A �rst structure

As we don't have any source or losses, our relation is reduced to :

Ωikx
k = 0 (6.20)

By replacement we obtain :

(4 + 8 + 12 + 16 + 20) Ω00 − 24P = 0 (6.21)

with Ω00 = 25.103, this leads to P = 62, 5.103 N.
If we want now to determine the force on the axis NR knowing the force

P we can separate the domain in two using the aa axis which much cut

1. This example is extracted from Rea's problem solvers : Mechanics.
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not more than three axis. Choosing as previously a y axis up, the simple
summation of the forces

∑
i fi = 0 gives :

−FNR − 5.103 − 5.103 − 20.103 + 62, 5.103 = 0⇒ FNR = 32, 5.103 (6.22)

From the separate part on the right of the segment bb we can add two mo-
ments described �gure 6.2.

Figure 6.2 � Separate part in the structure

The summation leads to :

10Flk + 4× 62, 5.103 = 0⇒ Flk = −25.103 (6.23)

The negative sign says that the force has an opposite sense to the direction
indicated on the �gure.

6.3 Dynamic

Both equations 6.18 and 6.19 remain usable in dynamic. What we want to
do now is to �nd a general approach for coupling separate pieces of mechanics
in order to construct a system. We consider the system presented �gure 6.3.
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Figure 6.3 � Two coupled masses

Each mass Mx is a node where e�orts are applied. Each spring has its
own losses, represented by the friction part k′x. Each spring has been tested
before in order to characterize its properties k and k′ and M . Any kind of
mechanical piece can be characterized such a way. If s and s′ are the abscissa
associated with each part, we can write the system using 6.18 :

M d2

dt2
s+ k′1

d
dt
s+ k1s = 0

M ′ d2
dt2
s′ + k′2

d
dt
s′ + k2s

′ = 0

(6.24)

If we excite the �rst mass using a source of vibration FmSin (ωt), the previous
system becomes : 

M d2

dt2
s+ k′1

d
dt
s+ k1s = FmSin (ωt)

M ′ d2
dt2
s′ + k′2

d
dt
s′ + k2s

′ = 0

(6.25)

This can be written de�ning a mechanical impedance operator z attached
with the system of masses :

z =

[
M d2

dt2
(•) + k′1

d
dt

(•) + k1 0

0 M ′ d2
dt2

(•) + k′2
d
dt

(•) + k2

]
(6.26)
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Now we want to couple these two pieces for realizing the system shown �gure
6.3. The �rst action is to separate in z the intrinsic properties attached
with the branches from the properties coming from the environment. Noting
z = m+ σ + ε we de�ne :

m =

[
M d2

dt2
(•) 0

0 M ′ d2
dt2

(•)

]
(6.27)

σ =

[
k′1

d
dt

(•) 0
0 k′2

d
dt

(•)

]
(6.28)

ε =

[
k1 0
0 k2

]
(6.29)

The operators of mass m and friction σ belong to the branches space B
while the constraints operator ε is attached with the environment.

We replace from now s and s′ by v and v′, k′ by σ, and we use indices. Loo-
king at the �gure 6.4 we see the processes under a topological representation
between the separate pieces characterization and the system construction (we
make the assumption that the two masses are subject to the spring restoring
forces alone).

Figure 6.4 � Two coupled masses and the system construction

We must determine the relations between the external constraints and
the masses in both cases. In the separate case, these relations lead to the
constraints tensor given equation 6.29. When we connect the two systems,
external constraints become involved following the relations :
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k1 k2

M 1 −1
M' 0 1

These relations lead to the connection matrix A with :

A =

[
1 −1
0 1

]
(6.30)

The constraints tensor in the branch space for the new system is de�ned
by : ε = A.k.AT and f = A.f ′, which gives (k ↔ ε)

ε =

[
k1 + k2 −k2

−k2 k2

]
=

[
k11 k12

k21 k22

]
f =

[
F
0

]
(6.31)

The system 6.25 can now be written :
m11

d2

dt2
s1 + σ11

d
dt
s1 + k11s

1 − k12s
2 = FmSin (ωt)

−k21s
1 +m22

d2

dt2
s2 + σ22

d
dt
s2 + k22s

2 = 0

(6.32)

Then we use :
s1 =

´
t
dtv1 s2 =

´
t
dtv2 (6.33)

we �nally obtain :
m11

d
dt
v1 + σ11v

1 + k11

´
t
dtv1 − k12

´
t
dtv2 = FmSin (ωt)

−k21

´
t
dtv1 +m22

d
dt
v2 + σ22v

2 + k22

´
t
dtv2 = 0

(6.34)

Or, in general in a tensorial writing :

mij
d

dt
vj + σijv

j + εij

ˆ
t

dtvj = fi (6.35)

which is our equation 6.18.
We have shown here how to link the Kron's spirit with mechanics. Each

part must be characterized in a preliminary work to know its properties
m′, σ′, k′. A system is construct reporting the external constraints on each
part, which de�nes the connection matrix A. From the original equation :

m′ij
d

dt
vj + σ′ijv

j + ε′ij

ˆ
t

dtvj = f ′i (6.36)
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we obtain the equation for the system (U is the unity matrix) :

U i
αmijU

i
β

d

dt
vβ + U i

ασijU
i
βv

β + AiαεijA
j
β

ˆ
t

dtvβ = Aiαfi (6.37)

U is applied on the intrinsic properties and A on all external constraints.
Same process is used for equation 6.19. Note that in a more general writing,
we should employ :

d

dt

(
U i
αmijU

i
β

)
vβ + U i

ασijU
i
βv

β +

ˆ
t

dt
(
AiαεijA

j
β

)
vβ = Aiαfi (6.38)

Because the tensors m, ε and the connection A can change with time. As
in electromagnetism, each impedance operator in mechanics is governed by
domains setting their laws depending on temperature, pressure, etc.

6.3.1 Connection

The connection A is the major concept in mechanics when making a
system. We start from a collection of pieces �rstly separated. Then we have
to identify the intrinsic e�orts and the external ones. Working on the external
e�orts, we establish the relations between the constraints and each part, i.e.
between the masses and the elasticities. This implies that any solid can be
seen as a collection of masses.

Any solid can be identi�ed mechanically looking at its mass center (also
called gravity center). If we cut the solid in n parts, each part being of mass
mn and of location Pn, the mass center is de�ned by :

G =

∑
nmnPn∑
nmn

(6.39)

Both vectors can be projected in any referential. Knowing G we can compute
the inertia moment L of equation 6.19 :

L =
∑
α

Gxα ×mαα(xα)
d

dt
xα (6.40)

It means also that we can decompose any solid as a set of sub-solids. Starting
from the mass center of one solid S, we can separate its volume in n solid
angles, then in m sub-parts cutting the radius in m lengths. The mass of
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each part can be easily computed : for a sub-volume V and a mass density
ρ, the mass mi of the sub-solid is

mi =

˚
V

dV ρ (6.41)

Depending on the use we want to do with a solid, we will separate it in
various parts where some operations will be made to connect it with other
parts. After what, if we create a hole in a solid in order to put a screw, this
allows to construct a system but implies a weakened of the solid. For any
system of linkage, the tensor ε says how the constraints are transmitted in
the three directions and if some link breaking down occurs. The tensor ε must
include domains to translate this kind of event. Let's take an example.

We consider a simple weaken, called to be submitted to a central weight.
It means that in �nal, the weaken is attached by three points, two at the
extremities giving a force that compensate the weaken weight, and one at
the center applying an external force. The �gure 6.5 shows the case imagined
and the projection of the force vector on both axes intrinsic to the weaken.
The forces can be projected following two directions : horizontal (x) one and
vertical (y) one.

Figure 6.5 � A weaken submitted to one force

Applying the same method as previously without looking at losses by
friction, we de�ne �rst a mass tensor :

m =

[
m11 0

0 m22

]
(6.42)

In this case m11 = m22 = M/2. For k (direction x), each original half weaken
are in static state and :

k =

[
k1 0
0 k2

]
(6.43)
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The same can be described for the moment :

ω =

[
ω1 0
0 ω2

]
(6.44)

When we couple both half weaken we use the two connections (for k and
ω) :

k1 k2 ω1 ω2

m1 1 -1 1 1
m2 -1 1 1 1

which gives for the connection matrix on k, A and on ω, B :

A =

[
1 −1
−1 1

]
B =

[
1 1
1 1

]
(6.45)

Knowing the whole weaken length χ we obtain the system equations after
linking the two half weaken submitted to the force f0 (τ0 = f0χ)

d
dt
U i
αmijU

j
βv

β + AiβεijA
j
β

´
t
dtvβ = Aiα [f0Cos (ξ)]i

d
dt
U i
αLi +Bi

βωijB
j
β

´
t
dtθ̇β χ

2
= Bi

α

[
1
4
f0Sin (ξ)

]
i

(6.46)

ξ = arctg (y/x).
The behaviour of the material remains elastic until a given value of the

deformation. Beyond this value, the material becomes plastic. How can we
model this ? Intrinsic properties can be a�ect if degradation occurs on a
material. If the material is broken in many parts, its mass will be modi�ed
for sure ! If the deformation becomes plastic, an o�set in its location translates
this modi�cation. The law kx becomes k′x+ x0. It means that for example :

εij =
y

D1εij (•) +
y

D2

(
ε′ij (•) + xj0

)
(6.47)

This capacity should be characterized during the characterization phase
of the primitive mechanical element. An important aspect is the tempera-
ture dependence. It's clear that the elasticity of any material depends on
temperature.
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6.4 Vibrations dynamic

Considering a spring supporting a mass M , of rigidity k, for a curvilinear
coordinate u we write :

−ku = M
d2u

dt2
(6.48)

To the rigidity corresponds a recall couple Γ = −Cα linked with the angle
deviation α. For an inertia moment J we have :

−Cα = J
d2α

dt2
(6.49)

If p is Laplace's operator, we can write :

Mp2u+ ku = 0 Jp2α + Cα = 0 (6.50)

for sinusoidal solutions. The �rst equation leads to u (Mp2 + k) = 0 which
has for root

k −Mω2
0 = 0⇒ ω0 =

√
k

M
(6.51)

and for the deviation angle :

ω0 =

√
C

J
(6.52)

ω0 is the eigenvalue of the oscillator in a free condition of oscillation. The
c÷�cients C and k can be determined in a static phase. The deformation of
the solids submitted to a known static force F gives their recalls k or C.

6.4.1 Springs in parallel

If we consider a mass m1 of value M/2 attached to a spring of rigidity k1

and the same for a second mass m2 of value M/2 and rigidity k2 ; we have :

m =

[
m1 0
0 m2

]
(6.53)

and :

ε =

[
k1 0
0 k2

]
(6.54)

Now if we attach both masses in order to make a single one, the connection
becomes :
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k1 k2

m1 1 1
m2 1 1

We understand that if a recall kx acts on a half mass, it acts also on the
second half mass that participates to the whole mass M . If g = d2u/dt2, we
obtain :

m1g = −(k1 + k2)u m2g = −(k1 + k2)u (6.55)

The result is when two springs are in parallel, the equivalent single spring is
equal to the sum of the two separate springs.

Now if the two springs are in series, the total length x covered by the
springs is x = x1 + x2. This length is in relation with a force F by F = kx.
The force is applied on a mass attached at the extremity of the two springs
in series, and is reported on each spring. So we have :

x =
F

k1

+
F

k2

⇒ k =
k1k2

k1 + k2

(6.56)

If we look at two free masses, as described �gure 6.6.

Figure 6.6 � Two free masses with a spring

Before to link the masses, they obey to the already seen relation :

−kixi = migi ⇔ migi + kix
i = 0 (6.57)

After linking them, each mass see the recall of the other. Following our me-
thod, it leads to both equations :

m1g1 + k1x
1 − k2x

2 = 0

−k1x
1 +m2g2 + k2x

2 = 0
(6.58)

Noting x = x1 − x2 and g = g1 − g2, we obtain of the previous system :

−kx
(

1

m1

+
1

m2

)
= g (6.59)
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De�ning the reduced mass :

1

µ
=

1

m1

+
1

m2

(6.60)

This oscillator de�ned by −kx = µg behaves like a single oscillator made
with one mass and its eigenvalue is :

ω0 =

√
k

µ
(6.61)

6.4.2 Moment expression

The relations in case of rotation can be always obtained from the trans-
lation relations. For example, starting from

F = m
d

dt
v (6.62)

multiplying by the distance r we have :

Fr = mr
d

dt
v (6.63)

but v = θr and so :

Fr = mr
d

dt
θr ⇒ Γ = J

d

dt
θ (6.64)

which imply the inertia moment de�nition : J = mr2.

6.5 Finite element approach

Figure 6.7 shows the problem we treat here 2. On the �gure, the edge are
numbered with red letters and the nodes with black letters. The weight �xed
on the last weaken implies a force F on the console. As the nodes 1 and 2
are attached to the wall, only the nodes 3,4 and 5 can move.

2. All the chapter follows the explanations given by Pierre Thomas in his book "Élé-
ments �nis pour l'ingénieur" at Lavoisier editor, 2006.
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Figure 6.7 � The console considered

6.5.1 Assumptions on the weakens

Each weaken sees forces at each of its extremities, coming from F . We
make the assumption that the weaken can turn on their extremities around
screws. So the weaken are compressed or extended like springs, without twist
or rotation. The weaken supports opposite e�orts T that we associate with
an axial vector f as shown �gure 6.8.

Figure 6.8 � E�orts on a weaken

Under the action of T , the weaken length changes of a value ∆. With an
assumption of linearity, we have seen that this changing is given by :

T = k∆ (6.65)

We must be careful that this assumption doesn't imply that the absence
of elongation means small displacements. For example a weaken can rotate
without changing in length. In fact, the assumptions given when we declare
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the problem with an initial geometry, we �x the mechanical behaviour of the
problem.

Now to connect the weakens in order to make the console, we need to
assure two properties :

1. the same displacements reported on the shared nodes : continuity re-
lation ;

2. the opposition of the forces (action reaction Newton's law : equilibrium
relation)

But as the console belongs to the same referential, the properties of each
weaken de�ned in their referential must be projected in a common referential
named "global referential". So we can write for each weaken involved in the
console repaired by its extremities 1 and 2, the components of displacement
u1, v1 and u2, v2 as the reported forces f1, g1 and f2, g2. Figure 6.9 shows this
convention used for the whole weakens.

Figure 6.9 � Reported vectors

6.5.2 Mechanical behaviour

The elementary sti�ness matrix is the key matrix to solve the relation
Fα = kαβU

β. F and U gives the forces and the displacements in each weaken
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referential. Often we can use the small deformation assumption. Figure 6.10
shows the deformation of a weaken and the associated angle and lengths.

Figure 6.10 � Weaken deformation

The added length under deformation is given by (see Pierre Thomas re-
ference) :

∆ =

√
(Lcos(α) = u2 − u1)2 + (Lsin(α) + v2 − v1)2 − L (6.66)

This expression can be reduced using the small displacements assumption to
reach :

∆ ≈ cos(α) (u2 − u1) + sin(α) (v2 − v1) (6.67)

Each weaken sti�ness matrix links the forces and the displacements fol-
lowing their axes direction. The equation is :

F · t = kU · t (6.68)

Using the previous relations, we obtain for one element and its displacement
at each node :

[
U1 · t
U2 · t

]
=

[
cos(α) sin(α) 0 0

0 0 cos(α) sin(α)

]
u1

v1

u2

v2

 (6.69)

This relation can be written sa = Ca
b u

b where s are the coordinates attached
with each weaken and ub → (u, v) the coordinates attached with the common
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referential (x, y). On another side we have :
f1

g1

f2

g2

 =


cos(α) 0
sin(α) 0

0 cos(α)
0 sin(α)

[ F1 · t
F2 · t

]
(6.70)

or fk = Cq
kFq where fk → (f, g) are the forces applied at each node and

for each direction in the common referential coming from the force source f
projected on each axes of the local referential attached with the weaken axes.
We can consider equation 6.68 to write it under the form :

F · t = kU · t⇔ Fα = kαβs
β (6.71)

We can replace in this second equation sβ by Cβ
b u

b, which gives :

Fα = kαβC
β
b u

b (6.72)

now we multiply on the left both members by Cα
k to obtain :

Cα
k Fα = Cα

k kαβC
β
b u

b (6.73)

De�ning εkb = Cα
k kαβC

β
b , this leads to :

fk = εkbu
b (6.74)

This relation gives the link between the forces applied on each weaken at their
extremities and for all the directions of the common referential (or common
space) and the displacements of the nodes of these extremities in the same
common space. The solution with null forces εkbub = 0 gives the kernel of the
sti�ness matrix. Once we have the expressions of the weaken properties in
the common space, but for the separate problem, it remains to connect the
weaken between each other to make the system. The �gure 6.11 shows the
structure with the numbers of the nodes, weakens, and weaken extremities.

If ωσ are the displacements in the common space once the weaken are
connected, we can �nd relations between ωσ and uσ writing :

uα = Cασωσ (6.75)

For example, seeing �gure 6.11 we can establish : u1(1) = ω1 and u2(2) = ω3,
etc. It must be clear that ε is a diagonal matrix of sub-matrix k, each sub-
matrix being of dimension 2x2 or 3x3, depending on the geometrical space
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Figure 6.11 � Weaken connection

where the problem is studied (remember that in our case we work in two
dimensions and local coordinates of the common space was u1, v1). We are
now familiar with this kind of development. If h are the forces once the
weaken connected, we can verify hα = Cηαfη. And starting from equation 6.74
we obtain :

fk = εkbu
b ⇒ fk = εkbCbσωσ ⇒ Ckαfk = CkαεkbCbσωσ (6.76)

Noting ζ̄ασ = CkαεkbCbσ, we �nally obtain :

hα = ζ̄ασω
σ (6.77)

Which gives the solution of the constructed console. ζ is the sti�ness tensor
of the connected system in the common space.

6.6 Surfaces description

Any surface can be described by curvilinear coordinates. The transfor-
mation of these coordinates into a cartesian space is the key to de�ne the
system structure we want to use. As usual each part of structure is �rstly
de�ned in a local space attached with the part and giving a characterization
of the part. Each part can be seen as a weaken as previously, the di�erence
being that a part is a surface and not only a mono-directional object. The
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curvilinear coordinates sα of each part is locally transformed into a common
space of coordinates uβ. Then after connection to make the system through
C, the complete structure is described. Finally a component of the structure
is a tenfold made of two major objects :

1. the part geometrical description with uη ;

2. the sti�ness matrix of the part k ;

3. the electrical properties of the part σ, ε, µ

Two tensorial equations cover both mechanical and electronic properties
of the system : 

hα = ζ̄ασω
σ

eα = ζαβk
β

(6.78)

But coupling must be added between the mechanical and electronic networks.
The structure properties impacts the line propagation properties while the
electronic adds weight on the structure part. The local environment (pres-
sure, temperature) changes the structure and the electronics properties. The
approach means to study and couple the structures and the electronics once
their own global networks are de�ned, then to compute the local environ-
ment. As the impedance operators are de�ned on domains, the environment
is automatically taken into account in the system working.

Dynamic behaviours follow exactly the same equations. The only di�e-
rence comes from the fact that the forces and displacements changes with
time.



Chapitre 7

Temperature

Temperature is perhaps one of the major concept of physics. Environ-
ments are described in term of electromagnetic �elds, pressure, gravitation
and temperature. We want to present here major ideas about temperature,
in order to include this environment parameter in our studies.

7.1 Thermal dilatation c÷�cient

Under some temperature ambiance, a piece of mater has its length chan-
ging. The relation between the temperature variation and the length variation
is linear and we write :

∆L = αL0∆T (7.1)

L0 is the nominal length of the piece. For nylon for example, the c÷�cient
is equal to 81.10−6. The same idea can be applied to volume. If V0 is the
nominal volume of a piece of mater, the variation of volume ∆V is de�ned
by :

∆V = βV0∆T (7.2)

β is the c÷�cient of volume dilation. In a given volume V , the pressure P
on the volume walls is associated with the number of molecules N and their
movement (giving a temperature T ). This evidence is de�ned by the perfect
gas relation :

PV = NkBT (7.3)

kB is Boltzmann's constant, one of the fundamental constant of nature.

87
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7.2 Temperature topology

The heat Q cumulated when increasing the temperature of a body of mass
m between two times t1 and t2 is given by :

Q = mc

ˆ t2

t1

dT (7.4)

The factor c is called the massive capacity of the material of the body. On
another side, we take a look to the heat transfer. For a plate of surface S and
length L, the heat transfer can be de�ned by :

dQ

dt
= kTS

∆T

L
(7.5)

or in general :
dQ

dt
= kTS

dT

dx
(7.6)

kT is called the thermal conductivity, and translate the capacity of a body to
transfer the heat through its surface and all along its length. As Q is energy,
we can de�ne the power P by :

P =
dQ

dt
(7.7)

Noting Cth = mc and yth = kTS/L and :

θ =

ˆ
T

dT (7.8)

we obtain : ˆ
t

dtP = Cthθ ⇒ θ =
1

Cth

ˆ
t

dtP (7.9)

The second relation becomes :

P = ythθ ⇒ θ = RthP (7.10)

with Rth = 1/yth.
If we have a piece of matter heated by a electrical wire, a part Ps of the

energy goes out through the admittance yth : Ps = ythθ. Another part of the
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energy Pb is used to heat the body of thermal capacity Cth : Pb = Cthdθ/dt.
Finally, Pe being the total energy transmitted to the wire :

Pe = Cth
dθ

dt
+ ythθ (7.11)

Generalizing this relation, we create a natural space of nodes-pair sources or
current of power P k, the temperature changing θu giving :

P k = Cku d

dt
θu + ykuθu (7.12)

The source of heat is a current driven in some electronic circuit. The tem-
perature θ changes the resistances values or the solid length via the thermal
dilatation c÷�cient.

The three modes of heat transfer are :
� conduction ;
� convection ;
� radiation.

7.2.1 Conduction

The conduction is modelled by the thermal resistivity yth with

yth = kT
S

l
(7.13)

Some values of kT are :

Matter copper Aluminium Iron Asbestos Mica Air
kT (W/�C.m) 387 200 65 0,19 0,36 0,023

7.2.2 Convection

The convection conductivity yc acts as the thermal conductivity. We de-
�ne :

Pc = ycθ (7.14)

yc is linked with the surface of exchange S, and a given c÷�cient of convec-
tion conductivity hc.

yc = hcS (7.15)
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7.2.3 Radiation

The radiation modelling follows the same principle as for the convection
modelling. We de�ne a radiation conductivity by :

yR = hRS (7.16)

which gives the relation between the power exchanged by radiation PR and
the temperature evolving :

PR = yRθ (7.17)

7.3 Thermal environment

Once identi�ed the various sources of heat, a graph must be constructed
to model the heat transfers between the system and the environment, and
between the various organs inside the system. These exchanges must lead to
a graph representing the heat �uxes with their various properties of conduc-
tivities or capacitances. The sources of heat create nodes-pair of current in
this graph. The temperature variations θu becomes inputs as parameters for
the domains of the impedance operators, or to set the length dilatation of
solids. For many systems, we can conclude that :

� two graphs represents the system, one for electronics, one for thermal ;
� one graph represents the environment, one for electromagnetism, one

for thermal.
Other graphs can be used, for pressure for example. These graphs are as-
sociated with tensorial equations including lagrangian operators, etc. These
objects are grouped in tenfolds. It means that we have one tenfold for the
system, and one tenfold for the environment.



Chapitre 8

General modelling of a
cyber-physical system (CPS)

Let's recall what is a cyber-physical system : it's a system made with
physical material and embedding cybernetic techniques : computers, numeric
networks, cloud, etc. The material is modelled using the tensorial analysis of
networks. The various networks are grouped in a whole system of systems
under some equation like :

Ta = gabψ
b ⇔


hα = ζ̄ασω

σ

eα = ζαβk
β

(8.1)

Some of the emf ea are made with known currents (current sources) multiplied
by impedances, like Rab.J

b. Through the mechanical process of a gamma ma-
trix, this source associated with a �rst network is transported becoming the
emf of another network.This process can translate the exchange of commu-
nication between the networks, while the electromagnetic interactions (like
through antennas for example) are taken into account by a classical Green
function. Both functions can represent somewhere the same physical base,
but the gamma matrix becomes many more easier to use when numeric mes-
sages are involved (other cases can be interesting). It can be used for quantum
process. The �nal equation for the CPS has the form :

γac ea = γac
(
ζabk

b
)

(8.2)

Any CPS is made of :

91
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� a perception network - eπ ;
� an action network - ka ;
� a nervous system and computer centres - nπa ;
� an energy network - eE ;
� a waste management network - Ruv ;
� a communication network - γab ;
� a skeleton - suv.
To de�ne completely the concept of CPS we now detail all the notions

associated with the concept of system, usually declined in the science of
system engineering 1.

8.1 Concept of system

There are many kind of de�nitions for system. Basically, a system is a
set. Between others, it exists a de�nition that is more in accordance with our
formalism : to say that a system is a box with inputs and outputs. Inside and
outside the box we can discern �uxes (�uxes of energy, communication, etc.).
A system can be seen as closed if no �uxes go from inside to outside, or open
if �uxes can go from inside to outside. The �uxes ka are the sources for cords
under the xTAN formalism (see references) or for any kind of communication
channel to other systems. As a matter of fact, all the system behaviour can
be observed looking at these �uxes. The system organization is characterized
by its fundamental operator ζ. This operator can change with time (dynamic
system) or not (static system). A system cycle of life goes through six steps :

� Concept analysis
� feasibility
� development
� making
� start of service
� use
� out of service

A cell of a system can be seen as the box presented �gure 8.1.
We will see that all the classical notions of system engineering can be

declined using a mathematical representation of the system. This representa-
tion must include all the components of the system, the interactions between

1. See Luzeaux's reference.
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Figure 8.1 � Representation of a system cell
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these components and the human factor. The di�erence between a cyber-
physical system and a bio-inspired system holds in taking into account the
human factor. Interactions involving models coming from the game theory
will be used in the bio-inspired system engineering. That's the purpose of
the next chapter. For the moment, we will explore the various thematics at-
tached with the notion and development of systems. First of all, we recall
the mathematical representation of a system under the xTAN method (ex-
tended tensorial analysis of networks, developed by the author), leading to
the concept of manifold.

Usually a system is described by a set of state variables x. These variables
evolve depending on commands u and external uncontrolled parameters θ.
The equation of the system life can be written :

dxi
dt

= gi (x, u, θ) (8.3)

This form focuses on the state variable changes without giving any par-
ticular meaning to each kind of variable. This, while their roles are very
di�erent.

The previous equation can be written :

ui = ψi (x, θ) (8.4)

The function ψi includes the variable x and its time derivative. It remains
that, except when studying the static state, the variable ẋ is more interesting
than x. ẋ translates directly a �ux which is our indicators for systems. There
are no problems to work with ẋ rather than with x. x is simply obtained
through a time integral. We generalize the previous equation by :

ui = ψi (x, ẋ, ẍ, θ) (8.5)

ψ is any function applied to x and θ. But ψ changes with θ. The external para-
meters θj intervene through domains D, changing the functions ψi depending
on the environment in�uence. The reader will recognize in this description
the technique previously used to model the oscillator. This technique allows
to model any material system. Then, to go deeper in the system analysis, we
make some operation with the objective of seeing the system as a complex
geometrical object.
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8.2 Tenfold analysis of complex systems (TACS)

preliminaries

Now we must give us an algebra in order to identify any system and to
model its evolution. Any system can be represented by a list of mathematical
objects giving the time evolve of their �uxes. The nature of these �uxes
point out automatically the physics concerned by the model. It's clear that
an engineer using of these objects needs a draw corresponding to the real
objects, to help understanding the graphs and equations associated in the
model. So the system is identi�ed with for one side a set of primitive objects
used to make the system (O {. . .}) and for second side a list of mathematical
objects giving the system models (C, T, G). Each primitive object has a
correspondence with our cell 8.1. T is the energy sources of a primitive part,
G its metric and C a connectivity that constructs the primitive part. The
simplest way to understand the approach is to apply it on a real system.

We take as example a pin-socket couple, under external vibrations and
transmitting high voltage signal. The system is made of 5 objects at least :

� A pin and a socket (Op, Os) ;
� a resistor and a power supply (OR, Ou) ;
� a vibration facility (Ov).

So for the moment : O {. . .} = {Op, Os, OR, Ou, OV }. Is this set may be
called a system ? No. In the Greek's meaning yes, but it limit the of the word
to its basic mathematical meaning. Finally, a de�nition that pleases to me
is given by Luzeaux : "a system can be seen as a black box where inputs
and outputs materialize some number of �uxes". For the moment, our set
being made of separate functions is not source of �uxes. Starting from these
primitive objects Oi we have to connect them to hope making a system. Then,
the �uxes analysis will give us the base to analyse the system. Connecting
the primitive objects means to create connections between them. There are
various kinds of connections :

� hard connections, mechanical mechanisms ;
� radiative interactions using antennas, etc. ;
� connections by wires or other guided waves ;
� near �eld interactions ;
� long distances connections through networks ;
� other kind of coupling connections.
The development of the system pass through steps from the analysis of
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concept to the use then end of life of the system. First step concerns the
concept analysis.

8.2.1 Concept analysis

For the majority of problems, it exists basic solutions. There is a group
of fundamental solutions, but globally, there are often known. Innovation
belongs more to the choice of technologies, to reach the same need. The story
starts with the description of a need. In our case, the need is to connect a high
voltage generator with a load using a pin-socket couple. The contact must
be guaranteed for one thousand operations of connection, disconnection.

We can imagine that there are a lot of possibilities for this kind of contact.
The o�er is contained in a set of all available contacts c {}. Each kind of
contact in the set c {} can be modelled by a branch in a cellular topology.
What does it mean ? If we power supplied the contact with a source of energy
e, a current i (a �ux) is created through the contact. This implies that a
potential u is developed along the contact, associate with the work developed
by the �ux moving. We can write for this primitive element :

e = u+ z.i (8.6)

z is the law guiding the �ux value depending on e. This law is in�uenced by
the environment conditions : temperature, pressure, humidity, etc. The work
u can be written somewhere as :

u =

ˆ b

a

dx · J
σ

(8.7)

that's Kirchho�'s law and fundamental relation. J is the �ux, σ a contact
property and x the curvilinear coordinate along the contact.

Since we use a spatial integration, we can associate an abstract branch
which borders are the nodes a and b, de�ning the limits of the integral. This
cellular object represents abstractly the contact, whatever it is, with its limits
and properties. All the properties giving the relations between e and i must
be contain in the operator z (here containing 1/σ). Note that more than one
branch can be necessary to reach this modelling quality. At least in general,
one branch is needed for each physics : one for electronics, one for mechanics,
etc. Finally the primitive object is a group of branch in multi-physic, see little
networks, that will be parts in a wider network representing the system.
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We understand that we can start from sets of contacts (pin-socket couple)
c {}, high voltages h {}, wires w {} and resistances r {}. The system concep-
tion consists in taking one element from each of these sets to construct the
system. Basically we mus take one element to each of these sets.

A �rst approach in conception can be to test randomly the quadruplet
obtained by taking one element to each set, then to verify if it is in accordance
with the requirements. For the construction only, this strategy can be written,
if A is a random function saying if the system is in accordance with the
requirements :

P (A| ci ∈ c {} , hi ∈ h {} , wi ∈ w {} , ri ∈ r {}) > 1− ε (8.8)

It is clear that this probability is weak. If we look at the wires, between
all the wires available in the market, a few are able to support high voltage.
So, the probability to take a good wire between all the possible sample is
already small.

The advantage of this strategy is that it can be rich for innovation. The
fact to take randomly the element can lead to a quadruplet that nobody
may have imagine, and perhaps the best e�cient one. But as said before, the
chance to select this combination is very thin. A long time may be spend
before to �nd the good choice.

A more classical strategy may be to choice the best part coming from
each set (higher e�ciency, lower cost) and to make the system with these
selections. For each part, this objective can be written, if f is an observation
function based on de�ned criteria, returning the performance of the element :

∃ci ∈ c {} / f (ci) > f (cj) , ∀cj ∈ c {} with j 6= i (8.9)

This approach, unfortunately the more used because the simplest one,
doesn't lead necessarily to the best system. This comes form the fact that
the system results emerge from couplings between its components, in addition
to the components themselves. The lack of consideration for the system im-
pact appears fastly. Even if a wire answer to the hight voltage and vibration
by itself, its performance in vibrations can be inadequate when the contact
will be connected to the wire. Here appears completely the gap between the
separate component capacities and the system constraints. Another problem
coming from the classical approach is that, as they tend to forget the system,
they tend to forget the customer needs. This is because the customer needs
doesn't appear in the decomposition of the target performances into each
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system component performances. By the fact, the customer needs are memo-
rized only in the original requirements and during the system construction.
But it may be too late to reach the optimum solution, as seen in the previous
example. Many round trip will be necessary to obtain the waited answer for
the customer.

A new method recently developed tries to reinforce the customer oriented
techniques : the LEAN. In this approach, the idea is to focus all the deve-
lopment on the customer needs. But it doesn't give proposals to improve the
whole technique and leads to the same fundamental problem than the clas-
sical approach. It was imagined �rst for the making, then extended to R&D.
I personally think that this technique is not the answer.

The approach considering the system problem is the systemic approach.
For this concept, we accept the fact that the system properties cannot be
obtained starting from the properties of its components. The systemic ap-
proach is somewhere a mix of the two previous approaches. The mathematical
formulation of this strategy may be given at the component level by :

∃ci ∈ Oi {ci, hi, wi, ri} / f (Oi) > f (Oj) , ∀Oj, with j 6= i (8.10)

The di�culty is to �nd the component which answers adequately to the
system needs and to its own performance objectives. This means to antici-
pate the impact of couplings. This seems to be impossible before the system
exists. The key of success belongs to the capacity, once the global system
architecture chosen, to decline a complete environment de�nition to all pos-
sible components implied in the system construction. This exist sometimes
under the form of design rules. But the design rules have the defect of giving
constraints, indeed beginning of solutions rather than objectives.

Someone could say that the fact to take into account the whole system
constraints can be made through the classical approach also ? It's true but
the big di�erence is that in the classical strategy, the system knowledge is
made a posteriori, while in the systemic approach the system objectives is
taken into account a priori. What we write for the classical approach :

P (A(t+ ∆t)| f (ci(t)) > f (cj) , ∀cj ∈ c {} with j 6= i) (8.11)

and for the systemic approach :

P (f (Oi(t+ ∆t)) > f (Oj(t+ ∆t)) , ∀Oj, with j 6= i| A(t)) (8.12)
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We see here that clearly, we converge to a mix of the previous concepts. If
we resume both notations by P (A| ci) and P (Oi| A), we have by one side :

P (A| ci)P (ci) = P (ci| A)P (A) (8.13)

while on the other side :

P (Oi| A)P ′ (A) = P (A| Oi)P (Oi) (8.14)

If we accept P ′(A) > P (A) and P (ci) > P (Oi) then it implies for
P (Oi| A) ≈ P (ci| A) :

P (A| Oi) > P (A| ci) (8.15)

which tends to give more weight to the systemic approach.
The mathematical transcription of systemic uses operators de�ned on

domains.
We see that in the system engineering, two steps are preliminaries to the

development :
� the concept analysis ;
� the feasibility.

It means that in this top-down approach, the time allotted to the "up" phase
is signi�cant. Unfortunately, this time is often neglected and reduced to "the
part of the poor".

Concept analysis means to choice global system concept between various
available. Some keyword for concepts are :

� endoskeleton or exoskeleton ;
� distributed system or local system ;
� system with central arti�cial intelligence or distributed arti�cial intel-

ligence ;
� system with embedded actuators or remote actuators ;
� etc.

The question is : why answering one system kind rather than another ? Often
the history shows that humans follow the nature in this choice. But not
always. About space, it's clear that nature shows that exoskeletons seems
to be the unique way to protect the living things embed in a spacecraft to
protect them from the space environment. If we speak of transport, cars
are exoskeleton systems while humans �rst use animals like horses whose
are endoskeleton systems. An exception are the motorcycle : �nally they are
more inspired by natural mobilities than cars or planes. Does it mean that
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it is impossible for a transport system embedding more than one or two
persons to be a endoskeleton one ? For planes, the problem becomes similar
to spacecraft. For this reason, we can think that exoskeleton structures are
necessary. For cars, bus, etc., we see that more and more structures becomes
opened structures, showing that endoskeleton are possible choices. But as
they are nearest to natural systems, they call surely for higher capacities of
conception becoming just now to be imaginable.

The advantage of exoskeleton are clear : this structure protects the organs
versus the mechanical (and in some particular case the chemical) constraints
of the external environment, including all the living being embed in the sys-
tem. While in endoskeleton structures, the organs and embedded living being
are exposed to these mechanical (and sometimes chemical) constraints co-
ming from the external environment. The �rst disadvantage of the exoskele-
ton systems are their weight and some smaller performances in some domains.
It seems that some of the �rst "large" animals was exoskeleton. It was a lo-
gical evolve for animals that were becoming more complex and must make
face to the external constraint of water then atmosphere. It was an evolve
from skin to exoskeleton. But increasing the dimensions, nature was obliged
to evolve into endoskeletons. Figure 8.2 shows clearly the gain in mass of the
endoskeleton structure. If we evaluate the weight of the skeleton in both case
of exoskeleton - or shell and endoskeleton - or spine : for a given volume V of
organs, the weight me of the shell made with a material of density ρ is given
for an thickness δ and a volume surface S by :

me = ρδS (8.16)

The thickness δ is determined by the mechanical needs to support the whole
weight and dynamic of the system. In case of endoskeleton, we have the skin
weight ρsδsS, and the spine weight determined by the whole weight to be able
to support. But as the surface is reduced by a factor ten typically, for the same
material, the skeleton weight is also reduced by ten. In another side, the skin
weight can be drastically reduced by the skin material and its thickness. It
means that this added organ is far from weighting the di�erence ρδS−ρsδsS.
In global, the endoskeleton is lighter than the exoskeleton. Finally, what helps
to decide is the external environment. We will now speak of environment and
self-consistency for the constraints coming form the system itself.

When it is impossible to �nd a skin that protect the organs from
the environment, a exoskeleton is necessary. If not, endoskeleton
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Figure 8.2 � Exo to endoskeleton evolve

should be preferable.

That's why insects are often exoskeleton systems. Because due to their small
size, they may be often destroyed by their environment which includes bigger
animals, falls, rain, etc.

For arti�cial human machines, extraterrestrial environment is generally
the reason to choice exoskeletons. But the spatial environment in fact doesn't
include planes. Probabley we may �nd planes in the future without exoske-
leton. Some birds �ight at the same altitude that standard planes (around
10 000 m).

In the deep ocean, �shes (and some mammal like the Sperm whale) can
live. The same in some particular water zone where the water is very heat.
It means that even in these hard environments, endoskeleton are possible
solutions.

We may say that many classical systems are today thinking under exos-
keleton strategy, because it was simplest to make them before, and it's hard
to make something completely di�erent today. But we will see that under a
bio-inspired engineering, this kind of approach could be changed, with bene-
�t of lighter systems and both electromechanical and intelligent skins. Spine
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and other bones will be there to give a common rigid structure able to accept
the various actuators and organs.

We can conclude the concept analysis saying that human being can bene�t
of all the research conducted by the Nature depending on all the mission
allocated to the living being. For each kind of needs, there was various answers
and kind of systems, very well adapted to their mission with time.

Our previous ideas can be practically enforced using classes. If we �rst
speak of the system. It is made of a structure, of energy and information net-
work (cables in general) and of organs (equipments). We can create classes
for each of these elements. In one class, we put the properties - parameters
- of the object and methods modelling the object behaviour. A class "ar-
chitecture" groups one of each class of structure, etc. in order to make an
architecture. Each component is chosen in a set of many of them. The result is
a large proposal of architecture having various performances and costs. Based
on this principle, many "test" can be try like do the Nature. We don't know
in advance if such an architecture is interesting or not. It's only once the ar-
chitecture is made that we can perform its properties. A similar de�nition of
class can be made for the environment. The di�erent classes can be instantia-
ted in a program written to imagine the system through various assumptions
of choices. In practice, a particular point merits to be cited. The methods
must be declared as string, including parameters declared in the properties
�eld.After what, when we have to realize the computations for evaluating the
performances, these strings must becomes reachable equations. In python for
example, a very interesting possibility exists : the function eval transforms a
string in �oating point equation. Each class of structure, cable, electronic has
in its methods, one method that de�nes the impedance operator (in a general
meaning). The architect class takes one class of each kind of component and
tries various solutions of architecture. The process is explained �gure 8.3.

Once an architecture is made, it remains to verify if it is in adequacy with
the requirements. That's the purpose of the feasibility phase. The two phases
of concept and feasibility can be explored in a loop before to �nd the best
combination for the given objective. However the system construction can be
guided by a preliminary study making a simulation of the system mission.

The system conception goes through the call of classes associated with
the various system components : structure, cables, electronics, etc. How this
mechanism can work ? The objective is to translate as soon as possible the
system description using classes in models, to continue the development star-
ting from these models rather than remaining in some textual descriptions.
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Figure 8.3 � Class architecture

If we consider a function y depending on t, but also on two other para-
meters g and v0. Let's de�ned :

y(t) = v0t− gt2 → y(t; v0, g) (8.17)

Another function could be g(t, A, a) = Aexp (−ax). We may de�ned these
functions using classical functions in python, such as :

de f y ( t , vo ) :
g=9.81
re turn vo∗t−0.5∗g∗ t ∗∗2 .

de f g (x , a ,A) :
r e turn A∗exp(−a∗x )

The major problem of this programming is that it is strictly reserved for
functions that has exactly the same number and type of parameters and
variables. In classes, variables and parameters are visible by anybody, they
behave as global variables. The previous function y may be de�ned as the
next class :
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c l a s s Y:
de f __init__( s e l f , vo ) :

s e l f . vo=vo
s e l f . g=9.81

de f va lue ( s e l f , t ) :
r e turn s e l f . vo∗t−0.5∗ s e l f . g∗ t ∗∗2 .

We can then use the class by creating an instance of the class : y = Y (3.).
This instruction sets vO to 3. To obtain the value y(t = 0.1; v0) we just
have to complete the previous instruction by v = y.value(0.1) which gives
the result for t = 0.1. The keyword self return to the instance of the class.
Making y = Y (3.) we implicitly replace self by y. Calling v = y.value(0.1)
we obtain the result for v0 = 3 and t = 0.1. The syntaxe

v=y . va lue ( 0 . 1 )

is translated by python in :

v=Y. value (y , 0 . 1 )

Any sub-system is characterized by a tenfold including the tensor ζ, even-
tually sources E, and some other properties. For example we want to create a
structure "ground plane". It's a generic classes describing a plate of thickness
d, length l, width w, conductivity s. We may create :

c l a s s p l a t e :
de f __init__( s e l f , d , l ,w, s ) :

s e l f . d=d
s e l f . l=l
s e l f .w=w
s e l f . s=s
s e l f . uo=4.∗ pi ∗1E−7
s e l f .Dx=[ s e l f . d , s e l f . l , s e l f .w]

de f Z( s e l f , p ) :
r e turn 1 ./ s e l f . s∗ s e l f . l / s e l f .w∗ ( 1 . / s e l f . d)+\
sq r t ( ( p i ∗p∗ s e l f . uo∗ s e l f . s )/ (1 J ∗2 .∗ pi ) )

As this classe calls functions that belong to the package numpy, the use of
this class must be preceded by a numpy calling :

from numpy import ∗



8.2. TENFOLD ANALYSIS OF COMPLEX SYSTEMS (TACS) PRELIMINARIES105

The dimensions of the plate are included in one of its properties, self.D.
After an instance of the class plate, we can compare the requirements and

the plate properties, comparing
x

Qi and R.D if R is the instance of plate.
Now we can imagine two electronics. They belong to the same class elec-

tronic.

c l a s s e l e c t r o n i c :
de f __init__( s e l f , r , i ) :

s e l f . r=r
s e l f . i z=i
s e l f . Di=[−1E6 , 1E6 ]
s e l f . Dr=[1E6 , 1E6 ]

de f ZJ( s e l f , p ) :
r e turn s e l f . r+s e l f . i z ∗p

This class allows to create the extremities of a line. The class line is given
by :

c l a s s wire :
de f __init__( s e l f , l e , dia , cd ) :

s e l f . l e=l e
s e l f . d ia=dia
s e l f . cd=cd
s e l f . uo=4.∗ pi ∗1E−7
s e l f . DI=[0 . , 1E3∗ s e l f . d ia ]

de f ZW( s e l f , p ) :
r e turn s e l f . l e /( s e l f . cd∗ pi ∗ s e l f . d ia )∗\
( 4 . / s e l f . d ia+sq r t ( ( p i ∗p∗ s e l f . uo∗ s e l f . cd )/(1 J ∗2 .∗ pi ) ) )

With a plate, two loads and a wire we can construct a simple system made
of the wire connecting two loads and installed over the plate.

Anybody may say : but how do we know that the chosen parts are in
adequacy with the required system performances ? Here the frontier between
system concept and feasibility is not so clear. A part of experience coming
from the engineers intervenes in this process. But we may say that the major
engine to make the �rst choices comes from evidences, themselves coming
from nature observations. In the human being history, we see each time that
humans take example on the natural systems to create their own arti�cial
ones. Planes are a good example for that : in his �rst tentative, the human
tries to copy birds. The planes were created step by step to conduct to the
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arti�cial birds we known today.

8.2.2 Feasibility

Between all the objects possibly used and coming from the collection Oi,
we must verify their compliance with the system requirements in its mission.
This means to verify between others, the capacity to accept the environ-
ment conditions. The feasibility is this compliance between the component
capabilities and the system needs. This information is included in the domain
values and the associated laws in the de�nition of the operator z. The domain
intersections lead to the system capability. The feasibility of a solution (a so-
lution being a set Oi). By exploring the various combinations of components
and adding the couplings between these components, we can highlight the
lacks of the system prototyped. It is clear that to reach such a performance
in the analyse, the models associated with each component, their domains
de�nitions depending of the environment parameters must be accurate and
pertinent.

Mathematically, we connect the components of Oi using a connectivity C
which creates closed �uxes. The relation is simply given by :

bk = Ck
aQ

a (8.18)

Knowing this relation, the operator z is transformed in the closed �uxes space
making CT zC = ζ. We then add the couplings to obtain the major operator
representing the system and its domains, the whole making a manifold which
is the system model. ζ contains all the mechanical and electrical information.
Thermal exchanges are embedded in the domains settings. It means that the
component of ζ seems like :

ζij =
t

DI1L1(•) +
t

DI2L2(•) + . . . (8.19)

Once a kind of system is chosen (exoskeleton, endoskeleton) and the mis-
sion known the mathematical de�nition of feasibility can be detailed starting
from the previous exposed concept.

The mission is declined by the actions made, the capacity of communica-
tion, the capacity of having sources of energy and the energy consumption,
and the environment where the mission is realized. Once a kind of system
chosen to answer to the customer needs ensure the possibility to cover the



8.2. TENFOLD ANALYSIS OF COMPLEX SYSTEMS (TACS) PRELIMINARIES107

actions speci�ed, the mission and customer needs are principally declined in
constraints and environment de�nition during the mission. In our example, it
means that we have chosen to make a system with a plate ; mounting on this
plate there is a connector to make the pin-socket contact, and some mechani-
cal parts to realize the rest of the mock-up. The environment constraints are
component or the source vector T (see equation 8.1). The target of robustness
opposite the environment is described in domains. For temperature (t), pres-

sure (p), intervals are de�ned and we know
t

Qi,
p

Qj (other constraints may be
de�ned as gravitation, etc.). For each elements chosen between others in the
collections Oi, their tenfolds 2 should be de�ned on domains that cover the

domains required by the customer needs. Noting
x

Di these domains we want
to compare

x

Di and
x

Qi for all the system speci�cations. But it is clear that
all the system organs won't see these levels of constraint. First exercise when
making a new system is to propagate the constraints from the environment
to each system part. The system must be represented as a set of sub-parts
interconnected. Each sub-part is seen as a zone and receives the constraints
and on another side transmits the constraints to enclosed zones. This study
has various uncertainties, but at this phase of the project, we don't need to
be very accurate. The �gure 8.4 shows how the process works. In the feasi-
bility phase, the major work is concentrated in this task of translating the
environment constraints to the various parts of the system depending on its
global architecture.

To determine this constraints propagation for the pressure we can use the
same approach as for mechanics. A graph representing the various zones as
nodes and their links as edges. Similar technique can be used for temperature
as seen previously. That's what we will see later.

The computation of the adequacy between the virtual system and the
future one that will be used is realized with bene�t of the classes informations.
In fact, the feasibility step is the transition step between the conception of
the system and the beginning of its development. Let's take an example. We
imagine a system made of one resistance.

2. A tenfold is a set of mathematical objects usable in the tensorial analysis of networks
and leading to the manifold that represents a system or a part of the system. The tenfold
concept was �rstly developed in a thesis whose the author is the redactor : Maurice,
O. (2013). Introduction d'une théorie des jeux dans des topologies dynamiques (Doctoral
dissertation, Limoges).
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Figure 8.4 � Constraints propagation

Architecture side

The class architecture will call various sub-classes in order to make the
system. Being very simple to illustrate this mechanism, we can create a struc-
ture "resist" de�ned for a �rst option by :

c l a s s r e s i s t 1 ( ob j e c t ) :
de f f i x r ( s e l f ) :

s e l f .R=10.
re turn s e l f .R

Then the architecture is realized calling for each sub-class for structures,
cables, electronics, etc. In our simple illustration it gives :

c l a s s a r c h i t e c t u r e ( e l e c t r on i qu e ) :
R2=r e s i s t 1 ( )
R3=R2 . f i x r ( )

If the temperature is the environment parameter, we �rst add the perfor-
mance of the structure temperature as a class method :

c l a s s r e s i s t 1 ( ob j e c t ) :
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de f D_T( s e l f ) :
r e turn [ 1 , 2 ]

c l a s s a r ch i ( r e s i s t 1 ) :
R=r e s i s t 1 ( )

When creating an instance of the class to de�ne an architecture : g=archi(),
we can after call for the architecture performances in temperature writing :
g.R.D_T() which return [1, 2]. The domain can be compared with the needs
x

Qi. This second domain is inscribed in an environment class which may be :

c l a s s env i r ( ob j e c t ) :
de f Q_T( s e l f ) :

r e turn [ 1 , 3 ]

Here we would have got Q > D and the structure resist1 would not be com-
pliant with the requirements. The structure class as the cable class or the
electronic class have for method an impedance operator matrix (illustrated
by R in the class resist1) constructed on functions declared in the property
�eld. With a collection of instantiated classes, the architect class realizes
the direct sum leading to the system de�nition operator ζ. This allows to
evaluate the system response and its adequacy with the requirements. The
intervals comparison indicates the system capability to work in the mission
environment while the global operator ζ says if the system realizes the requi-
red mission. Starting from our previous example, we �rst take a look to the
adequacy of the three components : structure, cable and electronics with the
requirements. De�ning

� the structure length tolerance
x

Q1 = [0.9, 1.1] ;

� the cable current strength requirements
I

Q1 = [0, 0.1] ;

� the electronics loads
r

Q1 = [100, 103].

First step of feasibility means to compare the required intervals
j

Qi and
the informations of capacities include in the classes. It means to do there the
comparisons :

� plate.Dx with
x

Q1

� wire.DI with
I

Q1

� electronic.Dr and
r

Q1
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In the case of the wire, we see that the model depends on a parameter
that can be set for the cable : the diameter. The architect has to choice
the adequate diameter to be compliant with this requirement. In �nal, this
collection of organs can be a possible architecture for the needs. Now we have
to construct the model associated with this system to verify that it can be a
solution for the requirements, even for various mission pro�les or environment
constraints. In a general way, the previous exercise can necessitate to make
a declination of constraints to evaluate the comparisons.

Declination of constraints

The problem is to calculate the evolving of the intervals
α

Qβ from outside
to inside. The exercise is very di�cult whatever the physics considered. The
paradox is that the constraints can be declined only once the system is made,
and we want to decline the constraints to determine the system ! Depending
on the system architecture, the constraints are propagated more or less from
the environment into the system body. This propagations determined by
the coupling tensor µ. This tensor is the elastic tensor for mechanics, the
electromagnetic coupling tensor for electronics, etc. There are no other ways
than to make assumptions on these propagations. To make the system we
use three major operations :

1. selection of the system components ;

2. connection of the components to make the system frame ;

3. adding the coupling mechanisms creating the system complete archi-
tecture and working.

It is clear that the �rst step of system concept allows only to reject options
that are out of the requirements by an evident way. Feasibility needs to go
further. To do this, the system is assembled and constraints are applied in or-
der to make a �rst evaluation of the system response versus these constraints.
That's the only solution taking into account that some coupling mechanisms
in near �elds cannot be evaluated without assembling the system. So, let's
make the system !

We complete the previous classes with some added functionalities that
was necessary to construct a system and determine its adequacy with the
requirements.

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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c l a s s p l a t e :
de f __init__( s e l f , d , l ,w, s ) :

s e l f . d=d
s e l f . l=l
s e l f .w=w
s e l f . s=s
s e l f . uo=4.∗ pi ∗1E−7
s e l f .Dx=[ s e l f . d , s e l f . l , s e l f .w]

de f Z( s e l f , p ) :
r e turn 1 ./ s e l f . s∗ s e l f . l / s e l f .w∗ ( 1 . / s e l f . d)+\
sq r t ( ( p i ∗p∗ s e l f . uo∗ s e l f . s )/ (1 J ∗2 .∗ pi ) )

c l a s s e l e c t r o n i c :
de f __init__( s e l f , r , iL , iC ) :

s e l f . r=r
s e l f . i zL=iL
s e l f . izC=iC
s e l f . Di=[−1E6 , 1E6 ]
s e l f . Dr=[1E6 , 1E6 ]

de f ZJ( s e l f , p ) :
i f ( s e l f . izC==0.):

r e turn s e l f . r+s e l f . i zL ∗p
e l s e :

r e turn s e l f . r+s e l f . i zL ∗p+1./( s e l f . izC∗p)

c l a s s wire :
de f __init__( s e l f , l e , dia , cd ) :

s e l f . l e=l e
s e l f . d ia=dia
s e l f . cd=cd
s e l f . uo=4.∗ pi ∗1E−7
s e l f . DI=[0 . , 1E3∗ s e l f . d ia ]
s e l f .DP=[0 . ,200E−3]

de f ZW( s e l f , p ) :
r e turn s e l f . l e /( s e l f . cd∗ pi ∗ s e l f . d ia )∗\
( 4 . / s e l f . d ia+sq r t ( ( p i ∗p∗ s e l f . uo∗ s e l f . cd )/(1 J ∗2 .∗ pi ) ) )
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#de f i n i g an a r c h i t e c t u r e
s t ruc=p la t e (1E−3 ,1 . , 0 . 2 , 1E−7)
cab l e=wire ( 0 . 5 , 1E−3,1E7)
load1=e l e c t r o n i c ( 100 . , 1E−9 ,0.)
load2=e l e c t r o n i c (1E3 , 1E−9 ,10E−9)
# component s e l e c t i o n
p=1J ∗2 .∗ pi ∗1E6 # t e s t f o r 1 MHz frequency
Zb=[ [ s t ru c . Z(p ) , 0 . , 0 . , 0 . ] , \

[ 0 . , cab l e .ZW(p ) , 0 . , 0 . ] , \
[ 0 . , 0 . , load1 . ZJ(p ) , 0 . ] , \
[ 0 . , 0 . , 0 . , load2 . ZJ(p ) ] ]

#connec t i ons
C= [ [ 1 . ] , [ 1 . ] , [ 1 . ] , [ 1 . ] ]
Zmi=dot ( t ranspose (C) ,Zb)
Zm=dot (Zmi ,C)
#adding coup l ing mechanism : here i n e r t i a t en so r u
h=5E−2 # i n s t a l l a t i o n opt ion f o r the cab l e over the groundplane
Zc=60.∗ l og ( 4 .∗ h/ cab l e . d ia )
c=3E8 # second i n s t a l l a t i o n opt ion : no d i e l e c t r i c between
#the wire and the groundplane
L11=Zc/c∗ cab l e . l e
u=L11∗p
Zmc=Zm[ 0 ] [ 0 ]+ u
Bo=1E−3 # magnetic f i e l d o f the environment
e=−cab l e . l e ∗h∗p∗Bo # e l e c t rmot i v e f o r c e
K=e/Zmc # current induced in the cab l e
P=cab l e .ZW(p)∗ abs ( sq r t ( dot (K, conj (K) ) ) )
# i s i t in compliance with the wire capac i ty ?
compare=max( cab l e .DP)/P
i f ( compare >1 . ) :

p r i n t "This cab l e can be used in the de f ined environment"

First, a collection of organs, including the cables, are available. In this col-
lection we test an architecture assumption, made of one plate, one wire and
two loads. The �gure 8.5 shows the system we have construct.

After making the selection, we de�ne the impedance operator tensor from
the diagonal organization of the selected organs. This gives an object Zb
de�ned in the edge space.
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Figure 8.5 � Architecture realized

Then we must connect these organs between them. That's the role of the
connectivity matrix C. Our system is made of one mesh (its genus is 1). Each
element coming from the classes instances participates to the common mesh
of the system, which is shown in the tab :

Organ Instance Common mesh
struc plate 1
cable wire 1
load1 electronic 1
load2 electronic 1

This tab leads to the connectivity matrix C which gives the impedance ope-
rator tensor in the mesh space Zm = CTZbC. But this operation gives the
various meshes making the system global structure, without de�ning the cou-
plings between the elements, including the inertia tensor 3. De�ning here for
the unique mash involved L = L11, we compute Zm = Zm + L11p. L11 is the
inductance between the wire and the plate given by :

L11 = Zc
c

Zc = 60ln
(

4h
φ

)
(8.20)

φ is the wire diameter, h the height of the wire over the plate, c the propaga-
tion speed in the line made by the wire over the plate and Zc the characteristic
impedance of this line. Once the system constructed, we can calculate the
power dissipated by the current induced in the line by an external magnetic

3. See Elements of theory for electromagnetic compatibility and systems, O.Maurice,
Bookelis editor 2017.
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�eld coming from the environment speci�cation. Then we compare this va-
lue to the maximum power acceptable by the wire, which is the comparison
between Q and D. To do that, we have complete the class wire with the
interval wire.DP de�ned in power. We have realized the constraints decli-
nation through the global computation of the system. This operation can be
made for all a set of possible architectures. But if it gives the compliance of
the imagined system with the environment requirements, it remains to verify
the compliance with the functional requirements. This is done by exciting
the system through sources to provoke its actions in movement, perceptions,
exchange of information, etc. These system response must be compared with
the functional requirements. In fact, it has been done quasi implicitly during
the system concept elaboration, but this gate must be veri�ed once a detailed
system description is available.

8.2.3 Development

At the start, the system is a simple idea, a concept. This concept can be
seen as a construction made with elements coming from abstract sets. It's
the same as previously, but the set h {} contains no real component. It points
out the kind of subsystem implicitly identi�ed by the name of the set. This
steps allows to de�ne the large lines of the architecture before to detail the
technologies involved in its realization. This realization goes through studies,
theoretical analysis, simulations to end by some prototype not so far from
the �nal system. This is the development phase.

The various objects coming from the selected set Oi {ci, hi, wi, ri} are
identi�ed with their impedance operator ζ constructed from all the separate
element in the object and from the connectivity Ck

a . The basic system is
electromechanical and the local environment is thermo-acoustical
while the far environment is electromagnetic and gravitational.

Often the �rst action made in classical systems concerns the structure. It
is made of parts ζmv coupled each other. Then electrical parts ζev are added
and coupled each other and with the mechanical parts. First action means
to directly summing both operators :

ζmv ⊕ ζev (8.21)

then to add the couplings αme and αem. The same operations can be applied
to the graph of each object. In fact the more usual technique starts from
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the graph representation of the objects and guide the operations to be made
on the corresponding cellular components. The couplings are embedded by
extra-diagonal components because even in hard coupling case (when mate-
rial is shared), a branch is shared between two meshes. This is translated by
a coupling function which is the shared branch law. In other cases, for all far
�eld interactions, cords wear the coupling functions.

The industrial management of the development is not so trivial. Dic-
tionaries must be used to archive the knowledge and characteristics of the
primitive objects selected. In up phases, each component is repaired by its
major properties. These properties will be compared to the available ones in
some list of parts p {}. The previous process is followed as described before.

If the coupling mechanism appears and is classically used in electroma-
gnetic for Kron's formalism, The exercise had to be done for mechanics.

In the development phase, all details are explored and should be accura-
tely de�ned at the end of this phase. Compared to the feasibility phase, added
operations describe at a lower scale the di�erent system parts in order to be
nearer to the reality. Once the choices are de�nitively written, some simula-
tions using meshed techniques (testing virtually the system) are done. They
con�rm the waited behaviours and can be completed by some experiments on
prototypes. For example, when making the system principles, we developed
some links for buses, power supply, ..., but not for the whole signals. The
demonstration of feasibility do not need to consider all the electronics and
their accurate de�nition. Only some representative signals are su�cient to
demonstrate the pertinence of the architecture. But in the validation phase,
the whole harnesses are taken into account in the (virtual or real) proto-
type and its behaviour in various environment is computed. A part of this
detailed development is devoted to the suppliers. For that, the declination
of constraints must be clearly written as a speci�cation requirements given
to the suppliers. For example, based on �rst assumption of impedances, the
electromagnetic constraints are measured across the electronics input, using
the input loads electronic.ZJ. Taking some margin, this value is transmit-
ted to the equipment supplier as a requirement to be cover. The equipment
supplier will develop his electronic equipment taking into account this target
constraint. Even if the system is not described for all its signals, each kind
of links is already described as functional link. And another very important
technique intervene in order to make the system globally modelled : zoning.
For various reason and �rst for security, it is important to separate the system
in various zones su�ciently segregated between each other. With this pro-
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perty, the system can be studied by parts. We can try to give this de�nitions
under mathematical ones. The �rst step is to realize the direct summation of
all the organs operators zi : z = ⊕izi. After what we add the couplings. Using
zoning means that the coupling matrix presents weak coupling between some
system parts. If za is a �rst sub-matrix of z and zb a second sub-matrix of
z, a weak coupling between za and zb means that a single coupling function
zij, i ∈ [a], j ∈ [b] exists and this coupling occurs without modifying the
source characteristics. Under this assumption, the partial matrix attached to
the couple za and zb seems like :[

za zij
zij zb

]
(8.22)

The second equation leads to Zijkj = Zbk
b The two parts a and b can be

separated reporting the coupling as an external constraint on the second part.
(the same can be made with the �rst part). This principle allows to study
the system by parts. This is a key technique to guarantee the system safety,
its whole constitution being too much complex to be analysable. Finally two
major assumption are made in order to conduct the system de�nition :

1. The system can be studied by part ;

2. typical impedances for the electronics are known.

This second point is a critical one. When making the �rst calculation on the
system to see its feasibility, it's necessary to know the input impedances of
the electronics. Under this assumption, declination of constraints, speci�ca-
tions, etc. can be made. Is this assumption reasonable ? More and more it is !
Modern buses, power supplies, numeric circuits present similar impedances.
The diversion in their values can be covered by margins or parametric stu-
dies. Let's illustrate this approach with our previous example of a wire over
a ground plane. The mesh impedance is simply Lfp+Rf + ZG + (Z1 + Z2).
Lfp and Rfp are the impedance of the wire. ZG the impedance of the ground
plane. Z1 and Z2 are the impedances on the equipment inputs. Depending
of the kind of electronic involved in the circuit, these two impedances take
various complex values. The constraint reported on one equipment is de�ned
by :

P =
1

4
{ui∗ + u∗i} (8.23)

u and i being the voltage across the load and the current �owing in the load.
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In our case, this gives :

P =
1

4

{
Zxk

0(k0)∗ + Z∗x(k0)∗k0
}

=
1

2

∣∣k0
∣∣2< (Zx) (8.24)

The current is given by :

k0 =
e0

Lfp+Rfp+ ZG + (Z1 + Z2)
(8.25)

or :∣∣k0
∣∣2 =

e0

[<ZG +Rf + < (Z1 + Z2)]2 + ω2 [Lf + = (ZG + Z1 + Z2)]2
(8.26)

Often <ZG ≈ Rf → 0. With =ZG << Lf we obtain :∣∣k0
∣∣2 =

e0

[< (Z1 + Z2)]2 + ω2 [Lf + = (Z1 + Z2)]2
(8.27)

For Zx = Z1 = Z2 this leads to :

P =
1

2

e0<Zx
[2<Zx]2 + ω2 [Lf + 2=Zx]2

(8.28)

For the majority of electronics (except electrical machines, etc.), 2=Zx << Lf
and :

P ≈ 1

2

e0<Zx
[2<Zx]2 + ω2L2

f

(8.29)

We see that under these assumptions, the result depends only of the real part
of the loads. The problem is reduced by studying the order of value for this
real part. And they are often known : for analogical, numerical signals it's
typically 1 MΩ. For hyper-frequencies, 50 Ω, etc.

But if we consider the voltage as criterion, the conclusion is di�erent :

|u| = |Zx|
∣∣k0
∣∣ = e

1/2
0

√
<Z2

x + =Z2
x

[2<Zx]2 + ω2L2
f

(8.30)

In that case, the imaginary part in�uences the result. In that case we may
consider the worst case given by the higher credible impedance, as much for
the real part as for the imaginary part. The equipment input geometry gives
many information for evaluating the inductance. The frequency band of the
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circuit is another source of information to evaluate the capacitance of the
impedance, and the resistance is sometimes given by the circuit consumption
or the match condition in hyper-frequencies. Informations on the impedances
can also be obtain reading data-sheets. The main problem comes from the
impedance knowledge and circuit behaviour in out-band stress. The threshold
also must be evaluated, as it is not the same for out-band or in-band.

For out-band, the threshold level is in general unknown. But many expe-
riments made in the year 80' have shown the next results 4

1. out-band criterion is de�ned in transmitted power ;

2. the transmitted continuous level (or in general "in-band" level) is a
share of the total power.

The problem becomes to evaluate the c÷�cient to be applied to the peak
value of the transmitted power to calculate the e�ective in-band energy. This
c÷�cient is called c÷�cient of detection e�ciency. Without any more in-
formation, we can take 0,1 for value of this c÷�cient. Knowing the level
transmitted to the component through its impedance input schematic, the
proportion of this level is compared with the functional in-band threshold in
order to conclude on the disturbance risk.

8.2.4 On the risk of disturbances costing

The probability to provoke the disturbance of a component is associa-
ted with the distance between two functions 5. If we test a component to
a electrical stress, the number of components of exactly the same reference
depending on the stress level seems like a Gaussian curve. By the fact, the
probability that the component becomes disturbed for a stress superior to a
given level u is a curve having the form shown �gure 8.6.

This curve says that under a give level, no component are disturbed. Over
a given level, no component exists being able to support the constraint, and
an average of the tested components are disturbed for the level at mid rise
of the curve. The constraint can be characterized by the same way. Beyond
a given value, no constraint exists. Below a given value, it exists always a

4. see MAURICE, Olivier et PIGNERET, Jacques. Digital circuit susceptibility charac-
terization to RF and microwave disturbances. In : Radiation and Its E�ects on Components
and Systems, 1997. RADECS 97. Fourth European Conference on. IEEE, 1997. p. 178-181.

5. see O.Maurice, Elements of theory for electromagnetic compatibility and systems,
page 304. Bookelis editor 2017.
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Figure 8.6 � Repartition function of disturbance

constraint presenting this level. The curve can be traced on the same graph
than the one of the �gure 8.6. The surface of intersection represents the
probability to disturb the component (�gure 8.7).

Figure 8.7 � Disturbance probability

A typical law that can be used for the repartition function is the sigmoid
function. The susceptibility level sl is something like :

P (s > sl) =

[
1 + αexp

(
− u
sl

)]−1

(8.31)
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Then the constraint function bounded by vc has the form :

P (u > vc) = 1−
[
1 + βexp

(
− u
vc

)]−1

(8.32)

and the probability Pdf to disturb the component is given by :

Pdf =

(
1−

[
1 + βexp

(
− u
vc

)]−1
)([

1 + αexp

(
− u
sl

)]−1
)

(8.33)

8.3 Application to system of systems (SoS)

System of systems are group of systems in interactions. These interac-
tions can be communications, electromagnetic interactions, mechanical in-
teractions (we can think in meteorite swarm), etc. Compare to systems, the
di�erence is that there are no physical contacts between the systems. So the
interactions are only through far �eld. it means that the SoS dimension is
the operator ζ dimension. The system construction is realized by coupling
various independent systems by waves. No connection by branches or near
�eld interactions are used. The idea is to say that the system of systems
doesn't change the intrinsic characteristics of each system. The best way to
say that is the de�nition : De�nition : Giving a set of systems of operators
{ζi}, a system of systems is made by the direct summation of the systems
⊕iζi enriched by an interaction tensor only made of weak interactions cords.

The approach can be perfectly similar to the one of systems. Each system
can be seen as a class with its methods (capacities of actions) and properties.
The architecture becomes the action of SoS conception. Adding the interac-
tions like a communication network transforms the set of systems in a system
of systems. A shared information is the basic and indispensable key to make
a SoS. More than elsewhere, the SoS uses a particular interaction : the de-
cision interaction. This kind of exchange calls for cords elaborated from the
game theory.

There are three kinds of informations in SoS :

1. informations coming from outside - the environment ;

2. informations exchange between the systems in the SoS ;

3. informations exchange inside each system.
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There is one level more than in systems, coming from the fact to group
systems in order to make a system. It's true that this kind of separation can
be made at lower scales, for example considering microprocessors in a system.
With this point of view, any system is a SoS. The distinction comes from
the de�nition of a system itself. If we consider a microprocessor, it's not a
system in fact because it is not able to realize any mission by itself. If we
accept in a system de�nition in the sense of arti�cial system that it leads to
some mission in the society, our levels of interactions seems to be su�cient.
Another way to discern SoS from systems is to say that in any case and
whatever the criteria, the SoS has one more interaction layer than systems.
The need of game theory to model all interactions for SoS is the �rst step to
go from arti�cial systems to natural ones, or to be inspired by these natural
systems. But before all, we must realize some software implementing this
approach and then, having demonstrate the possible use of the formalism, it
is possible to increase its complexity taking into account human factor.
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Chapitre 9

SUETAN

SUETAN object is to implement previous techniques in a software for
electromagnetic compatibility. The same approach can be used for other jobs.

9.1 Steps in the method

Equipments must be de�ned by a matrix z giving their structure (note
that the approach we submit for systems can be beforehand used for equip-
ments, considering them as systems !). In these matrix, some branches belongs
to the equipment frontier and can be identi�ed for having this property. Ba-
sically it's always possible to add a branch of high impedance (around 1 GΩ)
without disturbing at all the nominal working of the equipment.

Then this impedance can be replaced by another impedance in order to
translate connections with lines between two or more equipments. That's
the second step when making a system. Last step consists in adding the
interactions in relation with the structure (interactions between equipments
or cables). Radiative ports can be easily created like probes coupled with the
electronics inside the equipments. In these equipments there are also �eld
ambiances imposed by the structures and leading to coupling mechanisms
between the electronics and the structures openings.

In all cases the operators must cover the whole frequency band. It means
that domains are used to point out di�erent laws adapted to these frequency
bands.

Another point is that the operator are written under Laplace's formalism.
Basically, it covers both time and frequency domains. Depending on each cir-

123
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cuit, various solutions will be used to compute non linear components. It can
use canonical Laplace's function properties and non linear component res-
ponse relatively to these properties. The non linear components can include
generators creating the harmonics and setted by the source waveform across
them.

These are here the basic principles for SUETAN.

9.2 Closing frontier edges

After realizing the instantiations of the equipments classes, we need to
close their ports by operators in relation with their interactions kind with
other equipments. In general this is limited to wire interactions.

In a class (which is the software expression of a tenfold) we �nd :

1. the equipment operator ;

2. the equipment sources ;

3. the ports de�nitions ;

4. the intrinsic signals natures and waveforms ;

5. the constraints (threshold levels probability, source level probability,
parameter limits, etc.) ;

6. the equipment dimensions.

For a tenfold (or class) t1, we have the i/O ports numbering 1. Remember that
the operator in tenfold are described in the meshes space. If this tenfold is a
simple sinus generator of source e1, its operator may be given by R1 + PQ1

where PQ is the port default name and value. We can imagine a second
equipment t2 with an operator R2 + PQ2.

Now we decide to make a system with these two equipments. What is a
line model to connect them?

In low frequencies, a line is simply a telegraph cell. We have one constraint :
our model must de�ne operator for the frontiers then a cord to connect the
i/O. So our line model must respect these rules. If we consider one telegraph
cell, it is made of two inductance and one capacitor (eventually, it includes
resistances and one conductance, but this is details). Connecting equipments
t1 and t2 by ports PQ1 and PQ2 means to group the two equipments making
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t1 ⊕ t2 then to replace : 
PQ1 → Lx

2
p+ 1

Cxp

PQ2 → Lx
2
p+ 1

Cxp

(9.1)

L and C being the line inductance per meter and capacitor per meter, x the
line length and p Laplace's operator. The cord between the two meshes (each
equipment is a mesh) is the shared branch, i.e. the capacitor. Then the whole
operator for the connected two equipments is (we note L/2 = L′ :

z −

 R1 + L′xp+ 1
Cxp

− 1
Cxp

− 1
Cxp

L′xp+ 1
Cxp

+R2

 (9.2)

This model can be used in low frequencies, i.e. until the line length remains
short compared to the wavelength. The limit frequency fl can be de�ned by

fl =
c

4x
(9.3)

The previous model must be limited to this frequency domain. To indicate
this condition, we multiply the corresponding laws by the domain restriction
ν

DBF with BF = [0, c/4x[ :

z =


R1 +

(
L′xp+ 1

Cxp

) ν

DBF −
ν

DBF 1
Cxp

−
ν

DBF 1
Cxp

(
L′xp+ 1

Cxp

) ν

DBF +R2

 (9.4)

At higher frequencies, Branin's model must be used. In that case PQ1 =
PQ2 = zc the characteristic impedance of the line and the two de�ned cords
are : 

α12 = (R2 − zc) e−τp

α21 = (zc −R0) e−τp
(9.5)

A second source e1e
−τp being added to the t2 sources. If HF = [c/4x, fTEM [

(fTEM being the limit frequency of the line in TEM mode, after what, modal
propagation should be modelled) and if :

β12 = − 1
Cxp

zbf =
(
L′xp+ 1

Cxp

) (9.6)
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The whole frequency band operator is :

z =

 R1 +
ν

DBF zbf +
ν

DHF zc
ν

DBFβ12 +
ν

DHFα12

ν

DBFβ21 +
ν

DHFα21

ν

DBF zbf +
ν

DHF zc +R2

 (9.7)

For the �rst step that interests us, we �nally realize the closing of the frontiers
by : 

PQ1 →
ν

DBF zbf +
ν

DHF zc

PQ2 →
ν

DBF zbf +
ν

DHF zc

(9.8)

Next step is to de�ne the cords, thing that we have already computed for
lines.

9.3 Adding cords for lines

First step of closing frontiers leads to the operator de�ned by :

z =

 R1 +
ν

DBF zbf +
ν

DHF zc 0

0
ν

DBF zbf +
ν

DHF zc +R2

 (9.9)

after what we can add the cords coupling the i/O of the equipments in
relation through the line. We obtain the operator described equation 9.7.
The operation to create the lines, after the closing step is nothing more but
nothing less than this. Note that there is a paradox in de�ning lines before to
de�ne the structure. If the line is a simple wire using the structure as second
conductor, the theoretical expression of the characteristic impedance must
be setted once the structure is de�ned. The technique is the same that the
one used for the closing step. An abstract value is written in place of the
de�nitive value depending on the structure.

We understand that for the theoretical analysis of our system, everything
can be expressed in the order we submit. For two wires line, the characteristic
impedance is �xed by the line itself. The structure can only disturb this value.
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9.4 Grouping lines in harnesses

If we consider two lines l1 and l2 of operators z1 and z2 similar to the
previous one. These two lines are grouped in a shared harness, which means
to make z′ = z1 ⊕ z2. So :

z
′
=



R1 +
ν
DBF zbf +

ν
DHF zc

ν
DBF β12 +

ν
DHFα12 0 0

ν
DBF β21 +

ν
DHFα21

ν
DBF zbf +

ν
DHF zc + R2 0 0

0 0 R3 +
ν
DBF zbf +

ν
DHF zc

ν
DBF β12 +

ν
DHFα12

0 0
ν
DBF β21 +

ν
DHFα21

ν
DBF zbf +

ν
DHF zc + R4


(9.10)

As previously, we have to add the couplings between the two lines. These
couplings are separate like the lines in two domains : low and high frequency
bands.

9.4.1 Grouping lines in low frequencies

Between each couple of lines we compute the mutual inductance, de�ned
by Neumann's relation :

M =
µ0

4π

‹
x,y

dx · dy

rxy
(9.11)

The mutual inductance is reported on each extremity of the opposite line.
This add the coupling terms :

z
′
=



R1 +
ν
DBF zbf +

ν
DHF zc

ν
DBF β12 +

ν
DHFα12 −Mp 0

ν
DBF β21 +

ν
DHFα21

ν
DBF zbf +

ν
DHF zc + R2 0 −Mp

−Mp 0 R3 +
ν
DBF zbf +

ν
DHF zc

ν
DBF β12 +

ν
DHFα12

0 −Mp
ν
DBF β21 +

ν
DHFα21

ν
DBF zbf +

ν
DHF zc + R4


(9.12)

The load accumulated on a �rst capacitor of a �rst line q generates an electric
�eld E given by :

E =
q

4πεr2
(9.13)

The electromotive force induced on the second line is e = hE if h is the line
height. Noting :

C12 =
h

4πεr2
(9.14)
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we �nd e = q/C12. But q = C1V with V = 1/C1pi. Finally :

e

i
=

1

C12

C1
1

C1p
=

1

C12p
(9.15)

and �nally :

z
′
=



R1 +
ν
DBF zbf +

ν
DHF zc

ν
DBF β12 +

ν
DHFα12 −Mp− 1

C12p
0

ν
DBF β21 +

ν
DHFα21

ν
DBF zbf +

ν
DHF zc + R2 0 −Mp− 1

C12p

−Mp− 1
C12p

0 R3 +
ν
DBF zbf +

ν
DHF zc

ν
DBF β12 +

ν
DHFα12

0 −Mp− 1
C12p

ν
DBF β21 +

ν
DHFα21

ν
DBF zbf +

ν
DHF zc + R4


(9.16)

This result is due partly to the fact that there is no propagation in the
model.

9.4.2 Grouping lines in high frequencies

Due to the propagation, the situation is more complicated but was studied
by Jean-Paul Vabre (see reference). We de�ne �rst two c÷�cients α and β
with :

α = γ
C+γ

K = M(C+γ)
Lγ

(9.17)

Under some assumptions, the near-end crosstalk is given by :

en = α
K + 1

2
zciopp (9.18)

where iopp is the current of the opposite line and zc its characteristic impe-
dance. The far-end crosstalk is given by :

ef = −α(K − 1)τpzciopp (9.19)

τ is the electrical length of the line. As the line is represented by a couple of
meshes, the cords created by the two previous relations associates one mesh
with two others. Figure 9.1 shows these cords. These two cords exist between
all the couple of meshes of the two lines. The �gure 9.2 shows the four cords
that intervene in the coupling process. Finally for the near-end cross talk we
have :

z′31 = −
ν

DBF
(
Mp+

1

C12p

)
+

ν

DHF
(
α
K + 1

2
zc

)
(9.20)
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Figure 9.1 � Couplings between two lines

Figure 9.2 � Four couplings between two lines
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and for the far-end crosstalk :

z′41 = −
ν

DHF (α(K − 1)τpzc) (9.21)

z′42 = z′31, z
′
32 = z′41, z

′
13 = z′31, z

′
24 = z′42, z

′
14 = z′41 and z

′
23 = z′32. The whole

operator z′ is now :
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With this operator the two lines are coupled in all the frequency band.

9.5 Immersing the harness in a structure, in

low frequencies

The �eld behavior at low frequencies is completely di�erent from the one
at high frequencies. The in�uence of propagation and causality which doesn't
exist in low frequencies changes the laws. As for lines, the low frequency �eld
is well modeled using lumped elements inductances and capacitors. Another
golden rule is to remember that the �eld cannot be stopped ! The �eld can
be computed and exists everywhere. That's the combination of incident �eld
and refracted one which leads sometimes to a null �eld in some space region.

At low frequencies, the equivalent schematic of a cavity is given �gure
9.3.

Figure 9.3 � Equivalent schematic of a cavity in low frequencies

The incident magnetic �eld creates an electromotive force given by−pS.B.
This emf creates a current i that creates a magnetic �eld in opposition with
the incident magnetic �eld. The global magnetic �eld at low frequencies is
near to the incident one, but at higher frequencies, and more particularly
beyond the skin e�ect, the reacted �eld is equal to the incident one and the
total magnetic �eld becomes equal to zero. Mathematically, we have :
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eLF = −pS.B ⇒

 eLF

eLF

 =

 R + 1
Cp

+ Lp − 1
Cp
−Mp

− 1
Cp
−Mp R + Lp+ 1

Cp

 k1

k2


(9.23)

but p→ 0 so :

∆ =

(
R +

1

Cp

)2

− 1

C2p2
= R2 + 2

R

Cp
(9.24)

and

kx =
1

∆

 R + 1
Cp

1
Cp

1
Cp

R + 1
Cp

 eLF

eLF

 (9.25)

and for example :

k1 =
1

R

(
R + 1/Cp

R + 2/Cp

)
eLF →

eLF
2R

(9.26)

which is the DC solution. The reaction �eld is so weak that it doesn't inter-
vene in the current value. The �gure 9.4 shows the mechanisms involved in
low frequencies for the magnetic �eld.

Figure 9.4 � Field process of a cavity in low frequencies
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the reaction �eld radiated by the current in the cavity walls are given in
any point y of the cavity volume by the Biot & Savart law :

Bd [y, i(x)] = µi
dx× uxy
4π(xy)2

(9.27)

If the source of Bi is far, the total �eld at point y is :

Bi +

ˆ
x

Bd [y, i(x)] (9.28)

If we consider the particular example of a cylindrical cavity, (xy) = r and in
the center :

Bd =

ˆ
θ

dθµi
r.1

4πr2
= µ

i

2r
(9.29)

And the total �eld can be computed :

B = Bi +Bd = Bi

(
1− µpπr

4R

)
→ Bi (9.30)

We see that at very low frequencies (p→ 0), the incident magnetic �eld is not
attenuated at all. But fortunately, the induced emf is also low. That this emf
which is induced on the lines enclosed in the cavity. The equivalent schematic
for the lines are also the low frequency one. Each meshes of the operator 9.16
will received an emf −pS.Bi creating noise added to the functional sources.

The problem of low frequency �elds inside a cavity leads to an impedance
of the potential V inside the cavity which is very high. As soon as we increase
a little the frequency, the major schematic becomes a RL one. Let's show
that.

We can choice the meshes as desired. The branch currents are not a�ected
by this choice. It means that whatever the choice, the connectivity leads to the
same results in the branch space. This comes from the property of invariance
associated with the tensorial analysis of the network. We can choice meshes
leading for the same problem as before to the impedance operator :

z =

 R + Lp+R + Lp R

R R + Lp+ 1
Cp

 (9.31)

Under this assumption we �nd :

k1 ≈ eLF
2R+2Lp

k2 ≈ eLF
R+1/Cp

→ 0 (9.32)
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The current is determined by the losses and magnetic dimensions. the second
cuto� frequency is given by :

f0 =
1

2π
√
LC

(9.33)

In low frequencies, the behavior is similar to a RL circuit. Then the capacitor
intervenes near the resonant frequency. The induced current is driven by the
resistance then the inductance. This inductance is de�ned, for a cavity of
depth w by :

L = µ
S

w
(9.34)

S is the �ux section, the same seen in the emf −pS.B. R is de�ned by
ρP/(w.d). P is the section perimeter ; d the wall depth and ρ the cavity
conductivity. The current frequency evolving is :

kx =
−pS.Bi

2R + 2Lp
(9.35)

When the frequency (�rst cuto� R/L) is high enough this tends to :

kx = −Bi

µ
w (9.36)

or written in another way : ˛
w

dw.Bi = µkx (9.37)

which is Ampere's equation. This equation is the same for the reaction �eld
−Bd. This implies that Bd = −Bi. So after this �rst cuto� frequency, the
total magnetic �eld tends to zero. The �eld decreasing go faster and faster
with frequency due to the skin e�ect. Figure 9.5 gives the curve of the induced
current and of the total magnetic �eld inside the cavity.

We see that taking into account the skin e�ect in the resistance, the �eld
amplitude decreases very fast to lead zero up to around 1 kHz. The total
magnetic �eld amplitude is evaluated by :

|BT | = α
∣∣∣µ
w
Bi − kx

∣∣∣ (9.38)

The constant β = w/(2πµ) can be called the magnetic structure constant. It
gives the frequency beyond which the total �eld disappears.
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Figure 9.5 � Magnetic �eld attenuation inside a closed cavity
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The incident electric �eld is cBi while the electric �eld inside the cavity
is obtained from the voltage across the capacitance :

E =
1

h
(Rk) (9.39)

If there was not the skin e�ect, the electric �eld may exist at higher frequen-
cies, respecting the relation

E =
R

h
k1 +

1

hCp

(
k1 − k2

)
(9.40)

But due to the fact that the skin e�ect cuto� frequency arrives sooner than
the RC cuto� frequency, the curve (given �gure 9.6) is driven by the magnetic
�eld and the single relation :˛

w

dwBT = µσS.ET (9.41)

Without any openers in the cavity, the objects inside the cavity are com-
pletely isolated once the skin e�ect cuto� frequency is exceeded. Before this
frequency, the emf induced in any object enclosed in the cavity can be com-
puted, knowing the total �eld value. This gives the interaction between the
cavity and the object. This interaction is symetric, i.e. it is the same for
the interaction between the object and the cavity in the system impedance
operator. Once the skin e�ect frequency exceeded, only �eld coming from
openers can be transmitted inside the frequency, as the total �eld resulting
from the interaction of the incident �eld and the induced currents is equal to
zero. Note like in shielded cables, the common impedance coupling process
injects voltage in objects connected to the cavity and this for frequencies
below the skin e�ect cuto� frequency.

Each domain delimiting the low and high frequency domain can evolve
di�erently, depending on the objects dimensions. That's why one constraint
of this modeling is to keep the mesh numbering and association. But it is
sometimes very di�cult. Another solution, simplest when practiced consists
in applying the frequency domains to the whole operators rather than on
their components. It means that the whole system is seen for a known scale
in time or frequency domain. Domains are kept at the component level when
they are intrinsic to the device de�nitions. For example, for a diode, it can be
the non linear voltage and current thresholds. The best method is probably
to study the system starting from low frequencies and increasing after the
frequencies, using operator adapted with each domain.
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Figure 9.6 � Electric �eld attenuation inside a closed cavity
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9.5.1 Making a system in low frequency assumption

Starting from 9.16 we can directly bene�t of the expression zeq of a couple
of lines connected to two equipments used in low frequencies :

zeq =
ν

DBF



R1 + zbf β12 −Mp− 1
C12p

0

β21 zbf +R2 0 −Mp− 1
C12p

−Mp− 1
C12p

0 R3 + zbf β12

0 −Mp− 1
C12p

β21 zbf +R4


(9.42)

On another side we have a closed cavity of operator :

zca = R + Lp (9.43)

We make a system grouping zca and zeq : zs = zca ⊕ zeq :

zs =



R + Lp 0 0 0 0

0 R1 + zbf β12 −Mp− 1
C12p

0

0 β21 zbf +R2 0 −Mp− 1
C12p

0 −Mp− 1
C12p

0 R3 + zbf β12

0 0 −Mp− 1
C12p

β21 zbf +R4


(9.44)

We write the interaction between the cavity and the couple of equipments :

e

k
= p

Sl
2
α = zeqca (9.45)

knowing that BT = α
(
k̄ − kx

)
and Sl the whole section between the lines

and the cavity (a half value is associated with each half line under the model
with two meshes). To this interaction is added a generator eB = −pSlαk̄/2.
Another coupling mechanism comes from the shared part of the cavity used
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by the lines enclosed in the cavity. If Rl/2 is this common impedance coupling
value, we have :

zs =



R + Lp Rl
2

+ zeqacav
Rl
2

+ zeqacav
Rl
2

+ zeqacav
Rl
2

+ zeqacav

Rl
2

+ zeqacav R1 + zbf β12 −Mp− 1
C12p

0

Rl
2

+ zeqacav β21 zbf +R2 0 −Mp− 1
C12p

Rl
2

+ zeqacav −Mp− 1
C12p

0 R3 + zbf β12

Rl
2

+ zeqacav 0 −Mp− 1
C12p

β21 zbf +R4


(9.46)

With the source vector T =
[
ei eB eB eB eB

]
, with ei = −pSBi, the

tensorial equation Ta = ζabk
b solve all the problem for the low frequency

domain.

9.6 Immersing the harness in a structure, in

high frequencies

There are two ways to model cavities. A �rst way uses resonators and a
second way uses guidewaves structures. The �rst is the more physical one and
the easier to use. But it requiers many dimensions when we want to cover a
wide range of frequencies. At the contrary the second needs more e�ort to
be understood but covers implicitly a large domain of frequencies.

9.6.1 Resonator approach

Any structure can be seen as a topological surface. Laces characterize
these structures. There are two kinds of laces. Laces going around an empty
volume and laces going in the direction of a volume axe. Figure 9.7 illustrates
this mechanism. Across the laces surrounding the volume we can trace two
lines perpendicular each other. The longitudinal line is kept as it is. Finally
the three lines wear directions of �eld modes. Giving a name to each axe (for
example a,b,c) we can construct after that an approximation of the �eld mode
Aabc. Knowing the �eld distribution, we can compute the interaction between
this �eld and various receivers insert inside the volume. The modal �eld is
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Figure 9.7 � Volume topology

represented by a resonator. In this resonator, the energy of the magnetic �eld
is included in the inductance, the electric �eld energy inside the capacitor and
the losses are represented by the resistance. For a volume V , the magnetic
energy WB is given by :

WB =
1

2µ

˚
V

dvB2(a, b, c) (9.47)

while for the electric �eld we have :

WE =
ε

2

˚
V

dvE2(a, b, c) (9.48)

and we have : 1/2CV 2 = WE and 1/2Li2 = WB. Otherwise :

V =
´
a
da · E i = 1

µ

¸
c
dc ·B (9.49)

The major di�culty in general comes from the estimation of the resis-
tance value. The simplest way to determine its value comes from the quality
c÷�cient. The quality c÷�cient Q is the ratio between the losses and the
stored �eld energy. Losses can come from openers, losses in walls, absorbing
materials inside the cavity volume, etc. It can be seen also as the ratio bet-
ween the energy that �ows outside the cavity (that's the case of losses) on
the energy staying inside the cavity. At low frequencies we have seen that the
losses are directly associated with the resistances of the wall including the
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skin e�ect. What's happen at the �rst mode for example ? The currents in the
wall follow the electric �eld limit condition through Ohm's relation J = σ ·E.
In fact rather than working with �elds we may work with currents and loads
and de�ne current modes. But to compute the couplings between elements
inside the cavity we need anywhere the �elds. Feynman's had tried to com-
pute interactions without �elds. But in �nal it's not completely satisfying
and �elds must be kept !

For the �rst mode in a cubic cavity Exyz = E011, the electric �eld is given
by :

E(x, y, z) = E0xSin
(
π
y

Y

)
Sin

(
π
z

Z

)
(9.50)

The currents follow the wall. On the two planes (y, z) for x = 0 and x = X,
the current converge to the load corresponding to the maximum amplitude
of the electric �eld. So :

x = 0, x = X, (y, z) ∈ [0, Y ], [0, Z]⇒ ~k = w
B(x, y, z)

µ
~ur (9.51)

r being the radius of the circular referential associated with the plan. The
power of losses PR is given for these plans by :

PR =


ˆ 2π

0

[ˆ R

0

drρ
1

δrdθ

(
w
B(x, y, z)

µ

)2
]−1

−1

(9.52)

The current amplitude is given by the magnetic �eld amplitude on the
limit conditions. On the other walls, the distribution of the current is easily
described. For example on the �rst wall :

PR =


ˆ Y

0

[
ρ

δdy

ˆ X

0

dx

(
w
B(x, y, z)

µ

)2
]−1

−1

(9.53)

in both cases δ is the skin depth. The resistance value can be obtained kno-
wing the current trajectories. For the second case this is :

R−1 =

ˆ
y

dy

[ˆ
x

dx
ρ

δdy

]¯1

(9.54)

Making these computations, one resonator is associated with one mode. For
each combination (x, y, z) of mode number we have a RLC circuit. Knowing
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the �eld distribution associated with this mode through the assumption of
laces axes, we can compute the emf induced by this modal �eld in various
objects enclosed in the cavity. The �eld can be associated with the current
in the RLC circuit. Let's take an example.

If in a rectangular cavity, the electric �eld is given by :

Ex = E0Sin
(
nπ

y

Y

)
Sin

(
mπ

z

Z

)
→ TEn0m (9.55)

Maxwell's equation ∇× E leads to :
∂E
∂y

= −pBz

−∂E
∂z

= −pBy

(9.56)

As on another side ∇×B = µJ we obtain :

µJx =
1

p

(
∂2Ex
∂z2

+
∂2Ex
∂y2

)
(9.57)

For a polarisation following axe x, the relation between the current and the
�eld is given by the potential developed across the capacitor :

1

Cp
kx = V =

ˆ
x

dx · Ex (9.58)

If we place a little loop inside the cavity, perpendicular to the axes y at
coordinates (xl, yl, zl). The section of the loop is Sl and the emf el induced
in the loop is :

el = −Sl · pBy(xl, yl, zl) = −Sl
∂Ex(xl, yl, zl)

∂z
(9.59)

Replacing the electric �eld par its derivative and for the coordinates where
the loop is located, this gives :

el = −SlE0Sin
(
nπ

yl
Y

) mπ
Z
Cos

(
mπ

zl
Z

)
(9.60)

Knowing from the potential gradient that χE0 = 1/Cpkx, we obtain :

ζlx =
el
kx

= − Sl
χCp

Sin
(
nπ

yl
Y

) mπ
Z
Cos

(
mπ

zl
Z

)
(9.61)
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That's this principle which is applied also in the case of a line enclosed in
the cavity. The interaction operator ζlx is symmetric once more. It intervenes
also between the loop and the resonator representing the modal �eld of the
cavity.

What is �nally the method ?

1. from the laces of the empty volume of the cavities, we determine for
one polarisation the modes axes ;

2. for this �eld distribution and polarisation q, we obtain from Helmotz's
equation :

∂2Eq
∂x2

+
∂2Eq
∂y2

+
∂2Eq
∂z2

+
(ω
c

)2

Eq = 0

. This leads to the dispersion K and the resonant frequencies fnm,q ;

3. knowing the resonances, we can compute for each of them the capa-
citor computing :

1

2
Cχ2E2

0 =
1

2
ε

˚
v

dvEq(n,m) · Eq(n,m)

;

4. The inductance is obtained from ω0 = 1/
√
LC ;

5. the resistance is obtained computing the resistance of the current lines.
This lines are perpendicular to the magnetic �eld near the walls and
de�ned by the equation ∇×B = µJ ;

6. if an object is insert in the cavity, we compute the emf induced on
this object and express it depending on the current in the resonator.
The ratio of the emf on the current de�nes the interaction operator
between the object and the cavity ζoc. The system is solved making the
direct sum of the objects and the resonators and adding the coupling
operators ζoc.

Let's apply the coupling process to a line inserted in the cavity.
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The coupled harness is de�ned by the operator :

z =
ν

DHF



R1 + zc α12

(
αK+1

2
zc
)

− (α(K − 1)τpzc)

α21 zc +R2 − (α(K − 1)τpzc)
(
αK+1

2
zc
)

(
αK+1

2
zc
)

− (α(K − 1)τpzc) R3 + zc α12

− (α(K − 1)τpzc)
(
αK+1

2
zc
)

α21 zc +R4


(9.62)

In �rst we make the direct summation of this operator with the operator
of one mode : the resonator RLC. The we must compute the interaction
operator between the cavity on this mode and the harness.

An emf et induced in the line at the extremity tx integrates the magnetic
�eld perpendicular to the line section on its length. If we locate the line at
the center of the cavity between abscissa za and zb, we have if the line is of
height xl and using 9.56 :

et = −p
ˆ zb

za

dzxl
E0

p
Sin

(
nπ

y0

Y

)
mπ

z

Z
Cos

(
mπ

z

Z

)
(9.63)

but y0 = Y/2 and E0 = kx/χCp we obtain :

ζtx =
et
kx

=

ˆ zb

za

dz
xl
χCp

mπ
z

Z
Cos

(
mπ

z

Z

)
(9.64)

A similar emf is induced at the other extremity px of the line, with an opposite
sign : ζpx = −ζtx. To report the opencircuit emf, the expression computed
previously is multiplied by two. Finally :

ζ =



Rmn + Lmnp + 1
Cmnp

2ζpx 2ζtx 2ζpx 2ζtx

2ζpx R1 + zc α12

(
αK+1

2
zc

)
− (α(K − 1)τpzc)

2ζtx α21 zc + R2 − (α(K − 1)τpzc)
(
αK+1

2
zc

)
2ζpx

(
αK+1

2
zc

)
− (α(K − 1)τpzc) R3 + zc α12

2ζpx − (α(K − 1)τpzc)
(
αK+1

2
zc

)
α21 zc + R4


(9.65)

In this case the source vector T contains only the source for the cavity
(source coming from an external �eld and some element inserted in the cavity
to create the �eld). The equation Ta = ζabk

b solve entirely the problem.
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9.7 Conclusion for SUETAN

All SUETAN (it may be a software, but for the moment it's only a method
while TACS4BISE is a formalism) is based on this principle. The object called
to participate to the system construction are grouped on a table. A direct
summation create a �rst operator without coupling between them (it means
that the system remains virtual). Then connectivities and coupling applied
on this tensor creates the �nal system. Steps of closings, connecting by wires,
inserting in a structure etc. are parts of this operation. Once the system is
created, the source can be moved from components to others in the source
vector T to study assumptions of self energies or constraints coming from
outside.

Often the question occurs to know if the numerical application, if there
are some, may be realized in the time domain or in the frequency domain.
It is clear that the frequency domain is easier for all the electromagnetic
interactions. But even with non linear component, another solution exists,
often forgotten. Small signal analysis considers that non linearities have a
known state for a known polarity. This polarity comes from the zero com-
ponent of the spectrum. Inside a time domain loop where the non linearities
are �xed in term of impedance operator, a frequency loop can be computed
using these �xed impedances for the non linearities. The spirit of this method
means to cut the whole sources signal in subparts of constant values leading
to constant local DC components and to constant polarities. During these
steps, the spectrum is computed and the solution appears like a sequence of
instantaneous spectrum. This approach is very e�cient when the cutting is
in relation with the system mission and a sort of partition of his states where
each note is an observable system i/O (see O.Maurice "Elements of theory
for electromagnetic compatibility and systems", 2017, Bookelis editor).



Chapitre 10

BISE approach for system
conception

To be inspired by natural systems means two essential things :
� to think in evolution - capacity to evolve ;
� to see the system actions as results from system decisions.
These two properties in general do not belong to arti�cial systems. In par-

ticular, arti�cial systems are not able to reproduce themselves. But arti�cial
systems can evolve thanks to electronics and informatics and with the in-
tervention of arti�cial intelligence (AI). A game involve choices coming from
various systems seen as gamers. Each gamer makes choices depending on the
game results and on the other gamer choices. Starting from the actions of
one system, enclosed in some variables kx, and starting from the actions of a
second system qy, we construct a game through the construction of a pay-o�
matrix. This matrix says for each couple (kx, qy) what are the gains of each
gamer. Then each gamer has its own AI analysing the gains and creating
next command ex or ay whose determine next behaviour of the gamers.

The process is represented �gure 10.1.
The major di�erence with classical cords is that this cord implies a group

of system and not only two of them. Somewhere these cords concerns the
whole system in one shot for each events step time. Another particularity,
is that this cord calls for psychology and cognitive processes. So the compu-
tation is not so deterministic as classical cords calling for standard physical
laws. By the fact, results can vary from one scientist to another. But simple
reasoning allow to lead to similar results. Let's take an example. We want
to model an engineer that must take a decision on some report. If he's very

147
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Figure 10.1 � IA process as cord
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specialized in the topic presented in the report, his acceptance probability is
directly in relation with the report quality. While if he doesn't know nothing
on this topic, his acceptance probability becomes �fty percent.

10.1 System construction mechanism

To resume previous discussions, we can say that a classical system is made
following the next steps :

1. de�ning a set of objects involved in the system, of operators zii ;

2. making the direct summation of these objects ⊕izii ;
3. de�ning the construction of the system through its connectivity C :
ζαβ = Ci

αziiC
i
β ;

4. closing the equipment ports with the matched impedances of the lines
ζαβ + Zcαβ ;

5. adding Branin's lines between each equipment ports ζαβ +Zcαβ +bαβ ;

6. adding the cords between the equipments radiative ports, taking into
account the environment (structure) �eld modes gαβ = ζαβ + Zcαβ +
bαβ + Aαβ.

The source can evolve depending on time and de�ned by the gamma matrices
γjαej. Step 1 to 6 are associated with the feasibility phase then the develop-
ment phase. We want to study now how the human factor may be added to
this process.

For game theory, no doubt that Eber's book is perhaps the best reference
to begin discovering this thematic. Some of next examples are taking o� from
this book.

10.2 Game theory

We can explore some cases starting from choices already made by two
gamers (it means that we don't care of how the systems arrive to these
possibilities of choices). The game is presented through its pay-o� matrix.
This matrix is organized in a way that the couple (i, j) at the coordinates a, b
gives the gains of the player i and player j for the choices a and b respectively.
Let's consider the pay-o� matrix :



150 CHAPITRE 10. BISE APPROACH FOR SYSTEM CONCEPTION

gamer 2 choice 1 gamer 2 choice 2
gamer 1 choice 1 7,3 7,4
gamer 1 choice 2 3,4 10,5

Noting Ξ the pay-o� matrix, we have :

Ξ =

[
7 7
3 10

]
ğ1 +

[
3 4
4 5

]
ğ2 (10.1)

where ğ1 and ğ2 are the two gamers. Now we can wonder if there is any
Nash's equilibrium in this game ? Looking at the vector Ξ we can project
its coordinates in the space of referential (ğ1, ğ2). If we look at the vectors
extracted from this representation, we obtain the �gure 10.2.

Figure 10.2 � Pay-o� matrix as vectors

Seeing this �gure, we understand that it exists a case for which both ga-
mers wins the maximum gain. If any of the two gamers makes another choice,
their gain would be lower. This vector points out the best choice for both
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gamers and is called Nash's equilibrium. Nash's equilibrium is characterized
here by the vector having the longer radius.

We consider now another case of pay-o� matrix :

Ξ =

[
1 −1
−1 1

]
ğ1 +

[
−1 1
1 −1

]
ğ2 (10.2)

Figure 10.3 � Pay-o� matrix as vectors : second case

Applying the previous rule, we don't see any Nash's equilibrium in this
case. If any of the two gamers choices the value to win 1, the other loses 1,
and the inverse. If A is the �rst choice of gain +1, the �rst player has the
probability p1 to play A and the second player has the probability p2 to play
A. Then, the probability for the �rst player to win playing A is p1 multiplied
by the gain equal to 1, plus (1 − p2) that the second player plays B (the
second choice) multiplied by his gain in this case, to know -1. Finally the
�rst player has the hope of earning playing A hA given by :

hA = 1 · p2 − 1 · (1− p2) = 2p2 − 1 (10.3)

If the �rst player plays B, by the same way he wins :

hB = −1 · p2 + 1 · (1− p2) = 1− 2p2 (10.4)
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The optimized solution for the �rst player (if it exists) is obtained writing
hA = hB. This leads to p2 = 0, 5. The game description is de�ned by :

A B
A 1,-1 -1,1
B -1,1 1,-1

Knowing p2, the second player has a chance p1 to win given by : p1 = 0, 5.
Under this new mixed form, a Nash's equilibrium appears giving both gamers
the best strategy. The strategy here is de�ned for the couple of gamer : playing
50%. Nash's equilibrium is determined here looking at the hope of earnings.
Here we have only one point, so Nash's equilibrium is evident. But how can
we interpret this Nash's equilibrium based on mixed strategy (with hope
of earning probability) ? There are two interpretations described by Nash
himself. The �rst interpretation that I may call "the quantum interpretation"
says that one gamer plays A or B with equal chance. So he don't have any
preference between the two options. The second interpretation callable the
"mass interpretation" says that if many persons play the game, there will be
50 % of them playing A and 50 % playing B.

In this new game, a player begins alone and can play A or C. If he plays
A, he wins 1 piece and the second player wins 5 pieces. If he plays C, the
second gamer plays. If the second gamer plays B, each gamer wins 0 piece, if
the second gamer plays D, each gamer wins 2 pieces. The pay-o� matrix can
be de�ned by :

Ξ =

[
1 0
x 2

]
ğ1 +

[
5 0
x 2

]
ğ2 (10.5)

The symbol x showing that this possibility doesn't exist. Time in this
representation disappears, and we will see that this can modify the unders-
tanding of the situation. in fact the number x is known : if the �rst player
choices A, he wins 1 and the second player wins noting, i.e. 0, even if its
without playing ! So �nally :

Ξ =

[
1 0
0 2

]
ğ1 +

[
5 0
0 2

]
ğ2 (10.6)

Tracing the vectors on a graph we obtain the �gure 10.4 where the arrow
indicates the time passing.

This graph makes appear clearly two conclusions :
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Figure 10.4 � Vector projection of the game

1. the best compromise is the combination C → D ;

2. because �rst player can win only 1 on the �rst choice, this best com-
promise is reachable.

Under this assumption, Nash's equilibrium is the combination C → D. If
second player would play �rst with the same pay-o� matrix, the probability
that he plays A would be high. We understand here that the game rules are
fundamentals in the results.

Let's consider a new game. The process is shown �gure 10.5.
A rational player, playing for his maximum interest should play C to share

a new game with a second player, game where he can win 1000 rather than
900, under the assumption that gamer 2 plays N with him. We can trace a
similar representation as previously (�gure 10.6).

It's clear that the gamer 1 will play "C" which leads to the result C →
N,N with the higher gain.

In this new game, the gamers play simultaneously. The gamer 2 can be of
two types : A or B. Depending of his type, the gains are di�erent and given
by :
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Figure 10.5 � Pay-o� matrix of a second game

Figure 10.6 � Vector representation of the game
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player 2 type A type B
N R N R

player 1 N 3,1 2,0 3,0 2,1
R 0,1 4,0 0,0 4,1

The second player can be of type A or B with the same probability. If player
1 plays "N". Player 2 will play N if he's of type A or R if he's of type B. The
hope of earning h1

e of the �rst player is so :

h1
e = 3.P (A) + 2.P (B) = 2, 5 (10.7)

While if player 1 plays R his hope of earning h1
e is :

h1
e = 0.P (A) + 4.P (B) = 2 (10.8)

Player 1 should play option "N". Is this result appears in a vectorial repre-
sentation ? Figure 10.7 shows the couples obtained for each combination of
earning and for the hope of earning in case of the two types of player 2.

As the player 1 doesn't know the type of the second player, he cannot
choice between the two longer vectors for N,N or R,R. If he plays R and
if player 2 is of type B (couple R,N), he looses the game. So this �rst de-
terministic representation doesn't give a solution. Now if we take a look to
the hope of earnings, it becomes clear that the �rst player must choice N . In
that case, both players keep a good hope of earning equal to (2.5, 1) (type
A) or (2, 1) (type B). These probabilities are Bayesian ones. We speak of the
probability for player 1 to choose N, knowing that player 2 is of type A, etc. :
P (N | A).

The vector representation can be seen under two ways. We can search for
the best common gain that bene�t at the maximum to both players. But we
can also consider what is the best interest of the opponent, indicating what
he's prepared to play. We can take a look to a very well known game : the
prisoner's dilemma. Its pay-o� matrix is :

A B
A 3,3 1,4
B 4,1 2,2

Nash's equilibrium of this case if B,B because if the �rst player plays A,
the second player has interest to play B. But in A,B or B,A one of the two
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Figure 10.7 � Vector representation of the game
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Figure 10.8 � Vector representation of the prisoner's dilemma
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players has a low gain. If the �rst player plays B the second player should
play B also. That's why B,B is Nash's equilibrium. Figure 10.8 shows the
game through the vector representation.

In fact the maximum earning is reached for a combination that needs trust
between the players. We understand that if the player agreed on a contract
(implicit or explicit), they can increase the theoretical equilibrium. If the
players plays individually, Nash's equilibrium is the best solution. Under the
individual behaviour, the player look at the minimum risk whatever plays
the �rst player knowing that they play simultaneously.

10.3 AI

The purpose here is not to expose classical AI but more to develop some
ideas around this concept. What means AI ? What means intelligence ? Surely
not something in relation with living being intelligence. It's more the notion
of some electronics able to analyse perception with a capacity to learn, i.e.
to increase its performance in analysis with the increasing number of cases
studied. The inputs of AI are signals coming from various sensors. Each kind
of signal is treated di�erently. What is called classically a neural network is
for me a circuit. For a succession of signals kα at a given time t0, the circuits
generate a vector of signature sβ identifying the information received.

If we imagine a vector a giving perceived actions and a vector r giving
the corresponding answers, the behavior is de�ned by some function r(a).
Making the assumption that this function follows a known law L of unknown
parameters, we can use the least squares method to determine these para-
meters. If we consider for example a simple law of the form αai + β, for n
samples we compute :

S =
n∑
1

(ri − (αai + β))2 (10.9)

in order to minimize S. This means that :
∂S
∂α

= 0 ∂S
∂β

= 0 (10.10)

It leads to the system of equations :
α
∑n

1 a
2
i + β

∑n
1 ai −

∑n
1 riai = 0

nβ + α
∑n

1 ai −
∑n

1 ri = 0
(10.11)
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Once the law determines, any solicitation ai will result in an answer ri : the
system is modelled. For various outputs ai of a system, the options that can
be played ri have to be de�ned. They are given by the function yi = αai +β.
A learning phase must be followed to construct the law representing the
behaviour. This technique (or similar ones) can be applied with more than
only one function r(a). Taking ai = ti, and a set of observables oj, the
c÷�cients αji belongs to the functions yj = αjiti. They are determined by
minimizing S =

∑n
1 (oj − yj)2. The set of polynomials of c÷�cients αji and

the associated laws (or polynomial orders) are the neuronal network (NN). It
is clear that if the c÷�cients were determined with an incomplete set of data
ai or with falsi�ed responses ri, the NN will have defects and might be unable
to show a stable behaviour. The learning phase is a key phase for the NN
pertinence and e�ciency. Now, combining NN and game theory (GT) leads
to an AI structure. The principle is to insert a NN between some outputs of
a system and the possible set of choices presented in a GT. Then another
NN is insert between the hope of earning vector of the GT and the set of
commands (inputs) attached with the system. This triptych constituted the
AI in the way I see it.

Many persons, and for �rst specialists may say that this is not AI. They
will speak of perceptrons, etc. These concepts was developed thinking that
the mind working could be similar to simple electrical devices. But with time,
biologists learn us that neurons are of a complexity far way from any complex
logical circuit.

The previous circuit can be complicated as desired adding couplings bet-
ween each references and laws. Each polynomials can be seen as an operator
applied to a given �ux f i. We obtain in a �rst step a diagonal matrix with
all the ri depending through laws of the f i. Then we can add dependencies
between decisions and �uxes.

Each neuron is constructed separately. The polynomial gives the law bet-
ween the perception and the decision which leads after to some action. But
the law can be changed depending on another decision taken by another neu-
ron. Based on these principle we obtain a complex network which is the AI.
As said before, the AI includes an action, a neuronal network giving pos-
sible choices to a game theory kernel. This kernel (pay-o� matrix and hope
of earnings) gives a decision and linked with this decision, a new action is
operated.

A typical application concerns an autonomous vehicle. A pedestrian he-
sitates on crossing the road. He analyzes the vehicle movement using its
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neuronal network. This NN takes into account the distance, the apparent ve-
hicle speed, the road width, etc. Then this NN transmits two possible choices
to a pay-o� matrix. The same exercise is made by the vehicle. The pedestrian
computes its maximum hope of earning and takes a decision to cross the road
or not. This decision uses a translator to transmit the desired action to the
corresponding machines. In this description, you note that we make no dis-
tinction between arti�cial and real networks or machines. The NN represents
the minding of the human and the GT takes into account the capacity to
decide. You may say "it's not game theory but decision helping theory". In
fact not because, in many cases it is surely decision helping process, but in
many other cases it's a game, a game to survive in the general sense of life. I
mean that the decision is taken �nally to guarantee surviving. It's typically
the case for the autonomous vehicle problem.

Figure 10.9 shows the processes involved in this example.

Figure 10.9 � Process involving an AI

Remaining modest on what we may understand on the human thinking,
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we can say in our context that the �rst di�erence between AI and "real I
(RI)" is that the complexity dimension of polynomials for RI are in�nite
compare to those of AI, and we are very very far from approaching this
dimension.

The gamma matrices play an important role in this sequence. They trans-
mit the source vector from each network to the other and gives the system
rhythm.

To illustrate this mechanism we imagine a system made of two systems.
Each of them are de�ned by an operator ζ given by :

ζn =



1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1


(10.12)

These operators describe the capacity of the systems to follow some location
in a (x, y) plan (�uxes f 1 and f 2), and the fact that the systems transmit
their coordinates to the other one (�uxes f 3 and f 4). At initial, the source
vector of the system is Tn =

[
ex, ey, 0, 0

]
. Receiving the coordinates of the

second system, how the �rst system analyzes this and uses this for its next
operations ?

The system receives the opposite coordinates bx, by. Using an AI, the
system translates this information in choices for a game. The possible choices
are North, South, East and West (N,S,E,W). Rather than polynomials, the
NN here is a suite of inequalities like :

∃c ∈ [N,S,E,W ] / if∆x = 0 and ∆y > 0⇒ c = N (10.13)

The second system moving, makes a choice c. The �rst system has the same
possibilities c0. A pay-o� matrix explores the gains available for the 16 pos-
sible couples of choices coming from the two systems (N,N ; N,S ; etc.). The
earnings eaij are de�ned by a law :

eaij =
[
d̄c (i, j, t) + dθ (i, j)

]−1
(10.14)

where d̄c (i, j, t) is the average distance between a target that must be reached
by the system of systems (SoS) and dθ (i, j) the distance between the two
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systems. The other system playing the choice c, the �rst system analyzes this
looking at the di�erent hopes of earnings associated with this choice c and
its own possible choice c0 in (N,S,E,W ) (the probabilities can be basically
�xed to 1/4 for all choices). Its possible choice c0 is guided by maximisation
of the hope of earning eacj obtained when the second system plays c and the
�rst one plays c0. The choice c0 ∈ [N,S,E,W ] must after be translated in
a command for moving the �rst system. The same reasoning is applied seen
from the second system. The translator has the form :

if c0 = N ⇒ ey = A (1− e−τp)

if c0 = S ⇒ ey = −A (1− e−τp)

if c0 = E ⇒ ex = A (1− e−τp)

if c0 = W ⇒ ex = −A (1− e−τp)

(10.15)

τ is a pulse duration controlling a motor to create the system displacement
on a ∆x or ∆y step. We can now draw the complete mechanism between the
values of the second system displacement and the �rst system moving. This
chain is represented �gure 10.10.

Figure 10.10 � Chain for an AI cord

The whole process represents an AI cord, taking the opposite system
location e′x, e

′
y and giving the new displacement values ex, ey. If we note Axx
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the part of cord using k′x (associated with e′x) and driving ex, Axy the cord
using k′x and driving ey, etc. we model the SoS as usual by starting making
the direct summation of the systems involved ζ1⊕ ζ2 then adding cords, here
AI ones. Finally we obtain the global operator :

ζ =



1 0 Axx Axy 0 0 0 0
0 1 Ayx Ayy 0 0 0 0
0 0 1 0 1 0 0 0
0 0 0 1 0 1 0 0
0 0 0 0 1 0 A′xx A′xy
0 0 0 0 0 1 A′yx A′yy
1 0 0 0 0 0 1 0
0 1 0 0 0 0 0 1


(10.16)

The operator is not symmetric and can be easily extends to N systems making
the SoS.

We can remark that the AI which can be seen as a behavioral operator is
included in a cord, i.e. an extra-diagonal component rather than in a diagonal
component. When using behavioral operations, it is often easier to use cord
to include this processes. Diagonal component model the limit condition, or
frontier operators associated with these modelings. To have part of them as
diagonal component may mean to detail their hardware. This is possible, and
can be necessary sometimes in case of studies focused on their structure. But
at the SoS level, we look for macromodels without keeping all the microdetails
associated with these systems. We understand that in this case, cords are the
simplest way to include AI in systems.

A system (an equipment, a vehicle) can be modeled using eight funda-
mental kinds of components (8-fkc) :

a cables or antennas, waveguides : techniques to transmit informations ;

b operators on the frontiers, interfaces between various environments (in-
ternal, external) and a system heart ;

c behavioral cords taking in charge complex system reasonings including
AI ;

d sensors or elements for perception ;

e motors or elements as actuators ;

f a skeleton to assure the structure able to wear all these components ;

g some components used to evacuate the system heat and other waste ;
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h a source of energy coming from outside.



Chapitre 11

Systemic concepts applied to
BISE

11.1 Principles

Systems modeling was widely addressed by Gabriel Kron and a�liate
authors using tensorial analysis of networks (TAN). Based on diakoptic prin-
ciples, the method leads to the lagrangian of the problem, in a multi-physique
writing. We expose here the major characteristics of this approach, focusing
on multi-scale problems and how to take into account these inputs in a pro-
blem of system of systems.

11.2 Introduction

System of systems means many things like a group of animals or a group of
robots exchanging datas through antennas, etc. We recall the history of TAN
used for systems modeling and the systemic de�nition for systems. After, we
recall the evolving of systems in order to detail what we consider as system
of systems (SoS) in this paper, other considerations being possible. We are
interest in cyber-physical systems seen as SoS : cyber-physical systems of
systems (CPSoS). The cyber side refers to datas, numeric communications
and intelligences while the physical side refers to the material (even living
one) that support the intelligence and communications.
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11.3 TAN history

Gabriel KRON had studied the systems starting from electrical machines
which are complex systems. His personal approach for networks seeing them
through the mesh space, has leaded to a particularly e�cient formalism. Ma-
jority of hamiltonian approaches work onto branches and nodes spaces. Kron
has extended applications in cellular topology to the mesh space, developing a
method that gives the lagrangian of the problem. A �rst book written in 1973
gives a synthesis of his artwork on systems[1]. There was after the works of the
French army direction : Angot, Papin, Kau�man write various mathematical
books explaining Kron's technique in order to study complex electronic sys-
tems. But until there, interactions was limited to magnetic interactions and
electronic applications[2][3]. Maurice & Co. submitted a generalized concept
of cord, describing any interaction between two connex networks[4][5]. This
new capacity leads to the opportunity of applying the TAN formalism to
any kind of problem including biological, economical ones, etc.[6]. This is
with these last developments that we study here cyber-physical systems of
systems.

11.4 A de�nition for systems

By listening to the systemic community, a complex system is characterized
by three properties :

� a lot of interactions ;
� a stochastic behavior even partially ;
� an emergence property.
This last property is often unknown. It means that the system has pro-

perties that cannot be observed at a lower scale. It clearly pose the concept
of scales. It makes the assumption that edges exist between scales and that
going from one scale level to another continuously is impossible. It doesn't
mean that both scales cannot exist simultaneously. But the existence of one
higher scale can be obtained from a lower one through an integration process
which is not continuous[7].

Any system has an associate graph and an associate manifold. We pose
as preliminary postulate that a system of systems (SoS) is a collection of
connect graphs and a direct summation of manifolds. Each of these mani-
folds is a system of the SoS. The systems interact between them through cords
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in the TAN formalism of the SoS. Each system is constructed from branches
(T 1 elements of the cellular topology) connected through the connectivity C.
Each system is characterized by an operator ζ giving all the particle speeds vk

inside the system for a given constraints vector em. The manifold associates
with a system is de�ned by the equation em = ζmkv

k. The interactions are
de�ned by the extra-diagonal components of ζ : ζmn, m 6= n. The number
of these interactions is an image of the system complexity. The stochastic
property is intrinsic of the electronic components like microprocessors. What
about the emergence property ? As non continuous change of scales we consi-
der an integration from one observable that belongs at a lower scale. If we
work at the same scale to de�ne the system, it is possible that it doesn't
present any emergence aspect. This property may appear at the SoS level.

11.5 SoS properties

A SoS S is de�ned by the direct summation of all the manifolds of a group
of systems Q :

S = ⊕kQk (11.1)

The SoS S by de�nition includes the properties of the set of systems Q. May
it have a new property associates with the union of the systems ? Typically,
the new property that can appears when the systems Q are grouped and can
communicate is associated with this capacity of communication that doesn't
exist when the systems are separated. At least we can postulate that a new
property of the SoS is the induced by this capacity. This capacity can guide
a group behaviour of the systems. The SoS manifols S can be completed by
a set of interactions G which are the Green's functions of radiation patterns
for antennas. But more generally, the manifold S must be completed by two
objects :

� the communication network between all systems Qk ;
� the actions lade by all the systems and interpreted by all the systems.

The �rst network can be modelled by a special tensorG added to the manifold
S or by a separate mechanism calling a technique named "gamma matrix"[8].
The second mechanism is more complex to express. In one system referential
of a particular system, it starts from a set of �ux Kx that are responsible
for the actions of all the other systems. This �ux is �rstly perceived and
interpreted through a complex matrix Λ. An operator of attention A decides
if these actions are considered by the receiver. Then a Bayesian probability
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P c says what is the answer (analysis activity) of the receiver in front of
these perceptions. This answer depends on a pay-o� matrix ω which leads
to the hope of earning ωµc. Then a last operator δ of decision translates these
informations in a decision (a command) ev taken by the receiver[9]. We
translate these relations writing :

ev = δzvωzcP
c (ec| AzyΛy

xK
x
)

(11.2)

Note that this cognitive chain can be applied in fact to any relation between
to systems, even for example electromagnetic ones. We can synthesize the
whole process through a complex but unique operator h de�ned by :

hvx (Kx) = δzvωzcP
c (ec| AzyΛy

xK
x
)

(11.3)

The global reaction of a system inside the SoS becomes principally represen-
ted by the interaction h it has with all the other systems.

11.6 From SoS to cyber-physical SoS (CPSoS)

The communication using a cloud or anything else is included in the
tensor G, added to ζ for S. This tensor has for sources some �uxes K. So
the interaction h includes also the impact of the communications between
the systems Q inside S[6]. Basically, the formalism contains all the elements
for modelling the cyber-physical side. The di�erence comes from the fact
that a cyber-physical SoS can contain systems that are very far between
each other. But mathematically this property doesn't change the expression
of the cognitive cord h, it only gives to the perception λ which includes
the change of referential a speci�c writing. The di�cult part for modelling
such a CPSoS is not the communication network but the presence of multi
physical layers and of various scales. The scale of description uses operators
applied on �uxes which are the coordinates of the space. The �ux vector
embeds all the �uxes of all the physics concern by the SoS. There are currents,
speeds, thermal powers, etc. If some relations need to use observable of lower
scale, for example quantum observables, integrations are the key to go from
this scale to a higher one : they are the change of dimension in a cellular
topology. A collection of equations can accompany the system of equation of
the CPSoS manifold to give the de�nitions of some local operator used in its
own de�nition. The CPSoS manifold is completely de�ned by the tensorial
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equation eq = ζqmK
m plus the domain de�nitions of each parameter p,

p

D
that determines the laws L involved in ζ. We mean here that the operators
ζij are de�ned on various domains depending on parameters (temperature,
etc.) :

ζij =
p

D1L
1
ij +

p

D2L
2
ij + . . . (11.4)

The system of equations eq = ζqmK
m can be seen as a vector of functions

eq. A base can be de�ned through the jacobian ∂eq/∂Km. But various bases
are de�ned for the various domains D. We must ensure that the continuity
between two local space attached with two local bases exists, i.e. :

det

(
∂Km [Di]
∂Kq [Dj]

)
6= 0 (11.5)

This constraint ensure that the manifold is continuous, i.e. that the CPSoS
can be de�ned anywhere, for any values of the parameters and observables.
Knowing the local bases, we can compute the metrics associated with these
local spaces. It means that we can compute the distance between the center
of a domain and any points in the same space. It means that we can compute
the neighborhood of any point. We have de�ned a topology and the manifold
de�ning the CPSoS[10].

11.6.1 Some more details on the numeric side

The cord can wear any kind of function. In particular it can wear numeric
functions like sigmoid ones. Even if to model a whole system, it's better to
use macro-models : it is always possible to synthesize a subsystem made
of a wide number of components by a low dimension macro-model having
the same transfer function. Rather than detailing a complete circuit made
of digital gates we can create for example a function that outputs a "1"
if the input word is the waited one. It is possible to study theoretically
the communication network, whatever it is, by this kind of models. But the
behaviour of the channel in front of piracy needs to be studied using the real
and complete circuit. That's an example of a mechanism based on various
scales.
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11.6.2 Classical thematics considered for CPS

More than communication, the CPS' involve also the notions of control,
mobility, architecture and security. They are composed of intelligence net-
work, sensor network and actuators network[11]. We detail here each of these
concepts.

CPSoS control

CPSoS control goes through the decisions δ, but also calling for the at-
tention A and the kind of answers P of each system. The decision operator
can be partly in�uenced by an exogen parameter. It can be an order given
to the systems or a set of systems in answer to other systems behaviour.

Mobility

The mobility is translate by the values taken by some �uxes Kv in rela-
tion with the actuator in charge of the systems mobility. But the mobility
in�uences also the perception of the systems between them through the ope-
rator Λ.

Architecture

The architecture is the description of the networks of intelligence, sensors
and actuators. Three sub-graphs are associated to these networks.

Security

Security is today a major task for the CPS'. Electromagnetism and elec-
tromagnetic compatibility are the jobs addressed by this thematic as well as
the TEMPEST and cryptography[12]. The perception of the systems actions
can be faked due to the electromagnetic disturbances in the systems envi-
ronment. It means that the operator Λ is polluted by a component of noise
Λ̃. This pollution can lead to some erroneous decision δ̃ and an incompre-
hensible behaviour of CPSoS. But we can even imagine that security passes
through the attention operator A. It's clear that a strategy of CPSoS attack
may be to focus the attention of one system in a direction opposite to the
direction of attack. Once this system infected, the whole CPSoS can be in-
fected step by step. Another strategy may be to deform the information of
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decision. In that case, the operator ∆ is corrupted and leads to abnormal
decisions. There are many ways for a malicious system to disturb the whole
CPSoS. There are general rules to avoid this kind of risk. First action must
acts on Λ. Λ must be eventually corrected in order to transmit the good
information. Then if an attack is identi�ed, A must allow to bloc the access
of this attack before it may infect the system further. If this protection fails,
the only way to decrease the risk is to decrease the probability of answer to
the faked information. This makes the assumption that the bayesian proba-
bility includes parameters in�uencing its values on the base of some trust
indicators. The hope of earning can be modulated by the detection of a risk
attached with some decision. Then the last barrier is linked with the decision
operator which can also decide to exclude the hope of earning in relation
with some source.

11.7 The pay-o� matrix

The pay-o� matrix says how many wins a system by making such a choice.
It can be very factual in case of simple games with de�ned earnings, or
very complex in case of CPSoS where the systems gains depends on many
parameters at short and long time range. This matrix may be the key point
of the system, and then of the SoS behaviour. Basically we can make the
assumption that the systems behave depending on their hope of earnings.
The bayesian probability P is �rst driven by the pay-o� matrix ω. Then the
decision is generally driven by the hope of earning, but can also be decided
by the decision operator, de�ned itself by the psychological pro�le of the
system.

In our previous illustration, we recognize the input (e′x, e
′
y) as the input

data �ux Kx, the transformation Λ realize the passage from (e′x, e
′
y) values

to the corresponding choice c. The attention A makes the correspondences
between the choice and the directions N,S,E,W . The Bayesian probability
involving the input information AΛK and the choice made by the �rst system
c, so P c (ec| AzyΛy

xK
x
)
was taken here always equal to 1/4.

The pay-o� matrix ωzc is here the tensor eazc. And the operator δzv makes
the correspondence with the commands ex, ey (it's the translator).
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11.8 BISE : a conclusion for this �rst manual

BISE means to consider any system as made of a skeleton, a skin, muscles,
nervous system. Made of an organ able to transform energy coming from
the environment and organs to evacuate waste and heat. A system becomes
so a SoS where all organs can be concepts with these notions in mind. The
structure takes in charge part of the nervous network, the skin takes in charge
part of the perception, etc.

Entities including microprocessors are able to conduct various operations
of signal processing, memory management, computations, etc. More and more
these kind of entities becomes generic (think in arduino, etc.) and a system
becomes made of many of these entities with a central processor managing
the whole and taking in charge the major memory. This central unit has
another important role : it decides when some peripheral processors are out
of use to report some actions to other organs. This is simplexity : ability
to realize a mission even when some actors are no more available. This is a
strong capacity of natural systems : the capacity to survive even in degraded
mode. This capacity is reached seeing the system as a group of sub-systems
having the 8-fkc. This architectures give also capacities to evolve. It remains
two domains where nature is particular :

� reproduction and evolving through generations ;
� an intelligence in the way that beyond simple computations and com-

plex algorithms, an abstract thinking exists in all animals. We must
remember that Turing's criteria was never reached, though some say.

Nature is our inspiration but we are her children and we will not be able
to remake her.

11.8.1 Aside : and what about quantum mechanics and

safety ?

The change of scale between quantum and classical mechanics remain dif-
�cult, beyond all the relations available today. When the energy becomes very
small, continuous behaviors becomes quantum behaviors. When we study a
chain of transmission or re�exion of information, we can look at the various
waves involved with high levels, in order to associate with this information
amplitudes coming from re�exion and transmission c÷�cients. That's what
we discuss chapter 5. Quantum behaviors are similar to rare events. It gives
models for particles of small energy or in other word for very small number
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of particles. When there is a very high number of particles, they behaves
classically, following thermodynamics.

Quantum mechanics is the manual for rare events. Safety is particularly
interested in this kind of problem. Is it possible that a rare event occurs ?
For example, if we consider a probability for an event a equal to 10−9. If we
make one jet. Is it possible that a arrives ? Theoretically yes, a can appear
for one chance over 109. It's a poor chance, but it doesn't mean that this
event cannot arrives on the �rst shoot. It's a paradox because reaching such
a target in safety means that the risk a should never exist. In fact what we
want to reach is a saturation phenomenon. Our �rst assumption is that we
have an observer being able to observe one event at a time. If it's activated
on one event, it cannot hear next events. It's typically the problems of critical
events for safety on one mission.

Using this detector (observer), if a process results from a sequence of
operations modeled using a gamma matrix and if a can appear during the
�rst step for an input vector of information v, it means that γv gives a. Next
steps can give high probabilities, reaching 1− a in �nal. So, γγv → 1− a. In
that case, the event a can exist on a �rst shoot as γv = a and the detector
cannot see next events.

Now if the process implies �rst 1 − a then a. First step being de�ned
by γv = 1 − a, the chance to measure the event is that time near to be 1.
So as the detector is one shoot measurement, it will always give the same
response : 1 − a. The event a associated with γγv will never been seen :
that's the saturation phenomenon. For safety, this second process leads to
the conclusion that the critical event a will never arrive. That's not the case
in the previous sequence.

We understand that in a process resulting from a sequence of functions
that can activate or not events, with a known probability, the fact to gua-
rantee that a particular event cannot be realized depends on this sequence.
Under some assumption and γ-matrix, rare events become event that never
arrive. For other γ-matrix, they can appear on a �rst test with their own
probability, but appearing on the �rst experiment. Their small probability
meaning that the next experiments will not make appear these rare events.

If we imagine a bag of balls, if we take a ball at each random selection but
without taking a new bag, the probability to select a rare event is 1/N on
the �rst selection, then 1/(N −1), then 1/(N −2), etc. until 1. It means that
the more selection we do, the more chance we have to select what was at the
beginning a rare event. What may seems to be a disadvantage can be in fact
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an advantage, because we �nally know what is the rare event. That's always
the di�culty in all jobs : if we make a system in order to avoid some event
and if our conception is good, we will never seen this event, but somewhere
we never demonstrate that it can exist and that it is what we think. The
advantage with particles is that we can manipulate enormous numbers of
particles while it is more di�cult to have an enormous number of balls in a
bag. When experiments are conducted on particles, two ways are available :

� sending one particle at each random selection ;
� sending a set of particles at each selection.

If we send one particle on each selection and if this particle is made each time
exactly by the same process, we are in the case of playing with the same bag
of balls without adding balls before the selection. Once a given number of
selection made (say N), we are sure that law probabilities should appear
(near 1/N). Time going, we must see all the cases given by the theory. At
the contrary if we make a set of particles each time (N particles sent each
time) and if we create a process in order to make appear the rare events
through γ2 and not γ, the saturation process can be observed and the rare
event may never appear.

This kind of reasoning, written di�erently, is made all the days by the
safety workers. But it remains under this reasoning one strong assumption :
we suppose that the rare event is known. And one speci�c property of rare
events is sometimes to be unknown. How is that possible ? We should per-
fectly known our system and its environment ? It is also known (Gruyere
principle) that the more critical rare events come from the coupling of sys-
tems, each of them being well controlled. Multi-physic and human factor in-
tervene to create rare events that do not exist before to construct the whole
system. Their gravity is all the more important that their construction is not
predicted. So, all the process include to give some solution in case of crises
are not e�cient to face these events. These rare events are emergencies in
the systemic thinking of systems. The proposed techniques in this book can
allow reaching solutions in the system conception in order to �nd parries
in front of these risks. γ1 systems responses can be computed taking into
account human factor cords and multi-physical conditions that lead to the
system critical failure.
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11.8.2 A simple circle for BISE

Finally, system engineering can be simply written. In general, the project
begins by the customer needs. But in Nature, there are no customers ! Each
system is its own customer. This di�erence makes that systems for humans
are �rst tools before to be autonomous systems. Once this di�erence pointed
out, we can consider that in both case, it exists a customer : in Nature, the
customer is the system itself.

Accepting this assumption, the BISE sequence can be simply represented
by the circle shown �gure 11.1.

Figure 11.1 � BISE sequence
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The needs step describes what is awaited from the system. What the
system is supposed to do. In case of bio-system, this need is principally to
survive in some ecological environment.

The requirements say what are the functions that must be garanteed
anf with which safety target. The simplexity, which is a natural property,
constructs strategies in order to reach these requirements by the most opti-
mized architecture.

Mission and environment de�ne the scenes that the system will encounter,
the exchanges it will be called to assure, the locations where it will be able
to �nd energy, system waste and dissipations, etc.

Organs and architecture de�ne the whole system structure. It details the
choices like an exo-skeleton for support or other options, etc.

This circle is explored until having the best solution for the problem
considered,including post knowledge of the persons in charge of the system
conception, material costs, etc.

Mathematically, needs are observables kx de�ned in intervals I, kx ∈ I.
Requirements are probabilities P (kx) assigned to these observable objectives.
Mission and environment are capacities in communications, speed, etc. They
are parameters and standards giving criteria to judge of the system perfor-
mance and of its adequation with the needs and requirements. Organs and
architecture are �rts classes in order to test hardware and software solutions
to construct the system. This construction go ahead as and when that the
circle is browsed.

This fourth step calls for the more persons. The architect on the base
of one system, distributes the organs conception to various project leaders.
Nervous and power supply networks are subcontracted by the same way.
Common meetings allow to evaluate the system performance obtained with
a �rst set of organs return back by the project leaders. adjustments are
operated to take into account the coupling e�ects in multi-physics. Then a
new circle is begun until converging to an optimal solution. The architect is
in fact a team enclosing a system architect, a commercial, a �nancial, etc.

Various actions are :

Architect abstracts ζµν for the needs kν and environment Tµ. Construct
⊕µζµν ;

Project leaders look for ζ ′, considering mission & environment Tµ with
∃k′ν / |yνµTµ − k′ν | → ε ∩ P (ε > r| Tµ , requirements)→ 0 ;

Common meeting verifying is T ′µ =
[
⊕µζ ′µν

]
kν ⇒ P (kν) ∈ P (I), I
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and P (I) being de�ned by the requirements. Making adjustments for
observables P (kν) /∈ P (I), return back new objectives for ζ.

We see here that the fact to work as soon as possible with mathemati-
cal models allows to accurately de�ne the technical actions that need to be
leaded and avoid ambiguities and the absence of taking into account multi-
physic e�ects, indeed human factor. This last point implies to control the
AI cord, but this last interaction modeling that I propose needs yet more
developments.

I hope that this compilation of tracks of solutions will inspire engineers.
I think that the major axis of progress for system engineering comes from
the fact to introduce more rigor and mathematics as soon as possible in its
process. Often engineers exchange ideas rather than models. This leads to
ambiguities, fake solutions and uncontroled hardware and softwares. This
without forgetting that models allow to keep and transmit knowledge accu-
rately, and that probabilities must be included in all the process �ow.
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